In fact, increasing evidence points toward additional clinically relevant problems with commonly used sedative drugs. Benzodiazepines, among the most common drugs in our arsenal, contribute to the development of delirium after ICU sedation. Delirium is associated with increased hospital length of stay and with increased mortality. Propofol, common in adult ICUs despite the above-mentioned concerns, is not recommended for long-term sedation in children or in higher infusion rates for adults because of the risk of propofol infusion syndrome. Moreover, long-term use of propofol may contribute to withdrawal.

Several studies of volatile anesthetics for sedation purposes in humans—with clinically relevant endpoints—have shown promising results. Rapid pulmonary excretion and limited metabolism of all the modern agents are intrinsically attractive characteristics. Wake-up times are shorter and more predictable than with intravenous sedatives, as is time to cooperation. There may be beneficial cardiac effects of volatile anesthetic sedation. The memory panorama from the ICU stay, an important patient-related outcome, also appears to be favorable compared with that of midazolam.

Simply put, we need more evidence and knowledge about the advantages and risks of the sedative drugs that we use, be they benzodiazepines and propofol or volatile anesthetics. We advocate for additional evaluation of volatile anesthetics as a promising option for long-term sedation in ventilator-dependent ICU patients. In any case, we cannot afford to idly administer routine cocktails of sedatives unaware of the risks we may be taking. Every patient deserves a carefully considered sedation strategy.

Peter V. Sackey, M.D., Ph.D.,* Peter J. Radell, M.D., Ph.D. *Karolinska University Hospital, Stockholm, Sweden. peter.sackey@karolinska.se
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Incomplete Validation of Risk Stratification Indices

To the Editor:

Using 2001–2006 Medicare hospital data (Medicare Provider Analysis and Review [MEDPAR]) in approximately 17 million patients aged 65 yr and older, Sessler and colleagues have proposed four risk stratification indices (RSIs) for mortality and duration of hospital stay. With a complex, stepwise hierarchical-selection algorithm, the authors chose a parsimonious set of statistically significant predictors from the approximately 20,500 International Classification of Diseases, Ninth Revision, diagnostic and procedure codes. For example, in-hospital mortality was modeled on 184 predictor codes with odds ratios varying from 0.131 to 57.821. Using a split sample design, these RSIs were internally validated on MEDPAR data for another 17 million patients and were externally validated on 100,000 patient records from the Cleveland Clinic (Ohio; Perioperative Health Documentation System). Working in the parameter space (β coefficients), validation of the RSIs was demonstrated on the development, validation, and external datasets by the c (concordance) statistic, which revealed very good discrimination in all datasets.

However, the performance of these RSIs has not been adequately justified. To do so requires calculation of the
prediction probability for each patient by exponentiation of the RSI (inverse logit; \( P_i = 1/[1 + e^{-\text{RSI}_i}] \)); \( P_i \) ranges from 0 to 1 (open interval). For each patient, prediction probability \( P_i \) is compared with the observed dichotomous outcome \( Y_i = 0 \) (dead) or \( Y_i = 1 \) (alive). Overall performance of RSI is measured by the distance of the predicted outcome \( (P_i) \) from the actual outcome \( (Y_i) \); a good model of risk will have a short average distance. The accepted measures for overall performance in the validation datasets are the Brier score and the Nagelkerke R^2 statistic.\(^2\) Overall performance can be partitioned into two characteristics: discrimination and calibration. Statistical software tools for estimation of overall performance, discrimination, and calibration are readily available.

The c statistic is a measure of discrimination; it is a rank order statistic for predictions versus actual outcomes and is equivalent to the area under the receiver operating characteristic curve. As rank order statistics are invariant under monotonic transformations, the c statistic of RSI is identical to the c statistic of \( P_i \). Perfect discrimination corresponds with a c statistic of 1 and is achieved if the \( P_i \) or RSI scores for all patients dying are higher than those for all patients not dying, with no overlap. A c statistic value of 0.5 indicates an RSI without discrimination (i.e., no better than flipping a coin). While a good risk model will have high discrimination, by itself the c statistic is not optimal in assessing or comparing risk models.\(^3\)

The third aspect of performance measures is calibration (i.e., the agreement between observed outcomes and predictions). For example, if an RSI score has a predicted probability of 20% for in-hospital mortality, then approximately 20% of inpatients with that RSI score are expected to die. The calibration of prediction probability can be assessed by regression plots of \( Y_i \) versus \( P_i \), with patients grouped by deciles; there is also a specialized binary regression method.\(^4\)

Sessler et al.\(^1\) should be congratulated for their statistical models of risk that may, in the future, allow comparisons of outcomes of health care across institutions. I hope that they will provide supplementary analyses to demonstrate that, besides good discrimination, their RSIs also have good calibration and overall performance.

Nathan L. Pace, M.D., M.Stat., University of Utah, Salt Lake City, Utah. n.l.pace@utah.edu
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In Reply:

In a recent report, we describe risk stratification indices (RSIs) for mortality and duration of hospital stay.\(^1\) We reported the C statistic along with graphical receiver operating characteristic curves to assess the performance of these predictive models on a prospective validation data set. Pace correctly points out that the C statistic is a measure of model discrimination and that a complete validation also requires an assessment of calibration.

The RSI for in-hospital mortality is derived using a logistic model and therefore the C statistic is an appropriate metric of discrimination. The RSIs of 30-day mortality, 1-yr mortality, and 30-day discharge, however, are derived using Cox proportional hazards modeling. For these, a more appropriate measure of discrimination is Harrell’s C (concordance) index, which is defined as the proportion of all usable data samples in which the predictions and the outcomes are concordant.\(^2\) Although the C statistic is defined for dichotomous outcomes, the C index is more broadly applicable, being appropriate for censored time-to-event response variables as well as continuous and ordinal outcomes.

We calculated the C index for each of these three RSIs on the Cleveland Clinic validation data set using a bootstrap methodology to estimate the 95% confidence intervals. The C indices (table 1) were nearly identical to the previously reported C statistics—although with somewhat wider confidence intervals—thus revealing good discrimination across all four RSI models.

As suggested by Pace, we assessed calibrations of the RSI models on the Cleveland Clinic validation data set by means of calibration graphs, which are graphical representations of the Hosmer-Lemeshow goodness-of-fit test.\(^3\) These were constructed by grouping patients into approximately equal-size bins of equivalent RSI values. The number of bins was chosen to achieve as even a distribution of patients among bins as possible, given the existence of ties. The mean RSI within each bin was then plotted against the mortality rate or mean length-of-stay within that bin.

The graphs indicate good calibration across the four RSI models (fig. 1), with mortality and extended-stay events most prevalent in the higher predicted-risk groups. (There is no expectation of linearity in these plots; goodness of calibration is indicated by monotonic left-to-right increases.) The low event rate for the in-hospital mortality endpoint results in very few events in the lower predicted risk groups; this gives rise to the “hockey stick” appearance of the graph. As these