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SUMMARY

An outbreak of anthrax occurred in the city of Sverdlovsk in Russia in the spring of 1979. The outbreak was due to the inhalation of spores that were accidentally released from a military microbiology facility. In response to the outbreak a public health intervention was mounted that included distribution of antibiotics and vaccine. The objective of this paper is to develop and apply statistical methodology to analyse the Sverdlovsk outbreak, and in particular to estimate the incubation period of inhalational anthrax and the number of deaths that may have been prevented by the public health intervention. The data available for analysis from this common source epidemic are the incubation periods of reported deaths. The statistical problem is that incubation periods are truncated because some individuals may have had their deaths prevented by the public health interventions and thus are not included in the data. However, it is not known how many persons received the intervention or how efficacious was the intervention. A likelihood function is formulated that accounts for the effects of truncation. The likelihood is decomposed into a binomial likelihood with unknown sample size and a conditional likelihood for the incubation periods. The methods are extended to allow for a phase-in of the intervention over time. Assuming a lognormal model for the incubation period distribution, the median and mean incubation periods were estimated to be 11.0 and 14.2 days respectively. These estimates are longer than have been previously reported in the literature. The death toll from the Sverdlovsk anthrax outbreak could have been about 14% larger had there not been a public health intervention; however, the confidence intervals are wide (95% CI 0–61%). The sensitivity of the results to model assumptions and the parametric model for the incubation period distribution are investigated. The results are useful for determining how long antibiotic therapy should be continued in suspected anthrax cases and also for estimating the ultimate number of deaths in a new outbreak in the absence of any public health interventions.
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1. Introduction

In recent years anthrax has been the subject of increasing concern and attention because of its potential use as a biological weapon. The main concern is that an anthrax aerosol could be released that is odourless and invisible and could be disseminated widely causing significant number of cases of disease and deaths (Inglesby et al., 1999). In response to these concerns, the US military initiated a vaccination programme against anthrax.

Anthrax is caused by the bacteria *Bacillus anthracis*. Transmission of anthrax infection occurs either through inhalation, ingestion or cutaneous exposure. The most common form of transmission, cutaneous, occurs through broken skin, typically when an individual butchers an anthrax-infected animal. Cutaneous anthrax is readily treated with antibiotics and is seldom fatal. Much less common is gastrointestinal anthrax, which occurs when an individual ingests undercooked contaminated meat. Inhalational anthrax occurs when an individual breathes anthrax spores into the lungs. These spores, borne in particles 1–5 µm in diameter, are carried to mediastinal lymph nodes where they may germinate into vegetative cells. Proliferation of the cells is accompanied by the release of toxins and the onset of symptoms in the host. The mortality rate from inhalational anthrax in the absence of treatment has been reported to be very high (Friedlander, 1997; Cieslak and Eitzen, 2000). The time from onset of symptoms to death is, on average, only a few days. Antibiotics are believed to be effective only against the vegetative cell shortly after germination. Inhalational anthrax was first reported in the mid-1800s among British wool sorters who were exposed to contaminated goat and alpaca hairs, and became known as wool sorter’s disease (Brachman, 1980). Only 18 cases of inhalational anthrax have been reported in the United States from 1900 through 1978 and none since 1978 (Brachman, 1980; Inglesby et al., 1999). Yet, inhalational anthrax poses the major threat as a biological weapon because the pathogen is widely available in nature, and stable in aerosol form, which makes it possible to disseminate the spores widely.

Knowledge of the incubation period of inhalational anthrax is important in the development of strategies for a public health response to an outbreak. First, information on the duration of the incubation period can be used to determine how long antibiotics should be given to exposed individuals. Second, information on the incubation period together with numbers of reported cases early in an outbreak could be used to determine the ultimate size of the outbreak. However, little is known about the natural history or incubation period of inhalational anthrax because of very little human experience with the disease and because only limited information is available from experimental monkeys (Friedlander et al., 1993). Estimates of the incubation period of inhalational anthrax that have been cited in the scientific literature range from 1 to 7 days and have been based in part on the response of monkeys to high-dose aerosol exposure (Cieslak and Eitzen, 2000; Brachman and Friedlander, 1999; Benenson, 1995; Franz et al., 1997).

In April 1979 an anthrax outbreak occurred in the city of Sverdlovsk in Russia about 900 miles east of Moscow. Originally the outbreak was attributed to the consumption of contaminated meat. However, it was subsequently concluded that the outbreak resulted from the inhalation of spores that were accidentally released from a military microbiology facility on April 2, 1979 (Meselson et al., 1994). This conclusion was based on isolation of the organism and autopsy, and on pathological reports that documented inhalational anthrax as the cause of death. Interview information from relatives of cases determined that the cases lived or worked in a narrow zone extending from the military microbiology facility to the southern limit of the city and consistent with wind directions on April 2, 1979 (Guillemin, 1999). While there were less than 100 reported anthrax deaths from this outbreak, it is believed that there were several hundred additional non-fatal cases. On April 11, 1979, the epidemic was confirmed as anthrax. In the middle of April, health authorities began visiting all households with suspected cases to provide a five day supply of tetracycline for all contacts. Many others in the community also received antibiotics. There are, however, no records about who received antibiotics or for how long. During the period April
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A large-scale vaccination programme was mounted during which persons of 17–59 years of age were vaccinated. About 80% of a target population of 59,000 was said to have been reached. The Russian vaccine, however, is a live, attenuated vaccine that must multiply in the host in order to produce immunity. A seven day period is said to be required for protection to develop. However, among those receiving antibiotic treatment, the organism would not multiply and little or no benefit would accrue from receiving the vaccine.

The objective of this paper is to develop and apply statistical methodology to data from the Sverdlovsk outbreak to estimate the incubation period of inhalational anthrax and to estimate the number of deaths that may have been prevented by the public health response to the outbreak. The data consist of the incubation periods among individuals who were reported to have died of anthrax. The main statistical problem is that the data on incubation periods are truncated. Truncation arises because some individuals who were exposed to the anthrax pathogen may have had their disease and death prevented because of the timely administration of antibiotics or immunization. Indeed, individuals with longer incubation periods are more likely to have received vaccine or antibiotics and thus their death could have been prevented and would not be included in the data set. Accordingly, a naive analysis that ignored the effects of truncation would lead to an underestimation of the incubation period. It is not known how many individuals would have died in the absence of the public health intervention.

The statistical analysis of truncated data in epidemiological studies has received increasing attention (Brookmeyer, 1998). For example, the first estimates of the incubation period distribution of AIDS were based on an analysis of transfusion-associated AIDS cases (Lui et al., 1986; Medley et al., 1987, 1988; Brookmeyer and Gail, 1988; Kalbflieisch and Lawless, 1989). This data set was truncated because it tended to include disproportionately many individuals with short incubation periods. Individuals with longer incubation periods may not yet have been diagnosed with AIDS and thus would tend to be excluded from the data set. Similar selection biases occur in the statistical analysis of the delays in disease reporting to public health registries (Brookmeyer and Liao, 1990; Wang, 1992) and in studies of pediatric AIDS (DeGruttola et al., 1992). Various methods of analysis of this sort of data (e.g. transfusion-associated AIDS and disease reporting delays) are reviewed in Brookmeyer and Gail (1994). In these applications, truncation results from a limited time period for case ascertainment. In contrast, a limited time period of surveillance is not a cause of truncation in the Sverdlovsk data because disease surveillance in Sverdlovsk continued for many months after the release of the pathogen on April 2, 1979. Rather, the truncation in the Sverdlovsk data results from public health interventions that could prevent death. The analysis of the Sverdlovsk outbreak presents challenging new statistical issues because somewhat less information is available about the selection criteria by which individuals were included in the data set: for example, it is not known how many people in Sverdlovsk were exposed to the airborne anthrax, nor how many of these exposed people received any sort of public health intervention, and it is not known how effective such public health interventions were in preventing death.

The remainder of the paper is structured as follows. In Section 2 the available data are reviewed and some model assumptions are introduced. The statistical methodology and likelihood formulation are given in Section 3. The methods are applied to the Sverdlovsk outbreak in Section 4. The results are discussed in Section 5.

2. MODEL ASSUMPTIONS AND DATA

We assume that all cases in the Sverdlovsk outbreak resulted from exposure to airborne anthrax spores during the immediate period following the initial release of the spores into the air on April 2, 1979 (i.e. a common source outbreak). This period is believed to last one day at most (Inglesby et al., 1999). While it is possible that a secondary aerosol might account for some cases as a result of resuspension of spores
after they have fallen to the ground, this is very unlikely because considerable energy is required for resuspension of particles (Meselson et al., 1994). Moreover, person-to-person transmission of anthrax does not occur (Pile et al., 1998).

The dates of onset of symptoms of fatal cases with documented inhalational anthrax have been compiled in Meselson et al. (1994) and in Guillemin (1999). A number of additional fatal cases for which data are now available are also included in this analysis. Figure 1 is a histogram of the incubation periods of 70 cases who ultimately died of anthrax. The incubation period refers to the time between April 2, 1979 and the onset of symptoms. The data in Figure 1 refer only to cases that ultimately died of the disease. While there are reports of many additional cases that did not ultimately die from the disease, it is believed that there is considerable under-reporting of the number of non-lethal anthrax cases in the Sverdlovsk outbreak. In this report, we focus on the analysis of the data in Figure 1 on lethal cases of anthrax. As described in Section 1, this is a truncated sample of incubation times because individuals who were exposed to the anthrax pathogen but who recovered with or without public health intervention are excluded from the data set.

We suppose that in the absence of public health interventions that could prevent death from the disease, individuals exposed to the anthrax pathogen are a mixture of a proportion $p$ of individuals who would die from anthrax infection and a proportion $1 - p$ of individuals who would not die from disease. Individuals who are exposed to the pathogen may not die either because they have not been exposed to a sufficient dose of the pathogen or because of naturally occurring immunity. Suppose that in the absence of public health intervention, $N$ individuals would have died from the anthrax outbreak. The 70 deaths reported in Figure 1 may well be less than $N$ because some deaths may have been prevented by the antibiotic and vaccination programmes. We also define the incubation period distribution of lethal anthrax, $F(t)$, to refer to the cumulative distribution function of incubation periods (time from exposure to disease onset) for these $N$ individuals. The distribution function $F(t)$ is a proper distribution function and refers to the probability that an incubation period is less than $t$ days among the $N$ individuals who would eventually die without
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3. Statistical Analysis

3.1 Likelihood formulation

We estimate both $F(t)$ and $N$ from the data in Figure 1 using methodology that acknowledges the possible truncation of the data. Suppose a common source epidemic occurs at calendar time 0 and that a public health intervention to prevent disease among exposed individuals is initiated at calendar time $C$. For notational convenience we centre the origin of calendar time at the start of the outbreak. Let $X_1$ refer to the number of cases with dates of onset of symptoms prior to calendar time $C$ and let $X_2$ refer to the number of cases with dates of onset of symptoms after calendar time $C$. We assume that $X_1$ is a complete count of all cases diagnosed prior to calendar time $C$. In the development that follows, we develop an instantaneous intervention model that assumes the intervention was applied exactly at time $C$. Specifically, this model assumes that all individuals with (potential) incubation periods greater or equal to $C$ had an equal probability of receiving an intervention at time $C$ that could have prevented disease. In Section 3.2, we extend the methods to allow for a phase-in of the intervention, beginning at calendar time $C$.

The data consist of the incubation times of the $X_1 + X_2$ individuals in Figure 1. Let $t_1 = \{t_i; i = 1, \ldots, X_1\}$ represent the incubation periods for the $X_1$ cases with incubation periods less than $C$. Let $t_2 = \{t_i; i = 1, \ldots, X_2\}$ represent the incubation periods for the $X_2$ cases with incubation periods greater or equal to $C$. We assume a parametric model for $F(t)$ that involves some unknown parameter vector $\theta$. Thus, the parameters of our model include $\theta$ and $N$, the number of exposed individuals who would eventually succumb to the infection in the absence of intervention. The parameter $N$ is equal to $X_1 + X_2$ plus the number of exposed individuals whose disease was prevented by the intervention.

The observed data consist of the vectors of incubation times $t_1$ and $t_2$ along with the dimensions of these vectors, namely $X_1$ and $X_2$ respectively. The likelihood function of the observed data is $L = L(N, \theta; t_1, t_2, X_1, X_2)$. Typically, a likelihood is formulated by considering the sample size as fixed by design rather than as a random variable. Here, we do not consider $X_1$ and $X_2$ as fixed because they are random variables whose distributions involve parameters of interest (i.e. $N$ and $\theta$). We decompose the likelihood $L$ into a product of two factors using conditional probabilities as follows. The first factor is the probability distribution of $X_1$ and $X_2$ and is called $L_1 = L_1(N, \theta; X_1, X_2)$. The second factor is the probability density of $t_1$ and $t_2$ conditional on $X_1$ and $X_2$, and is called $L_2 = L_2(\theta; t_1, t_2|X_1, X_2)$, which depends only on the parameter $\theta$. Then, we can write $L$ as

$$L(N, \theta; t_1, t_2, X_1, X_2) = L_1(N, \theta; X_1, X_2) \times L_2(\theta; t_1, t_2|X_1, X_2).$$

(1)
The first factor $L_1(N; \theta; X_1, X_2)$ is a binomial likelihood with $N$ trials, where $N$ is an unknown parameter, $X_1$ observed ‘failures’ (i.e. incubation periods $< C$) and $N-X_1$ ‘successes’ (i.e. incubation periods $\geq C$). Thus

$$L_1(N; \theta; X_1, X_2) = \frac{N!}{X_1!(N-X_1)!}[F(C)]^{X_1}[1 - F(C)]^{N-X_1}$$

(2)

for $N \geq X_1 + X_2$ and $L_1 = 0$ for $N < X_1 + X_2$.

The second factor in equation (1), $L_2(\theta; t_1, t_2|X_1, X_2)$, is the likelihood of observing incubation times $t_1$ in a random sample of $X_1$ persons with incubation times $< C$ and incubation times $t_2$ in a random sample of $X_2$ persons with incubation times $\geq C$. Thus

$$L_2(\theta; t_1, t_2|X_1, X_2) = \prod_{i=1}^{X_1} f(t_{i1}) \prod_{i=1}^{X_2} f(t_{i2}) / \prod_{i=1}^{X_1} [1 - F(C)]$$

(3)

where $f(\cdot)$ is the incubation period probability density corresponding to the CDF $F(\cdot)$. Equation (3) assumes that the $X_2$ observations with incubation times $\geq C$ are a random sample from the density $f(t_i)/(1 - F(C))$. This is justified if a random sample of the individuals with incubation periods $\geq C$ are truncated at time $C$. The implicit assumption is that the probabilities of truncation do not depend on the individuals’ potential (possibly unobserved) incubation periods. Substituting expressions (2) and (3) into (1), the likelihood $L$ becomes

$$L = \frac{N!}{(N-X_1)!X_1!}[F(C)]^{X_1}[1 - F(C)]^{N-X_1} \prod_{i=1}^{X_1} f(t_{i1}) \prod_{i=1}^{X_2} f(t_{i2}) / \prod_{i=1}^{X_1} [1 - F(C)]$$

(4)

Expression (4) for $L$ simplifies to

$$L = \frac{N!}{(N-X_1)!X_1!}[1 - F(C)]^{N-X_1-X_2} \prod_{i=1}^{X_1} f(t_{i1}) \prod_{i=1}^{X_2} f(t_{i2})$$

(5)

Expression (5) provides additional insight into the likelihood $L$. For a fixed value of $N$, expression (5) is the likelihood function for a sample of right-censored survival times with $X_1 + X_2$ observed failures at times $t_1$ and $t_2$, and with $N-X_1-X_2$ observations right-censored at time $C$. The connection between expression (5) and the ‘usual’ likelihood for right-censored survival data for fixed $N$ can be made transparent by noting that $L$ is proportional to

$$L \propto [1 - F(C)]^{N-X_1-X_2} \prod_{i,j} f(t_{ij})$$

Thus, for a fixed value of $N$, expression (5) can be maximized over $\theta$, the parameters of $F$, using computing software for right-censored survival data to obtain estimates $\hat{\theta}(N)$. Then, a line search can be performed over values of $N$ to determine the value $\hat{N}$ that maximizes $L$. Confidence intervals for $N$ can be determined by inverting a likelihood ratio test. Specifically, a $(1 - \alpha)$ confidence interval for $N$ consists of all $N$ such that $2[\log L(\hat{N}, \hat{\theta}(\hat{N})) - \log L(N, \theta(N))] < \chi^2_\alpha(1)$ where $\chi^2_\alpha(1)$ is the $\alpha$-level critical value of a $\chi^2$ distribution with one degree of freedom.

An alternative approach for maximizing $L$ (shown in the Appendix) for large $N$ is as follows. First, we obtain an estimate of $\theta$, called $\hat{\theta}$, by maximizing $L_2$ in expression (3) over $\theta$. Then we set $\hat{N} = X_1/\hat{F}(C)$ where $\hat{F}(C) = F(C; \hat{\theta})$ is the cumulative distribution function with $\hat{\theta}$ substituted for $\theta$ and evaluated at time $C$. Thus, all the information in the likelihood $L$ about the parameters $\theta$ of the incubation period distribution resides in $L_2$. 
3.2 A model for phased-in intervention

The development in Section 3.1 was based on an instantaneous intervention model. This model assumed the intervention occurred instantly at time \( C \), at which point a random sample of individuals still at risk (i.e. individuals with incubation times \( > C \)) were truncated because their disease was prevented. A more realistic model is that the intervention was carried out over a period of time beginning at calendar time \( C \) and ending at calendar time \( L \) respectively and that individuals who have not yet developed disease nor received the intervention are at risk of receiving the intervention at a constant hazard rate \( \lambda \) between calendar times \( C \) and \( L \). We assume that if the individual receives the intervention prior to onset of disease then disease would definitely be prevented. The survival function \( S(t) \) corresponding to this hazard function for the time to intervention is

\[
S(t) = \begin{cases} 
\exp(-\lambda(t - C)) & C \leq t \leq L \\
\exp(-\lambda(L - C)) & t > L.
\end{cases}
\]  

(6)

Then \( L_2 = L_2(\theta; t_1, t_2|X_1, X_2) \) becomes

\[
L_2 = \prod_{i=1}^{X_1} \frac{f(t_{i1})}{F(C)} \prod_{i=1}^{X_2} \int_{C}^{\infty} \frac{f(t_{i2})S(t_{i2})}{f(u)S(u)\,du}.
\]

(7)

We will not attempt to estimate the parameter \( \lambda \) from the data. Rather, external information about \( \lambda \) could be used. Alternatively, a sensitivity analysis to different values of \( \lambda \) could be performed to determine if deviations from the instantaneous intervention model of Section 3.1 could significantly affect the results. We choose different values of \( \lambda \) guided by external information to evaluate the sensitivity of the results. With the parameter \( \lambda \) fixed, as \( L \) converges to \( C \) the phased-in intervention model converges to the instantaneous intervention model. As described in Section 3.1 and the Appendix, \( L_2 \) in expression (7) can be maximized to estimate \( \theta \), and then \( \hat{N} = X_1/F(C) \).

The likelihood \( L_2 \) in expression (7) is also valid if, in addition to the phased-in intervention over continuous time, a proportion of persons were given the intervention exactly at time \( C \) and were thus truncated at time \( C \). This is justified by noting that if a proportion of persons \( \gamma \) were given the intervention at exactly time \( C \), then a factor \((1 - \gamma)\) would appear both in the numerator and the denominator inside the second product sign in \( L_2 \) and would cancel. Thus, the likelihood \( L_2 \) in expression (7) is also justified under a hybrid model where there was both an instantaneous intervention given to a fraction of patients at time \( C \) and a phased-in intervention given to another fraction of persons at some point between calendar times \( C \) and \( L \).

4. Results

The methods of Section 3 were applied to the 70 observed incubation periods from the Sverdlovsk outbreak (Figure 1). The sample median and mean of the 70 incubation periods were 10 and 12.2 days
respectively with range of 2–40. For our first set of analyses, we assumed the administration of antibiotics was initiated 15 days after the release of the pathogen, in which case \( C = 15 \), and fitted the instantaneous intervention model of Section 3.1. There were \( X_1 = 54 \) cases with incubation periods less than 15 days and \( X_2 = 16 \) cases with incubation periods greater or equal to 15 days. A lognormal model for the incubation period distribution was used, i.e. the log of the incubation period was normally distributed with mean \( \mu \) and variance \( \sigma^2 \), \( \log(t) \sim N(\mu, \sigma^2) \).

Maximum likelihood estimates of the parameters \( \theta = (\mu, \sigma) \) were obtained by maximizing \( L_2 \) given in expression (3) using a grid search over values \( (\mu, \sigma) \). The maximum likelihood estimates of the median and mean incubation periods were 11.0 days and 14.2 days, respectively. The maximum likelihood estimate of \( \sigma \) was 0.713. Following Sartwell (1950), we refer to the parameter \( d = \exp(\sigma) \) as the ‘dispersion factor’. The estimate of \( d \) was \( \exp(0.713) = 2.04 \). The interpretation of the dispersion factor is that roughly 68% of incubation periods will fall in the interval, median divided by \( d \) to median multiplied by \( d \), in this case 5.4–22.4 days. About 95% of incubation periods will fall in the interval median divided by \( d^2 \) to median multiplied by \( d^2 \), in this case 2.6–45.8 days. About 1% of incubation periods are greater than 58 days. Joint 95, 90 and 80% confidence regions for the median incubation period \( \exp(\mu) \), and the dispersion factor are shown in Figure 2. A confidence interval for the median, was also found by inverting a likelihood ratio test. The 95% confidence interval for the median incubation period was 8.5–15.3 days.

The maximum likelihood estimate of \( N \) was \( X_1 / \hat{F}(15) = 54 / 0.255 = 80 \). Thus, it was estimated that in the absence of a public health intervention the Sverdlovsk outbreak would have resulted in 14% more deaths or about 10 additional deaths. However, the 95% confidence interval for \( N \) is wide, ranging from
The phased-in intervention model of Section 3.2 was also applied to the data. The vaccine and antibiotic programmes in Sverdlovsk were carried out over a period of days to weeks, although the exact time period is not certain. Unfortunately, there is relatively little direct information about the parameter \( \lambda \) in expression (6) that describes the rate at which individuals in Sverdlovsk received effective interventions. While reports indicate that perhaps 80% of eligible persons were vaccinated at least once (Meselson et al., 1994), it is not known if these vaccinations were effective in preventing disease or death. Further, it is not known what proportion of persons received antibiotics or for what duration, and in some individuals the antibiotics would have nullified the effect of the live vaccine. Our approach was to try different values for \( \lambda \) as part of a sensitivity analysis to determine if our results would deviate substantially from the simple instantaneous intervention model of Section 3.1. We used a range of values for \( \lambda \) and \( L \). We found that with \( L \) fixed, as \( \lambda \) increased the estimated median incubation period also increased. For example, assuming the public health campaign was carried out over a two week period (beginning at \( C = 15 \) and ending at \( L = 29 \)), and \( \lambda = 0.11 \) (which approximately corresponds to \( S(L - C) = S(14) = 0.20 \)), then the median incubation period was 14.1 days (95% CI 9.9–23.1) and the dispersion factor \( d = 2.29 \). However, it seems unlikely that 80% of individuals received effective interventions and thus we consider this set of assumptions as leading to upper bounds on the incubation period. We performed a sensitivity analysis of the incubation period distribution to different values of \( \lambda \). Figure 3 shows the estimated lognormal incubation densities for \( \lambda \) equal to 0.11, 0.036 and 0.016 which correspond respectively to 80, 40 and 20% receiving the intervention over a two week period. The estimated medians and dispersion parameters for \( \lambda = 0.036 \) were 11.75 days and \( d = 2.11 \) respectively; and for \( \lambda = 0.016 \) were 11.25 days and \( d = 2.07 \) respectively. Thus, in this data set, the estimates of the incubation period are not particularly sensitive to the specific assumptions about the timing of the public health intervention other than that the intervention occurred in mid to late April 1979.

The above results assumed a lognormal distribution for the incubation periods. Figure 4 is a normal probability plot of the log-incubation times. It was not clear to us what a normal probability plot from a truncated normal sample would look like and whether or not it would deviate from a straight line. To answer this question, we performed a simulation study to determine whether Figure 3 is at least consistent with a truncated lognormal distribution by generating incubation times from a lognormal distribution with median 11 days and dispersion factor 2.04. We simulated 100 log-incubation periods and then randomly truncated those individuals with incubation periods greater than 15 with probability \( p \). We performed various simulations with each of \( p = 0.0, 0.4, 0.6 \) and 0.8. The normal probability plots (not shown) appeared very roughly linear except for a subtle cusp that appears around day 15 when the probability of truncation is high. The normal probability plot in Figure 4 for the Sverdlovsk data also appears very roughly linear with a slight cusp about day 15. Thus, while it is not possible to draw definitive conclusions from this simulation exercise, especially in light of the known variability in such plots even with moderate sample sizes, it appears that Figure 4 is at least not inconsistent with the pattern one would expect from lognormal data with a small or moderate amount of truncation.

As part of a sensitivity analyses we also fitted a Weibull model \( F(t) = 1 - \exp(-\alpha t^\beta) \) using the instantaneous intervention model with \( C = 15 \). The maximum likelihood estimators of the parameters of the Weibull model were \( \alpha = 0.00785 \) and \( \beta = 1.67 \). The estimated median incubation period was 14.6 days. Figure 5 compares the incubation period densities based on the lognormal and the Weibull distributions using the instantaneous intervention model. Although the Weibull model gave a slightly larger median than the lognormal model, the tail probabilities were slightly smaller. For example, the Weibull and lognormal model predicted that about 1% of incubation periods are greater than 45 days and 58 days, respectively. The maximized log-likelihood for the two parameter lognormal model \( (-35.9) \) was greater than the two-parameter Weibull model \( (-37.6) \) suggesting that the lognormal model fits the data somewhat better.
An additional analysis was performed where we analysed the times to death (as opposed to onset) of the 70 lethal cases. We estimated the cumulative distribution function of death following anthrax exposure, $F_d(t)$, using the instantaneous intervention model with $C = 15$ and assuming a lognormal model. The maximum likelihood estimates of the mean and median times to death were 18.2 and 15.8 days respectively, with dispersion factor of 1.70. Thus, as expected, death on average occurred within a few days following onset.

5. DISCUSSION

We have developed methods for estimating the incubation period distribution and the size of a population from a sample of randomly truncated incubation times, and have applied the methods to the Sverdlovsk anthrax outbreak. Our estimates of the incubation period of inhalational anthrax are somewhat longer than other, widely cited estimates of between 1 and 7 days. We found that point estimates for the median incubation period under various assumptions about the parametric model for the incubation period and duration of the intervention were about 11 days. Based on the lognormal model with instantaneous intervention at $C = 15$, we have estimated the median and mean incubation period of inhalational anthrax to be 11.0 and 14.2 days, respectively. This model implies that about 1% of incubation periods are greater than 58 days. A recent consensus recommendation for the public health response to the use of anthrax as a biological weapon against a civilian population (Inglesby et al., 1999) was that antibiotic therapy should be continued for 60 days in suspected anthrax cases. This recommendation was based on the presumption that even if the treated patient survives the anthrax infection, the risk of recurrence remains for at least 60 days because of the possibility of delayed germination of spores. Our estimate of the 99th percentile of the incubation period distribution of inhalational anthrax was 58 days, lending support to the
recommendation.

Our results could also be used to assess the magnitude of a future outbreak. For example, suppose $X$ is the cumulative number of deaths that have been observed within $T$ days after the release of anthrax pathogen. The total number of anthrax deaths in the absence of any public health intervention is estimated from the formula $X/F_d(T)$ where $F_d$ is the cumulative distribution function of the time to death following exposure among lethal cases. Table 1 illustrates these calculations for different values of $X$ and $T$, assuming $F_d(t)$ follows a lognormal distribution with median of 15.8 days and dispersion factor 1.70. For example, if there are 50 deaths within 10 days of the release of a pathogen, the total number of deaths from the outbreak is estimated to be 255 in the absence of any public health prevention; however, if there are 50 deaths within 5 days of the release of the pathogen, the size of the outbreak is estimated to be over 3000.

The results we have presented are based principally on the lognormal model for the incubation period of inhalational anthrax. The lognormal model for the incubation period distribution of infectious diseases has a long history (Sartwell, 1950). Sartwell applied the lognormal distribution to 18 data sets representing 13 different infectious diseases including measles, poliomyelitis, and salmonellosis. Although the median
Fig. 5. Incubation period densities under lognormal and Weibull models using the instantaneous intervention model ($C = 15$).

Table 1. Estimated total number of deaths ($X / F_d(T)$) from an anthrax outbreak in the absence of any public health intervention if a cumulative number of $X$ deaths are observed within $T$ days following release of the pathogen. Calculations are based on a lognormal distribution for $F_d$ with median $\exp(\mu) = 15.8$ days and dispersion factor $\exp(\sigma) = 1.70$

<table>
<thead>
<tr>
<th>Number of cases ($X$)</th>
<th>Days ($T$)</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>322</td>
<td>26</td>
<td>11</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>644</td>
<td>51</td>
<td>22</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1289</td>
<td>102</td>
<td>43</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1933</td>
<td>153</td>
<td>65</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>2577</td>
<td>204</td>
<td>87</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>3221</td>
<td>255</td>
<td>108</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>3866</td>
<td>306</td>
<td>130</td>
<td>89</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>4510</td>
<td>357</td>
<td>151</td>
<td>104</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>5154</td>
<td>408</td>
<td>173</td>
<td>119</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>5798</td>
<td>459</td>
<td>195</td>
<td>134</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>6443</td>
<td>510</td>
<td>216</td>
<td>149</td>
<td></td>
</tr>
</tbody>
</table>
incubation periods for these very different diseases ranged from 56 hours to 100 days. Sartwell found that the estimated dispersion factors were not very different, ranging between 1.1 and 2.1. Our estimate of the dispersion factor of inhalational anthrax from the Sverdlovsk outbreak of 2.04 is close to the upper end of this range. The higher dispersion in incubation periods of inhalational anthrax could be consistent with high variability in doses of spores delivered to exposed cases.

Our estimates are sensitive to a number of model assumptions. For example, our assumption in Section 3.1 that the probability of truncation (i.e. prevention of onset of symptomatic disease) does not depend on the (potential) incubation period could be an oversimplification: interventions may be less effective when the onset of disease is imminent. We also assumed that the intervention may prevent some deaths (that is, possibly decrease $p$) but does not alter the incubation distribution $F(t)$ among deaths that are not prevented. This assumption is met for interventions that are given after the onset of symptoms. One could question the assumption if an intervention given before onset, such as a vaccine, only delays symptoms but does not prevent death, in which case we could overestimate.

One could question the assumption if an intervention given before onset, such as a vaccine, only delays symptoms but does not prevent death, in which case we could overestimate.

In this appendix we show that $L$ given in expression (1) can be maximized by the following proposed estimators: define $\hat{\theta}$ as the value that maximizes $L_2$, and $\hat{N} = X_1/\hat{F}(C)$ where $\hat{F}(C) = F(C; \hat{\theta})$.

Suppose we were to replace $F(C)$ by a free parameter $\alpha$ in the factor $L_1$ in expression (1) for $L$. Then, writing $G = \log L$, we have

$$G(N, \theta, \alpha) = \log N! - \log(N - X_1)! - \log X_1! + X_1 \log \alpha + (N - X_1) \log(1 - \alpha) + \log L_2. \tag{A.1}$$

Let $U$ be the maximum of $G$ in (A.1) over the parameters $\alpha, \theta$ and $N$. Now $U$ must be greater than or equal to the maximum of $L$ over $N$ and $\theta$ because we have introduced an additional free parameter $\alpha$ in (A.1). If we can show that $L(\hat{N}, \hat{\theta}) = U$, that is $L(\hat{N}, \hat{\theta})$ attains the upper bound $U$, then $\hat{N}$ and $\hat{\theta}$ must also maximize $L$. To show this, we note that the value of $\theta$ that maximizes (A.1) is $\hat{\theta}$ because $\theta$ occurs only in the term $L_2$ in (A.1). Next, for large $N$, we treat (A.1) as a continuous function of $N$ and differentiate with respect to $N$ and $\alpha$. We approximate the digamma function $d \log N! \, dN$ by $\log N$ for large $N$ (Abramowitz and Stegun, 1970). Setting the derivatives of (A.1) with respect to $N$ and $\alpha$ equal to
zero, we obtain
\[ \frac{\partial G}{\partial N} = \log N - \log(N - X_1) - \log(1 - \alpha) = 0 \]
\[ \frac{\partial G}{\partial \alpha} = \frac{X_1}{\alpha} - \frac{N - X_1}{1 - \alpha} = 0. \]

The above two equations are satisfied by \( \hat{N} = X_1/\hat{F}(C) \) and \( \hat{\alpha} = \hat{F}(C) \). Thus, \( \hat{N} \) and \( \hat{\alpha} \) maximizes \( G \), that is \( U = G(\hat{N}, \hat{\alpha}, \hat{F}(C)) \). By simple inspection we note that \( L(\hat{N}, \hat{\alpha}) \) is also equal to \( U = G(\hat{N}, \hat{\alpha}, \hat{F}(C)) \) and thus \( \hat{N} \) and \( \hat{\alpha} \) must maximize \( L \).
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