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Abstract

Cortical systems engaged during executive and volitional functions receive and integrate input from multiple systems. However, these integration processes are not well understood. In particular, it is not known whether these input pathways converge or remain segregated at the executive levels of cortical information processing. If unilateral information streams are conserved within structures that serve high-level executive functions, then the functional organization within these structures would predictably be similarly organized. If, however, unilateral input information streams are integrated within executive-related structures, then activity patterns will not necessarily reflect lower organizations. In this study, subjects were imaged during the performance of a “perceptual go/no-go” task for which instructions were based on spatial (“where”), temporal (“when”), or object (“what”) stimulus features known to engage unilateral processing streams, and the expected hemispheric biases were observed for early processing areas. For example, activity within the inferior and middle occipital gyri, and the middle temporal gyrus, during the what and when tasks, was biased toward the left hemisphere, and toward the right hemisphere during the “where” task. We discover a similar lateralization within the medial frontal gyrus, a region associated with high-level executive functions and decision-related processes. This lateralization was observed regardless of whether the response was executed or imagined, and was demonstrated in multiple sensory modalities. Although active during the go/no-go task, the cingulate gyrus did not show a similar lateralization. These findings further differentiate the organizations and functions of the medial frontal and cingulate executive regions, and suggest that the executive mechanisms operative within the medial frontal gyrus preserve fundamental aspects of input processing streams.

INTRODUCTION

Specializations within the right hemisphere of the cerebral cortex for processing spatial (“where”)-related information are well documented. For example, lesions within the right posterior parietal lobe are sufficient to disrupt several aspects of visuospatial behavior including space perception (Irving-Bell, Small, & Cowey, 1999), spatial cue recognition (Losier & Klein, 2001), spatial attention (Miniussi, Rao, & Nobre, 2002), orientation (Warrington, 1982), judgments of geometrical shapes (Umilta, Bagnara, & Simion, 1978), programming of exploratory eye movements (Sava, Liotti, & Rizzolatti, 1998), and stylus maze performance (De Renzi, Faglioni, & Previdi, 1977). Spatial neglect, the inability to attend to stimuli presented in the contralesional hemispace, is also more frequent, severe, and long-lasting following right parietal lobe lesions (De Renzi, 1977; Arrigoni & De Renzi, 1964). This right-hemispheric bias for spatial processing has also been shown for auditory and tactile spatial systems within both parietal (Brodmann’s Area [BA] 40) and dorsolateral prefrontal (BA 9 and BA 46) cortices (Coghill, Gilron, & Iadarola, 2001).

In contrast, left hemisphere systems are specialized for processing temporal (“when”) and object (“what”) related information. Language production, for example, is predominantly located within the left hemisphere, and lesions of the left hemisphere result in both Broca’s and Wernicke’s aphasia (see Davidson & Hughdahl, 1995). Temporal-related musical perturbations have also been shown to selectively activate the left hemisphere of the temporal and parietal lobes (Samson, Ehrie, & Baulac, 2001; Hofman, Klein, & Arlazoroff, 1993), even though nontemporal components of music such as pitch perception preferentially activate the right hemisphere (Warrier & Zatorre, 2004; Zatorre, 2001; Alcock, Wade, Anslow, & Passingham, 2000).

Left hemisphere pathways are also specialized for processing of object (“what”) related information. For example, a lesion restricted to the left occipito-temporal area may be sufficient to produce visual object agnosia (McCarthy & Warrington, 1990). However, the identification of objects shown with either unusual perspectives, or familiar features such as a known face,
has been reported to enlist processes within the right hemisphere (Sergent, Ohta, & MacDonald, 1992; Warrington, 1982). Nonetheless, other features of object recognition such as naming (Hirsch, Rodriguez-Moreno, & Kim, 2001; Atchley & Atchley, 1998; Phelps, Hyder, Blamire, & Shulman, 1997; Sergent et al., 1992), discrimination (Georgopoulos, 2000), and construction (Georgopoulos, 2000), (“what”) preferentially activate regions within the left hemisphere.

If high-level executive systems that converge multiple inputs respect the organization of these input processing streams, then these hemispheric asymmetries for spatial, temporal, and object information would also be preserved within structures that mediate executive-related functions. For example, the right-hemispheric bias seen in the early visual areas and parietal lobe for spatial (“where”-based) information would predictably be retained within frontal regions serving executive-related tasks. Conversely, the left hemisphere would be expected to predominate for executive tasks based on “when” and “what” information. In this study, we test this hypothesis using functional magnetic resonance imaging (fMRI) and a new perceptual go/no-go task.

The conventional go/no-go task is a response-selection task that requires either the execution of a response, or the inhibition of a response, depending on instructions relating to sequential presentations of letters (Schumacher, Elston, & D’Esposito, 2003; Konishi et al., 1999; Aminoff & Goodin, 1997). Go/no-go tasks have been used as probes for cognitive processes such as decision making, and are shown to reliably activate the primary motor cortex, the supplementary motor cortex, and the dorsolateral prefrontal structures (Durston, Thomas, Worden, Yang, & Casey, 2002; Watanabe et al., 2002; Konishi et al., 1999; Humberstone et al., 1997; Grafton, Mazziotta, Woods, & Phelps, 1992).

In this study, the “go” or “no-go” choice was based on a perceptual decision using a simple discrimination of the type that might be made in suprathreshold psychophysical tasks (Salzman & Newsome, 1994). These tasks were based on stimulus features such as shape, color (“what”), location (“where”), or temporal properties (“when”). Thereby, a go/no-go task was guided by three different categories of input information (Figure 1). For example, in the case of the “where” experiments using visual stimuli (Column 1), the subject indicated when a filled circle appeared in the upper left and lower right quadrants of a screen (go) but gave no response (no-go) when the circle appeared in other quadrants. In the case of the “when” experiments (Column 3), subjects indicated when a circle appeared after a short time interval (go) but not after a long one (no-go). In the case of the “what” experiments (Column 6), the subject indicated if the shape was a square, or a diamond, (go), but gave no response (no-go) when the shape was a triangle, or a circle (no-go).

Similar tasks were performed using tactile and auditory stimuli where possible (Figure 1, Columns 2, 4, and 5). For the tactile stimulation, the “where” condition was replicated by tapping subjects in one of four previously demarcated quadrants on the undersurface of their foot and instructing them to respond only if they felt a tap on their 1st (toe) or 4th (heel) quadrants but not the middle quadrants (Column 2). For the “when” experiments, subjects indicated when a circle appeared after a short time interval (go) but not after a long one (no-go). In the case of the “what” experiments (Column 6), the subject indicated if the shape was a square, or a diamond, (go), but gave no response (no-go) when the shape was a triangle, or a circle (no-go).

Figure 1. This figure shows the stimuli, instructions, and sensory modalities tested in this study. Columns represent the three experimental conditions (“where,” “when,” and “what”) on which the decisions were based; subcolumns represent the sensory modalities (visual, tactile, and auditory) through which cues for these experimental conditions were delivered. Rows represent the stimuli for the go and no-go instructions. For each experimental condition, the upper two images represent images to which subjects responded with a “go” response, and the lower two images represent images to which subjects responded with a “no-go” response.
condition, subjects were instructed to respond if the tap on the foot preceded the previous stimulus by a “short” (1 sec) interstimulus interval (ISI) but not a long (3 sec) one (Column 4). Auditory stimuli were employed for the “when” task only. Subjects were instructed to tap if a tone of fixed frequency (440 Hz, 500 msec) preceded the previous tone by a “short” (1 sec) ISI but not a long (3 sec) one (Column 5). To test for response-specific effects, visual tasks were also replicated using an imagery (imagine tap [go]/imagine no tap [no-go]) response. Stimuli and instruction details are provided in the Methods section.

RESULTS

Seven cortical regions met all statistical criteria which included a cluster of at least 5 contiguous voxels each at \( p < .0005 \) in all individual subjects within the same anatomical region: middle and inferior occipital gyri, middle temporal gyrus, medial frontal gyrus, inferior parietal lobule, cingulate gyrus, and cerebellum. The anatomical areas, Brodmann’s areas, and average coordinates are shown for the average laterality indices determined for each condition (“when,” “where,” and “what”) in Table 1.

Laterality

In the go/no-go “where” conditions (Table 1 and Figure 2), the middle occipital, inferior occipital, middle temporal, and medial frontal gyri were associated with positive (right hemisphere dominant) laterality quotients, and (except in the case of the middle occipital gyrus, for which the “when” condition was neutral) negative (left hemisphere dominant) quotients for both the “when” and the “what” conditions. In the inferior parietal, cingulate gyrus, and cerebellum, however, this pattern of right- and left-hemispheric bias was not observed (Figure 2). When the decision (go/no-go) was removed from the task (control conditions, see Methods for details), the right lateralization for “where” tasks, and the relatively left lateralization for “what” and “when” tasks were retained in the middle occipital gyrus (ANOVA, \( F = 4.28, p = .024 \), but was no longer statistically significant in the inferior occipital (\( F = 1.33, p = .28 \)), middle temporal (\( F = 0.56, p = .61 \)), and medial frontal areas (\( F = 0.51, p = .60 \)). This finding suggests a role for some sensory association areas in aspects of the go/no-go task, and indicates that the processing of go/no-go decisions is not restricted to the machinery of the frontal lobe.

The “when” condition was the only condition for which the task required consideration of both the previous and the current stimulus, and therefore may have involved a higher working memory load. To compare responses for each condition, the accuracy (percent correct) and speed of response (reaction time) were measured for each condition, in order to test whether these response measures were different across the “where,” “when,” and “what” conditions. The proportion of correct responses for the “where” (.65), “when” (.70), and “what” (.80) conditions were not significantly different from each other (\( F = 0.4, p = .6, df = 2 \)), and similarly, the reaction times for the “where” (445 msec), “when” (566 msec), and “what” (466 msec) were not significantly different from each other (\( F = 3.5, df = 2, p = .09 \)). Stratification based on response accuracy also did not reveal any differences in reaction times (\( F = 0.9, df = 2, p = .5 \)) between correct and incorrect responses. When average reaction times were regressed on the proportion of correct responses for each condition, no significant relationship between the two variables was observed, indicating that variation

<table>
<thead>
<tr>
<th>Anatomical Area</th>
<th>Brodmann’s Area</th>
<th>Average Coordinates*</th>
<th>Laterality Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( x )</td>
<td>( y )</td>
</tr>
<tr>
<td>Middle Occipital</td>
<td>19</td>
<td>±38</td>
<td>+78</td>
</tr>
<tr>
<td>Inferior Occipital</td>
<td>18</td>
<td>±38</td>
<td>−78</td>
</tr>
<tr>
<td>Middle Temporal</td>
<td>21,39</td>
<td>±50</td>
<td>−48</td>
</tr>
<tr>
<td>Medial Frontal</td>
<td>6</td>
<td>±8</td>
<td>+11</td>
</tr>
<tr>
<td>Inferior Parietal</td>
<td>40</td>
<td>±55</td>
<td>+12</td>
</tr>
<tr>
<td>Cingulate</td>
<td>24</td>
<td>±50</td>
<td>+20</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>−</td>
<td>±25</td>
<td>−55</td>
</tr>
</tbody>
</table>

*+ = Right Hemisphere; − = left hemisphere.
in response times is not a function of accuracy \((r = .007, b = 3.4, p = .71)\). Thus, there is no evidence to support differences between conditions based on performance measures.

To rule out that threshold effects could account for these laterality observations, the volumes of activity were calculated over a range of statistical criteria for all subjects. Figure 3 shows the average laterality quotient as a function of threshold levels. Note that irrespective of the absolute value of the index, the average “where” condition is shifted to the right of the corresponding “when” and “what” conditions, and the laterality effect is demonstrated over a wide range of conventional levels of statistical stringency.

**Activity Clusters in the Medial Frontal Gyrus**

The activity patterns are shown for each subject (Figure 4, yellow) relative to the hemisphere bisection line indicated by the vertical white line. Center-of-mass locations (mm from the bisection line, \(x\) dimension) are shown for each subject and experimental condition (right columns). Note that these measurements are made on the actual acquisition grid (T2* images) with an in-plane spatial resolution of \(1.5 \times 1.5\) mm, and therefore do not include errors associated with registration processes. The right hemisphere (R) was assigned positive values, and the left hemisphere (L) negative values. Average distances across all subjects are shown in the schematic at the bottom. The average coordinates are: \(x = +4.8 \pm 1.5\) mm, \(y = +10.5 \pm 3.5\) mm, \(z = +50\) mm (“where”); \(x = -3 \pm 1.5\) mm, \(y = +11 \pm 3.5\) mm, \(z = +50\) mm (“when”); \(x = -5 \pm 0.8\) mm, \(y = +11.3 \pm 3.1\) mm, \(z = +50\) mm (“what”). The “where” and “when” conditions were significantly spatially separated in the \(x\) dimension \((p = .02)\), and the “where” and “what” conditions were also significantly separated \((p = .0001)\). These measured distances are illustrated on the Human Brain Atlas (Talairach & Tournoux, 1988). Because this analysis measures horizontal in-plane distances, rather than in flat space, it therefore discounts tissue that folds out of the plane in the hemispheric fissure, hence the effects reported here are likely to be underestimated.

**Signal Amplitudes within the Medial Frontal Region**

Signal amplitudes provide an alternative response measure by examining voxel by voxel variations in the signal changes during the task epochs relative to rest epochs. Figure 5 illustrates the average signal intensity change...
from baseline to activation epochs across all voxels in the 10 × 10 voxel grid for each subject (see Methods). Each bar represents the average of 2000 signals (100 voxels × 2 test-baseline/activity comparisons per condition for each of 10 subjects). The “where” condition shows the highest signal change in the right hemisphere (t = 3.2, p = .0009), whereas both the “when” (t = 6.3, p = 4.3E–8) and the “what” (t = 1.9, p = .03) conditions show the highest signal change in the left hemisphere.

Multiple Output Responses (Executed and Imagined)

To rule out the possibility that the centroid shifts observed in this study were an effect of the specific motor response used (in this case, a finger thumb tap where left and right hands were alternated throughout), all experimental conditions were repeated using a non-motor (imagined tap) response (Figure 1). The subject was instructed to employ an “internal” cognitive response. Figure 6A shows the laterality index for each experimental condition and output response. Because the 10 subjects who participated in these tasks were different from the 10 subjects in the previous experiments, the executed motor task (left) was replicated to confirm previous findings and to enable within-subject comparisons. Note the right hemisphere laterality index (LI) for “where” conditions. For the executed task, activity elicited by the “where” decision was biased toward the right hemisphere (LI = +10 ± 6), whereas activity elicited by the “when” (LI: −22 ± 6) and “what” (LI: −44 ± 13) tasks were significantly biased toward the left hemisphere. Laterality indices for the imagined tasks were consistent with tasks in which the tapping was physically executed: Activity elicited by the “where” decision was biased toward the right hemisphere (LI = +11 ± 6), whereas activity elicited by the “when” (LI: −53 ± 21) and “what” (LI: −22 ± 7) tasks were significantly biased toward the left hemisphere.

Multiple Sensory Modalities (Visual, Auditory, Tactile)

To test whether our findings within the medial frontal gyrus were invariant across multiple sensory modalities, “where” and “when” conditions were repeated using analogous auditory (tone) and tactile (touch on foot) cues (Figure 1). Motor responses were employed for these experiments. Figure 6B shows the laterality indices for each sensory modality and each experimental condition. Note that the spatial (“where”) condition was biased toward the right hemisphere irrespective of the sensory modality (visual LI: +10 ± 8; tactile LI: +10 ± 8), whereas the “when” condition was biased toward the left hemisphere (visual LI: −29 ± 9, tactile LI: −26 ± 8; auditory LI: −37 ± 11), suggesting that the lateralization previously documented is not specific to the sensory system.

Medial Frontal Versus Cingulate Activity

Another frontal structure, the cingulate gyrus, was also active during the go/no-go tasks in all conditions (Table 1). However, comparison of the medial frontal
gyrus (BA 6) and the anterior cingulate gyrus (BA 24) revealed different patterns of activity. Whereas the medial frontal region demonstrated hemispheric laterization with respect to the “where,” “when,” and “what” tasks (ANOVA; \( p = .0001 \)), the cingulate gyrus did not (ANOVA; \( p = .67 \)). This finding was also replicated with signal amplitudes and center-of-mass comparisons. However, although the lateralization effect was not observed in the cingulate gyrus, the overall volumes of activity covaried between the medial frontal and cingulate gyri for the go/no-go and control tasks. Specifically, the volume of activity within both regions was significantly decreased when the go/no-go component was removed (control task) (medial frontal gyrus: \( p = .009 \); cingulate gyrus: \( p = .0001 \)). Thus, overall the two regions appeared to covary, but showed separate internal organizations.

**DISCUSSION**

Functional specializations based on “what” and “where” distinctions have been previously associated with ventral and dorsal processing “streams,” respectively (Haxby et al., 1991; Mishkin & Ungerleider, 1982). These prior studies were instrumental in the rationale for the studies reported here. Although some dorsal
stream (parietal cortex, area 40) and ventral stream (temporal cortex, areas 21 and 39) areas were active in all conditions (“where,” “when,” and “what”), our experimental approach did not isolate dorsal and ventral pathways with respect to these features. However, the left and right hemisphere distinctions found in this study

![Figure 5](http://www.mitpressjournals.org/doi/pdfplus/10.1162/0898929054475226) Signal intensity (mean ± SEM) (y-axis) within the medial frontal gyrus for the “where,” “when,” and “what” tasks is shown for 10 subjects (n = 200 per subject). Changes in signal intensity are the difference between the average intensity during the stimulation epoch and the average intensity during the baseline epoch. The change in signal intensity during the “where” condition was greater in the right hemisphere than in the left (t = 3.2, p = .0009). Conversely, the change in signal intensity during the “when” (t = 5.2, p = 5E−7) and “what” conditions (t = 1.8, p = .03) was greater in the left hemisphere than in the right.

![Figure 6](http://www.mitpressjournals.org/doi/pdfplus/10.1162/0898929054475226) (A) The laterality indices (y-axis) for each experimental condition (“where,” “when,” and “what”) and each response (executed motor, imagined motor) (x-axis). Note that for both responses, the “where” condition is significantly different from the “when” and the “what” conditions (Motor: p = .001; Imagery: p = .0008). (B) The laterality indices (y-axis) for the “where” and “when” experimental conditions, and the visual, tactile, auditory sensory modalities (x-axis). Note that for each sensory modality, the “where” condition is biased toward the right hemisphere, whereas the “when” condition is biased toward the left hemisphere. (Note that the auditory modality was tested using the “when” condition only.) The error bars represent the standard error of the mean (SE).
are consistent with an extension of these pathways within the frontal lobe.

Our findings demonstrate that the cortical processing of perceptual (go/no-go) decisions based on “when” and “what” information predominantly engage the left hemisphere of the medial frontal gyrus, whereas analogous decisions based on “where” information predominantly engage right hemispheric regions of the same structure, reflecting lower-level processing biases. This lateralization effect was observed whether the unit of measure was the volume of activity (Figure 2), center-of-mass (Figure 4), or signal amplitudes (Figure 5). The lateralization was observed regardless of the nature of the response (motor or imagery, Figure 6A), and was preserved when visual cues were replaced by tactile or auditory ones. However, because not all experimental conditions were tested in all sensory modalities, these findings cannot be generalized across all sensory systems (Figure 6B). Finally, this lateralization was robust over a wide range of levels of statistical stringency (Figure 3), confirming that effects are not due to thresholding. Our findings are the first to observe such a functional lateralization within a frontal lobe structure, and suggest that input from some sensory regions is communicated ipsilaterally to frontal regions of the medial wall where some aspects of the basic organizational pattern observed at lower levels of processing are preserved within this executive processing stage.

**Medial Frontal Gyrus, BA 6**

The active region of the medial frontal gyrus in this study includes the supplementary motor area (SMA) proper (caudal to the vertical plane intersecting the anterior commissure; Picard & Strick, 1996), but not the pre-SMA (rostral to the plane), based on the Talairach and Tournoux’s (1988) atlas anatomy (estimated average coordinates: \( x = -4.8 \pm 1.5 \) mm, \( y = 10.5 \pm 3.5 \) mm, \( z = 0 \) mm “where”; \( x = 5 \pm 1.5 \) mm, \( y = 11 \pm 3.5 \) mm, \( z = 50 \) mm “when”); \( x = 5 \pm 0.8 \) mm, \( y = 11.3 \pm 3.1 \) mm, \( z = 50 \) mm). This general region has been studied in earlier electrophysiological, lesion, and imaging investigations that have implicated a function in motor planning and imagery, as well as complex nonmotor tasks such as decision making, discrimination, computation, and reasoning (Rodriguez-Moreno, et al., 2001; Erdler et al., 2000; Hirsch, Wildgruber, Erb, Klose, & Grodd, 1997; Tanji, & Mushiake, 1996; Roland, Larsen, Lassen, & Skinhøj, 1980). Our data are also consistent with previous studies that have reported a convergence of sensory information within the frontal lobe for high-level processes related to motor coordination (Eimer & Driver, 2001). Within the medial frontal region, the left hemisphere demonstrated the most robust activity for responses based on object shape/color (“what”) and temporal interval information (“when”), whereas the right hemisphere was comparatively more active when input was based on spatial location (“where”). Although the lateralization was not absolute, the shifts were significant when measured by volume (Figure 2), location (Figure 4), and amplitude (Figure 5).

These observations are consistent with previous studies suggesting that neuronal activity involved with spatial information is partitioned from that involved with object identification (Rao et al., 1995). For example, our findings are consistent with a recent study by Schumacher et al. (2003) who showed using fMRI that spatial response selection involves the right prefrontal cortex, whereas nonspatial response selection involves the left prefrontal cortex and the more ventral posterior cortical regions (left middle temporal gyrus, left inferior parietal lobule, and right extrastriate cortex). Previous studies have also reported lateralization and specialization for spatial and nonspatial processes within the prefrontal cortex (Postle & D’Esposito, 1999; Courtney, Petit, Maisog, Ungerleider, & Haxby, 1998; Baker, Frith, Frackowiak, & Dolan, 1996; McCarthy et al., 1996), providing additional evidence for functional organization in the frontal lobe based on hemispheric specialization in systems related to decision making and memory.

**Cingulate Gyrus**

Although the anterior cingulate gyrus (BA 24), was active during the go/no-go tasks (Table 1, Figure 2), this region did not demonstrate a similar lateralization effect to the medial frontal gyrus, consistent with the notion that these two regions contribute differently to the task. The anterior cingulate cortex (ACC, BA 24) has been previously identified as a component of parallel-distributed attention (Colby, 1991; Mesulam, 1990) and emotional (Devinsky, Morrell, & Vogt, 1995; Vogt, Finch, & Olson, 1992) networks. Animal studies (Rushworth, Hadland, Gaffan, & Passingham, 2003), rapid transcranial magnetic stimulation (rTMS) (Rollnik et al., 2004), and fMRI (Ullsperger & von Cramon, 2003; Garavan, Ross, Murphy, Roche, & Stein, 2002; Casey et al., 1997) have shown that the ACC is involved in error detection and correction, rather than response selection (Swick & Turben, 2002). This is consistent with previous observations that the cingulate gyrus is equally active during “go” and “no-go” trials, whereas the supplementary motor regions are preferentially activated by the “go” decisions (Liddle, Kiehl, & Smith, 2001). Similarly, the anterior cingulate is engaged during attention, particularly when complex control is required; indeed, individuals with attention deficit disorder demonstrate anterior insular activation, presumably compensating for weak cingulo-frontal circuitry (Bush et al., 1999).

Other brain regions commonly reported in association with cognitive control and response inhibition include...
the orbito-frontal cortex. However, in this study, image quality in the ventral regions of the brain including the orbito-frontal cortex was variable across subjects (verified on the base T2* scans). Thus, failure to observe consistent cortical responses in that area may have been due to imaging rather than experimental factors. Nonetheless, these observations suggest that the medial frontal region plays a significant role in the convergence of information required for the go/no-go task, and this function is differentiated from that of the cingulate gyrus in these tasks.

**Medial Wall and Response Selective Functions**

Medial wall structures are activated during tasks that require response selection. For example, Grafton et al. (1992) used positron emission tomography (PET) to demonstrate that incorporating a “no-go” contingency into a movement response resulted in a significant increase of cerebral blood flow to the SMA. Humberstone et al. (1997), using fMRI, confirmed an increase in SMA activity during go/no-go tasks. However, in that fMRI study, the anterior portion (pre-supplementary) was more active during the decision component. More recent paradigms have differentiated the “go” components from the “no-go” components of response selection tasks. Liddle et al. (2001) showed that the ACC was active during both “go” and “no-go” trials, whereas the dorsolateral prefrontal cortex was more active during the “no-go” trial, and motor structures (primary motor cortex, supplementary motor area, premotor cortex, and cerebellum) were more active during the “go” trials. These authors concluded that medial wall regions were primarily engaged in monitoring and attending to decisions, whereas the dorsolateral prefrontal sites played a role in response inhibition during the “no-go” component. Similar differentiations have also been reported by Durston et al., (2002), Watanabe et al. (2002), and Konishi et al. (1999). These studies, however, examined motor responses, thereby engaging activity in primary motor structures during the “go” component. In the present study, we employed two different types of output (executed motor and imagined motor) to confirm that the neural correlate was specific to the go/no-go decision processes, rather than the motor response.

Sensory information from visual and temporal cortices is transmitted ipsilaterally to the frontal cortex through a variety of parietal sites (Cipolloni & Pandya, 1999; Goldman-Rakic, 1987), where a dense network of colossal and associational fibers connects homotopic areas (Matsuzaka, Aizawa, & Tanji, 1992). Anterograde tracing has demonstrated that these pathways are predominantly ipsilateral, although interhemispheric connections may be present (McGuire, Bates, & Goldman-Rakic, 1991). These input pathways suggest a functional organization of decision-making processes observed in this study where the medial frontal gyrus is involved in the gathering of facts for the decision aspects of go/no-go tasks, and the cingulate gyrus is involved in some aspect of cognitive control that does not require compartmentalized input features. Such a functional separation is consistent with both the previously known roles of each region as well as the known connectivity.

**METHODS**

**Imaging**

A 1.5-Tesla Magnetic Resonance Scanner with a standard head coil (General Electric, Waukesha, WI) was employed to obtain T2*-weighted images with a gradient-echo pulse sequence (echo time 60 msec, repetition time 4000 msec, flip angle 60°). This sequence is known to be sensitive to variations in magnetic resonance susceptibility due to alteration in the proportion of deoxyhemoglobin in the local vasculature accompanying neuronal activation (Ogawa, Menon, et al., 1993; Ogawa, Tank, et al., 1992). The cubic size of each volume element (voxel) was 10 mm³, where the in-plane resolution was 1.5 × 1.5 mm, and slice thickness was 4.5 mm. This high-resolution acquisition grid enabled similarly precise observations of activity centroids. Twenty-one contiguous slices were acquired parallel to the “AC/PC line,” a standard reference line that intersects the superior edge of the anterior commissure (AC) and the inferior edge of the posterior commissure (PC). This orientation allowed direct comparison of acquired images with the Human Brain Atlas (Talairach & Tournoux, 1988). In each subject, the 21 slices covered the entire cortex. Conventional high-resolution (T1-weighted) images were also acquired along the same plane locations as the T2*-weighted images for anatomical reference. A conventional block design was employed, in which 72 images were acquired during each run which lasted 4 min 48 sec. Ten images were acquired during each of two performance epochs (40 sec), and 10 images were acquired during each baseline epoch (40 sec). The two performance epochs occurred between different baseline epochs.

**Analysis**

Prior to statistical analysis, all images were reconstructed, aligned, and corrected (in the x and y dimension) for movement artifacts (Woods, Mazziotta, & Cherry, 1993). A two-dimensional Gaussian filter (approximately 3 mm at half-height) was applied to enhance signal-to-noise characteristics for each voxel. Signal changes during brain activity were identified using a “block design” that compared average signal amplitude acquired during the activity epochs with
average signals acquired during baseline epochs according to a general linear model. An “active” voxel was defined as one in which the average magnetic resonance signal acquired during the stimulation periods was significantly different from the average baseline levels, $p \leq .0005$, corrected for multiple comparisons based on empirically validated false-positive rates obtained using both resting brain and copper sulfate phantoms (Hirsch, Ruge, et al., 2000). This particular analysis procedure was developed to map sensory/motor, language, and visual-sensitive areas for neurosurgical planning using fMRI, and has been validated by conventional mapping techniques such as direct cortical stimulation, somatosensory evoked potentials, and surgical outcome studies (Hirsch, Ruge, et al., 2000; Ruge et al., 1999). An active area was defined for each subject as a cluster of at least 5 contiguous voxels each with a false-positive rate, $p \leq .0005$.

To preserve the highest spatial resolution for each subject, an idiopathic strategy was applied for the first stage of data analysis where each subject was processed separately. A modified “forward transform” method was employed to assign labels to the active individual brain areas for each subject where the brain topology was employed as an index to labels of the Human Brain Atlas (Lancaster et al., 2000). Accordingly, the stages of assignment included identification of the brain slice passing through the AC/PC line and location of respective commissures of the axial view; assignment of an atlas plate to each brain slice; location of the vertical AC/PC plane on all T2*-weighted images of brain slices; location of the central sulcus and confirmation of those landmarks on all T1-weighted images of brain slices; assignment of the anatomical labels, Brodmann’s areas, and atlas sectors for each active cluster; and determination of each active cluster volume on the basis of voxel count.

**Laterality Indices**

Each individual brain was computationally divided into two hemispheres based on the anatomy as represented by T1 images prior to the acquisition of functional data. The number of active voxels was taken as an estimate of active brain volumes and a laterality index (LI) was based on the comparison of the number of active voxels observed within the two hemispheres (Devlin et al., 2003):

$$\text{Laterality Index} = \frac{(\text{Right Hemisphere Volume} - \text{Left Hemisphere Volume})}{(\text{Right Hemisphere Volume} + \text{Left Hemisphere Volume})} \times 100$$

An index of +100 indicates an absolute right-hemispheric specialization, whereas an index of −100 indicates an absolute left-hemispheric specialization, and an index of 0 indicates equal distributions of activity.

**Signal Amplitudes**

In the case of the medial frontal gyrus, a fixed grid (10 × 10 voxels; 15 × 15 mm) was located symmetrically around the hemispheric midline, posterior to the perpendicular plane bisecting the anterior commissure, and 50 mm above the AC/PC line for each subject. Average amplitudes for each voxel within the specified grid were determined during all baseline and activation epochs, and the difference between the average signal intensity during the stimulation epoch and the average signal intensity during the initial baseline epoch was calculated for each voxel within that defined grid.

**Center of Mass**

Centers of mass for activity during each of the three experimental conditions (“what,” “when,” and “where”) were calculated within the grid based on the distance from the hemispheric midline to each voxel. All distances were averaged to determine the center of mass with respect to the lateral dimension.

**Subjects**

Thirty healthy volunteers participated in this study: 10 subjects performed the primary study using visual cues and motor responses, 10 subjects performed the study testing alternate response modalities (motor vs. imagined response), 10 subjects performed the study testing alternate sensory modalities (visual, auditory, tactile). All basic findings of the primary data (go/no-go motor response using visual cues) were replicated in all studies. All subjects were right handed, as assessed by the Edinburgh Handedness Inventory (Oldfield, 1971), and were recruited according to institutional guidelines for informed consent. Mean age was 27.5 years; mean Edinburgh Handedness Quotient was +91. All experimental conditions were randomized both between and within subjects. Response performances were monitored throughout the experimental sessions. For the executed motor response, tapping was monitored visually by the investigator. For the mental imagery response, subjects were questioned after each test run. Trials that were not correctly completed were repeated.

**Stimuli and Instructions**

The number of stimuli requiring a “go” response always equaled that the number requiring a “no-go” response; each test-run epoch therefore involved a total of 10 “go” responses, and 10 “no-go” responses. The experimental conditions were presented in separate test epochs, so when performing the motor response sub-
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projects used their left hand for one epoch, and their right hand for the other. The order for the use of each hand was randomized across tasks and subjects. Activity present across the use of both hands was included in the analysis, and thus, hand-specific effects are assumed not represented in the data.

**Visual Stimuli**

All three tasks ("what," "when," and "where") were performed with visual stimuli (Figure 1) which were back-projected onto a gray screen located at the foot of the scanner platform. Subjects viewed the screen through a slanted mirror incorporated into the head coil. Viewing distance (eye to center of screen) was 205 cm. Each stimulus subtended 0.5° of visual angle, and the stimulus field subtended approximately 14° × 9° of visual angle. For the "when" and "what" tasks, all stimuli appeared in the center of the screen; in the case of the "where" task, all quadrants had similar viewing angles, and the four-quadrant area subtended 12° × 6° of visual angle. A fixed crosshair was present during baseline and recovery periods.

**Tactile Stimuli**

Two tasks ("where" and "when") were performed with tactile stimulation (Figure 1). Subjects were tapped by the investigator on the center of the undersurface of their foot (right foot for one run, left foot for the other), and were instructed to tap respond using the contralateral hand. "Where": Subjects were tapped in one of four quadrants (previously demarcated by tactile sensation) on the undersurface of their foot. Subjects were instructed to respond only if they felt a tap on their first (toe) or fourth (heel) quadrants but not the middle two. "When": Subjects were tapped on the center of the undersurface of their foot, and were instructed to respond if the stimulus preceded the previous stimulus by a short (1 sec) ISI but not a long (3 sec) one. To ensure consistency, a single experimenter performed all tactile stimulations, which were practiced prior to the experiment. All responses were externally verified.

**Auditory Stimuli**

Auditory stimuli were employed for the "when" (temporal interval discrimination) task only (Figure 1). A tone of fixed frequency (approximately 440 Hz) was presented for 500 msec. Subjects were instructed to tap if the tone preceded the previous tone by a short (1 sec) ISI but not a long (3 sec) one.

**Control Conditions**

Stimuli were identical to previous conditions. Instead of responding to selected stimuli (go/no-go), subjects responded to all stimuli with a single "go" response. Thereby both the stimuli and responses were similar to the initial test conditions, with presumably only the decision phase eliminated. For the "where/spatial" condition, subjects were instructed to perform a 'go' response irrespective of which quadrant the dot appeared in, whereas in previous experiments they had been instructed to respond if a dot appeared in the top left or bottom right quadrants, but do nothing ("no-go") if the dot appeared in the top right or bottom left quadrants. For the "when" condition, subjects were instructed to tap irrespective of the temporal interval, and for the "what" condition, subjects were instructed to tap irrespective of the shape or color of the stimulus. All responses were recorded and confirmed that arousal levels were maintained across all conditions. For the "imagined" conditions (Figure 6), subjects were instructed to internally imagine tapping their thumb with their index finger each time a "go" stimulus (as above) appeared, but not when a "no-go" stimulus appeared.
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