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We present an algorithm for computing the relative perceptual saliencies of the features of a three-dimensional object using either goodness-of-view scores measured at several viewpoints or perceptual similarities among several object views. This technique addresses the inverse, ill-posed version of the direct problem of predicting goodness-of-view scores or viewpoint similarities when the object features are known. On the basis of a linear model for the direct problem, we solve the inverse problem using the method of regularization. The critical assumption we make to regularize the solution is that perceptual salience varies slowly on the surface of the object. The salient regions derived using this assumption empirically indicate what object structures are important in human three-dimensional object perception, a domain where theories typically have been based on somewhat ad hoc features.

1 Direct and Inverse Problems in Object Recognition and Similarity Modeling

The problem of how humans mentally represent and recognize objects is often taken as a problem of finding the right features. That is, faced with highly variable viewing conditions under which a familiar object may appear in different orientations, illuminations, or configurations, vision scientists have sought features that remain stable over changes in the image. Thus, extant models of object recognition typically have begun by defining putatively stable features. On this basis they can then predict human recognition performance as a function of viewing parameters (most often viewpoint). As a specific example of what we term the direct problem of object recognition, consider Biederman’s (1987) recognition-by-components theory. This recognition model specifies what object parts (features) are important (“geons”) for recognition and derives view recognizability on that basis (Biederman & Gerhardstein, 1993).

In contrast to approaches where predefined sets of features are used as shape grammars or building blocks, several researchers have posited that the particular features used for recognition are a function of the recognition conditions.
task and training experience (Edelman, 1995; Schyns, Goldstone, & Thibaut, 1998; Tarr & Bulthoff, 1995). In this article we expand on this view by addressing the inverse of the direct problem of recognition. Specifically, we ask whether it is possible to deduce the features of recognition by examining how recognition performance varies with changes in viewing parameters. More precisely, given the geometry of an object and the recognition performance (goodness-of-view scores, recognition times, error rates) for several views of that object we will develop a method for identifying the features of recognition and their salience. This approach is appealing because it relies on judgments that are both accessible to human observers and stable across observers: goodness of view (Palmer, Rosch, & Chase, 1981) and perceptual similarity (Cutzu & Edelman, 1998). In contrast, judgments about what features are used in object perception are not necessarily consciously accessible and are notoriously unstable across observers.

In spirit, our approach is closely related to recent attempts to model the perceptual similarity of objects for purposes of recognition (Cutzu & Edelman, 1998). Visual similarity can be defined for different views of the same object or for different objects from the same category (Cutzu & Tarr, 1997). Most models of similarity (see the collection of papers in Ashby, 1992) treat this as a direct problem in that they attempt to predict similarity given an assumed feature set. In contrast, our goal is to deduce the features of similarity from perceptual similarity data given that we know only the geometry of the object (and nothing about the feature set)—that is, the inverse problem.

2 Modeling Goodness-of-View and View Similarity

2.1 View Recognizability. Our basic hypothesis is that view recognizability/goodness-of-view depends on two factors: surface salience, which characterizes the object in a given perceptual task, and surface visibility, which is dependent on the viewpoint of the observer relative to the object.

2.1.1 Role of Surface Salience. The goodness, or recognizability, of a view depends on which of the object features appear in the image. Goodness-of-view measurement experiments have established that certain regions of the object’s surface are perceptually more important (more salient) than others (Palmer et al., 1981). The reasons for variations in salience include the diagnosticity of particular features for a given discrimination task, the functional role of particular object parts, and the stability of particular features over transformations.

To express this idea quantitatively, a salience density field \( \rho \) was defined by associating a positive number \( \rho(x, y) \) with each point \( (x, y) \) of the surface of a three-dimensional object. The more important perceptually the elementary surface patch located at \( (x, y) \) is, the higher its salience density. Salience density is assumed to depend on both subjective and objective factors, such
as biases, experimental task, and object geometry. We emphasize that \( \rho \) does not depend on viewpoint.

We required that \( \rho(x, y) \) be continuous almost everywhere and bounded, thus integrable. The salience of a region \( S \) of the object surface is, by definition, the integral of the salience density field over the region:

\[
p(S) = \int_S \rho \, ds.
\]

We assumed that the rate of change of \( \rho(x, y) \) across the surface of the object is slow in comparison to the rate of change of surface shape, that is, variation of the surface normal. This very common “smoothness” condition is physically intuitive and computationally convenient but does not allow for localized surface features with sharp boundaries. The solution is to impose only piecewise smoothness on the salience field, as discussed in section 2.1.5.

**2.1.2 Role of Surface Visibility.** The second factor that influences goodness-of-view is the degree of visibility for object surfaces appearing in the image. This, in turn, depends on viewpoint and object geometry.

Let \( \theta \) and \( \phi \) denote, respectively, camera latitude and longitude on the viewing sphere surrounding the object. In view \((\theta, \phi)\) the visibility of the elementary surface patch located at \((x, y)\), denoted by \( a(\theta, \phi, x, y) \), is defined as the cosine of the angle \( \psi(\theta, \phi, x, y) \) between the normal \( \hat{N}(x, y) \) to the patch and the viewing direction \( \hat{V}(\theta, \phi) \). The visibility of an occluded patch is zero. Therefore:

\[
a(\theta, \phi, x, y) = \begin{cases} 
\cos(\psi) & \text{if } \cos(\psi) > 0, \text{ no self-occlusion.} \\
0 & \text{if } \cos(\psi) \leq 0 \text{ or self-occlusion.}
\end{cases}
\]

In practice \( a(\theta, \phi, x, y) \) is determined by using a hidden surface removal algorithm.

**2.1.3 Joint Salience-Visibility Model Formulation.** View recognizability or goodness-of-view depends on both the salience of the visible object features and their relative degree of visibility. Assuming a linear model for this joint dependence, the goodness-of-view score \( r \) for viewpoint \((\theta, \phi)\) can be expressed in the following form (see Figure 1):

\[
\int \int_{x,y} \rho(x,y) a(\theta, \phi, x, y) \, dx \, dy = r(\theta, \phi).
\]

Since the salience density function, \( \rho(x, y) \), is assumed continuous and bounded over the surface of the body, the domain of integration depends on
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Figure 1: The normal to the surface of a three-dimensional object at the point \((x, y)\) is denoted \(N\) and the salience density is \(\rho(x, y)\). The viewing direction is denoted \(V\).

the domain of definition of the visibility function \(a(\theta, \phi, x, y)\). For a smooth object, the integral is taken over the whole surface of the body; for a piecewise smooth object (the object surface has ridges), one sums up integrals of the form in equation 2.3 taken over the domains of smoothness of the surface.

In practice, \(r(\theta, \phi)\) is measured at a finite number of views \((\theta_i, \phi_i)\), while the salience density \(\rho(x, y)\), defined over the entire surface of the object, is unknown and must be calculated. Equation 2.3 represents a Fredholm linear integral equation of the first kind in \(\rho\). The approach to the solution of this equation is presented next.

2.1.4 The Discrete Formulation. The integral equation, 2.3, has no analytic solution. Therefore, a quadrature based on the discretization of the object’s surface was chosen as solution strategy. To this end, the surface of the body was approximated by a fine triangular mesh, as illustrated in Figure 2. For a sufficiently fine mesh, a point on the body corresponds uniquely to a point on the mesh surface, and therefore the unknown \(\rho\) can now be defined on the mesh.

To reduce the number of degrees of freedom of the problem, following the fundamental idea of the finite element method (Schwarz, 1988), the unknown function \(\rho(x, y)\) is assumed to vary linearly within the triangular elements. Therefore, the value of the discretized function \(\rho\) is fully defined by its values at the nodes of the mesh. This piecewise linear approximation
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Figure 2: The three-dimensional object models used in the psychophysical and computational experiments are, structurally, high-resolution triangular meshes.

can be shown to be asymptotically convergent to the original function $\rho(x, y)$ with increasing mesh density. By this procedure, the unknown, continuous function $\rho(x, y)$ is replaced by a vector of unknown scalars, that is, the values of $\rho$ at the nodal points.

In a typical experiment, the object is imaged from $O$ different orientations. By writing the discretized version of equation 2.3 for each of the $O$ orientations, one arrives at the matrix equation,

$$
\mathbf{r} = \mathbf{B} \boldsymbol{\rho},
$$

where:

- $\mathbf{r}$ is the vector of goodness-of-view scores (or recognition times, error rates, or something else) associated with the $O$ views: $\mathbf{r} = (r_1, \ldots, r_O)^T$.

- $\mathbf{B}$ is a $O \times N$ matrix, $\mathbf{B}_{kv} = \sum_{i=1}^{m_k} S_{ki} a_{ki}^v$ is the summed visibility-area product over all $m_k$ triangles sharing mesh node $k$ ($k = 1, \ldots, N$), at viewpoint $v$ ($v = 1, \ldots, O$). $S_{ki}$ is the surface area of $i$th mesh triangle sharing node $k$ and $a_{ki}^v$ its visibility at viewpoint $v$.

- $\boldsymbol{\rho}$ is the vector of vertex salience densities: $\boldsymbol{\rho} = (\rho_1, \ldots, \rho_N)^T$. 
2.1.5 Solving for Salience. Ill-posedness of the problem. Equation 2.4 predicts the recognizability (or the goodness) of a view when the saliences are known; this is the direct problem that has been typically studied in the human visual object recognition literature (see Tarr & Bülthoff, 1995; and Biederman & Gerhardstein, 1995, for a discussion of the merits of different approaches to this problem). Here we are attempting to solve the inverse problem: given the recognizability scores for \( O \) object views and given the geometry of the object, to identify the saliences of the different regions of the object’s surface. In other words, we want to derive \( \rho \) from \( r \) and \( B \). There are, however, several difficulties in achieving an inverse solution.

Equation 2.3 is a Fredholm equation of the first kind, and such equations are ill conditioned (Groetsch, 1993). Intuitively the kernel \( a \) (which encodes the shape the closed object surface) performs an averaging, smoothing operation on the saliency field \( \rho \) to yield the goodness-of-view score; therefore, inverting this operation will be very sensitive to small changes in the data. Unfortunately, the discretized version, equation 2.4, inherits the ill-conditioned character of the continuous problem, the singular values of the discretized kernel gradually decaying to zero.

A second problem is that typically the number of views \( O \) that can be reasonably tested in an experiment is much smaller than the number of mesh triangles of a realistic three-dimensional model, and therefore system 2.4 is severely underdetermined. For example, the cat model has 3000 triangles, and only 20 views were tested psychophysically in our experiments.

Finally, in practice \( r \) is an observed quantity and thus subjected to measurement errors. Therefore, if \( \tilde{r} \) denotes the experimental, noisy data,

\[
\tilde{r}_v = \sum_{k=1}^{N} B_{vk} \rho_k + \epsilon_v, \tag{2.5}
\]

where \( \epsilon_v \), the error affecting view \( v \), is a zero-mean normal random variable describing the contribution of all effects (nonlinearities, errors) not explicitly modeled by equation 2.4. We assumed that the off-diagonal elements of the covariance matrix of the errors \( C_{\epsilon_{v\omega}} = \text{Cov}(\epsilon_v, \epsilon_\omega) \) were negligible, with \( \sigma_0 = (C_{\epsilon_{v\epsilon}})^{1/2} \).

The regularization method. The difficulties listed above, characteristic for ill-posed inverse problems, are generally due to a loss of information in the transformation that must be inverted. They can be overcome by using some prior knowledge of the nature of the solution. As a result, the problem becomes well posed, with solutions unique and continuously dependent on the data. Regularization and the maximum entropy method are among the most widely used techniques for approximating solutions to inverse problems in vision.
The maximum entropy method (see, for example, Skilling, 1989), which applies when the solution can be interpreted as a probability distribution, seeks a solution compatible with the data that has maximum entropy. Maximum entropy has been successfully applied to certain image restoration problems, especially in astronomy. Because saliency is positive and can be normalized so that it represents a probability distribution, maximum entropy in principle can be applied to our problem. However, the saliency values at different points on the surface of an object do not represent independent samples from some probability distribution; in fact, there exist significant spatial relationships among them that are not captured by the maximum entropy formulation.

Regularization methods (Tikhonov & Arsenin, 1977; Engl, Hanke, & Neubauer, 1996) impose smoothness constraints on the desired solution. These constraints employ spatial derivatives and penalize large spatial variations of the solution. The standard formulation of regularization is due to Tikhonov and Arsenin (1977) and has been widely used in computational vision (Poggio, Torre, & Koch, 1985).

Our algorithm employs a form of Tikhonov regularization. To uniquely determine a well-behaved solution, we used a smoothness constraint imposing similar saliency density values on neighboring points on the object surface.

Therefore, we are seeking an approximate solution \( \hat{\rho} \) for equation 2.4 that must satisfy the following conditions:

1. Positivity: \( \hat{\rho}_i \geq 0 \).

2. Accuracy: \( \hat{\rho} \) must minimize the \( \chi^2 \) deviation from the measured data:

\[
\mathcal{E}(\hat{\rho}) = \sum_{v=1}^{O} \left[ \frac{\hat{\tau}_v - \sum_{k=1}^{N} B_{kv} \hat{\rho}_k}{\sigma_v} \right]^2. \tag{2.6}
\]

Redefining \( \hat{\tau}_v := \hat{\tau}_v / \sigma_v \) and \( B_{kv} := B_{kv} / \sigma_v \):

\[
\mathcal{E}(\hat{\rho}) = \| \mathbf{B} \hat{\rho} - \mathbf{F} \|^2_2. \tag{2.7}
\]

3. Smoothness: A quadratic penalty function (regularizer) was used to model the constraint, imposing similar values of salience on neighboring points on the object’s surface:

\[
S(\hat{\rho}) = \sum_{N} \frac{(\hat{\rho}(i) - \hat{\rho}(j))^2}{d(i, j)^2}, \tag{2.8}
\]

where the summation ranges over the set \( N \) of all pairs of nodes \( i \) and \( j \) connected by a mesh edge; \( d(i, j) \) is the length of the mesh edge joining nodes \( i \) and \( j \). More general penalty functions, allowing discontinuities in the salience field, are discussed later in this section.
These three conditions convert the ill-posed inverse problem into a well-posed constrained minimization problem,

\[
\min_{\hat{\rho}} \{ \mathcal{E}(\hat{\rho}) + \lambda \mathcal{S}(\hat{\rho}) \} \text{ subject to } \hat{\rho} \geq 0,
\]  

(2.9)

where \( \lambda > 0 \) is the regularization parameter. It can be expressed as a quadratic programming problem,

\[
\min_{\hat{\rho}} (\hat{\rho}^T (\lambda \mathbf{M} + \mathbf{B}^T \mathbf{B}) \hat{\rho} - \hat{\rho}^T \mathbf{B} \hat{\rho}) \text{ subject to } \hat{\rho} \geq 0,
\]  

(2.10)

where the symmetric, positive definite matrix \( \mathbf{M} \) is obtained by partial differentiation of \( \mathcal{S} \) with respect to \( \hat{\rho} \). Because the Hessian matrix \( (\lambda \mathbf{M} + \mathbf{B}^T \mathbf{B}) \) is positive definite, the solution (if it exists) is unique.

Choice of the regularization parameter. The solution to equation 2.9 depends on the free regularization parameter \( \lambda \). For small \( \lambda \), the \( \chi^2 \) discrepancy \( \| \mathbf{B} \hat{\rho} - \hat{\mathbf{f}} \| \) is very small, but the solution has a very large norm and oscillates wildly. A larger \( \lambda \) has the opposite effect: it decreases \( \| \hat{\rho} \| \) at the cost of increasing the \( \chi^2 \) discrepancy, yielding a solution that varies slowly across the object surface but reconstructs poorly the measured data. A compromise between these two extremes is clearly desirable. According to the discrepancy principle (Morozov, 1993), the regularization parameter is chosen so that the size of the discrepancy \( \| \mathbf{B} \hat{\rho} - \hat{\mathbf{f}} \| \) is the same as the error level in the data. The number of degrees of freedom of the unknown function \( \rho \) is \( O \), and thus the expected value of the \( \chi^2 \) discrepancy (see equation 2.6) is \( O \). Therefore, the regularization parameter is to be chosen to render the \( \chi^2 \) discrepancy measure in equation 2.6 equal to \( O \). Since the discrepancy is a continuous, increasing function of \( \lambda \), there exists a unique solution \( \lambda^0 \) satisfying the condition \( \chi^2 = O \). If reliable noise estimates are unavailable, methods such as the L-curve plot (Regińska, 1996; Hansen, 1998) or generalized cross-validation (Wahba, 1990) can be used.

Discontinuities in the salience field. The quadratic regularizer in equation 2.8, however convenient computationally, leads to oversmoothing: it imposes smoothness everywhere on the object, and the penalty for large differences is too extreme. To allow for the recovery of sharply delimited features, the smoothness constraint must be switched off for large differences in salience between neighboring nodes. In other words, global smoothness needs to be replaced with piecewise smoothness.

We briefly describe two approaches to this problem. First, one may introduce the discontinuities implicitly (Geman & Reynolds, 1992) by replacing the quadratic penalty function with a concave function of the form:

\[
\phi(u) = -\left(1 + |u|^r\right)^{-1}
\]

where \( u = (\hat{\rho}(i) - \hat{\rho}(j))/d(i,j) \). Since \( \lim_{u \to \infty} \phi(u) = 0 \) this function allows large jumps (discontinuities) in the salience field.
Second, we can explicitly introduce discontinuities in the salience field (Geman & Geman, 1984; Marroquin, 1984). The salience field is modeled as a Markov random field (MRF) (Li, 1995) defined on the nodes of the mesh. The MRF model is appropriate since we assume spatial interactions only between neighboring mesh nodes; the associated Gibbs energy includes potentials for cliques up to size two, modeling the deviation from the data and the smoothness constraint. Coupled to the salience MRF is a second MRF, the line process, located on the edges of the mesh. The line process variables are binary, indicating the presence or absence of a discontinuity across the corresponding mesh edge. Unfortunately, the determination of the salience field and line process variables is a difficult minimization problem.

Piecewise smoothing is superior to global quadratic smoothing; however, given that our problem was severely underdetermined, the use of a quadratic regularizer (see equation 2.8) is the only practical option.

### 2.2 View Similarity

The formalism presented above for goodness-of-view data can be used to model perceptual similarities among the different views of an object. Our basic hypothesis was that the dissimilarity of two views of an object increases with both the extent of feature visibility change (induced by the change in object orientation) and feature salience. A general model for the dissimilarity (psychological distance) between views \( v \) and \( u \) is given by the elliptical distance:

\[
d^2_{vu} = (B_v - B_u) G (B_v - B_u)^T,
\]

where \( G \) is a symmetric, positive semidefinite matrix. \( B_v \) denotes row \( v \) of matrix \( B \), which describes the visibilities of the mesh triangles in view \( v \). We made the simplifying assumption that \( G \) is diagonal. Therefore, the above formula reduces to a weighted Euclidean distance (Carroll & Chang, 1970),

\[
d'^2_{vu} = \sum_{k=1}^{N} \rho_k (B_{vk} - B_{uk})^2,
\]

where the saliences \( \rho_k \) are positive. According to this model rotations in the image plane yield \( d = 0 \), since the visibility of the object’s features does not change. Note that the object features that are invisible in both views do not contribute to \( d \), since for them \( B_{vk} = B_{uk} = 0 \).

The similarity inverse problem is formally identical to the goodness-of-view inverse problem, with the difference that the saliences \( \rho_k \) must now be derived from the perceptual dissimilarities between the tested views. This problem is also ill posed and must be regularized by imposing some smoothness constraint on the solution. Assuming, as before, that the saliences \( \rho_k \) have similar values for neighboring points on the object’s surface, we solved for \( \rho_k \) by applying the same regularization algorithm (section 2.1.5).
3 Applications

The algorithm described in the preceding section was applied to goodness-of-view and similarity data collected in psychophysical experiments employing three-dimensional animal models. The rationale for using animal models was that their salient features correspond, by and large, to their anatomically defined parts (Tversky & Hemenway, 1984), and thus the performance of the algorithm could readily be assessed. The experimental design and psychophysical results will be detailed in a different article; here we briefly explain the experimental methodology and summarize some of the results.

3.1 Goodness-of-View Data.

3.1.1 Experimental Design. Each test object was imaged from 20 viewpoints uniformly distributed on the viewing sphere centered on the object. The subjects (Brown University students) were shown pairs of views of the same object and were instructed to select the better view in each pair, “better” being defined as “more informative” or “more representative.” All 190 possible view pairs were tested for each test object. A minimum of five subjects were used for each object. For a given test object, the data from all subjects were pooled and jointly used to derive the goodness-of-view values and variances necessary for equation 2.6. This derivation was based on Thurstone’s law of comparative judgment, case IV (Torgerson, 1958). The saliences for the mesh vertices were determined by minimizing expression 2.9, and chosen as described in section 2.1.5. To illustrate the solution graphically, the salience values were gray-level coded, black representing minimum salience and white representing maximum salience. In other words, the salience density field was painted on the object.

3.1.2 Verification of the Algorithm. In an initial experiment, we verified that the algorithm correctly recovered the perceptually salient object features or parts. This was accomplished by instructing subjects to focus on certain predetermined object parts when judging goodness-of-view. For the deer model, in one experiment we asked subjects to focus on the right ear, and in a second experiment, the muzzle. For the hand model, we asked subjects to focus on the thumb and the index finger, and in a second experiment, the middle finger. The results, displayed in Figure 3, confirmed that the algorithm properly selected the relevant object features as defined in the instructions to the subject.

3.1.3 Results. In the actual goodness-of-view rating experiments, subjects were given no instructions about which object parts to focus on. The best views of the animal models corresponded to either the frontal or the so-called three-fourths viewpoint, which is frontolateral and represents the
Figure 3: To verify the performance of the inversion algorithm, subjects were instructed to focus on predetermined object parts when judging goodness-of-view. The salience values computed from the averaged subject data were coded so that white represents maximum salience and black represents minimum salience. The algorithm correctly assigned the maximum salience to the predetermined features. (Top) The muzzle and the ear were correctly recovered as perceptually dominant features in two verification experiments involving the deer model. (Bottom) The index together with the thumb, and the middle finger were correctly recovered as perceptually salient features in the two experiments involving the hand model.

canonical viewpoint (Palmer et al., 1981) for objects (such as animals) having natural front, side, and back sides. The views showing the animals from the back were rated as the worst.

The saliency fields derived from the goodness-of-view data are shown on the left side in Figures 4, 5, 6, 7, and 8. The more salient regions of the object’s surface correspond to the head, neck/chest, and forelimbs, which is compatible with frontal and three-fourths best views. We informally de-
briefed subjects to determine whether the results of the algorithm were in agreement with their subjective behavior. In general, we found good correspondence between the computational and observational measures.

3.2 View Similarity Data.

3.2.1 Experimental Design. In the viewpoint similarity experiment subjects were shown pairs of views of the same object and were asked to rate their similarity on a scale from 1 to 10. Five subjects were used for each object. As in the goodness-of-view experiment, each object was imaged from 20 viewpoints uniformly distributed on its viewing sphere. All 190 possible view pairs were rated for both test objects. The similarity ratings, averaged over subjects, were used to derive the dissimilarity values necessary for equation 2.12.

3.2.2 Results. The saliency fields derived from the viewpoint similarity data are shown on the right side in Figures 4, 5, 6, 7, and 8. Note that the salient regions correspond to all major anatomically defined body parts.
Figure 5: (Left) Salience field for the hand model derived from goodness-of-view data. (Right) Salience field for the hand model derived from view similarity data. White represents maximum salience, and black represents minimum salience.

Figure 6: (Left) Salience field for the deer model derived from goodness-of-view data. (Right) Salience field derived from view similarity data. White represents maximum salience, and black represents minimum salience.

4 Discussion

We have defined the perceptual features of an object as highly salient regions on its surface. Features thus defined are viewpoint independent, since each point on the surface of the object is assumed to have an intrinsic saliency value, independent of the orientation of the object relative to the viewer. They are fundamentally different from the features proposed by Koenderink and van Doorn (1976), which are singularities of the $3D \rightarrow 2D$ imaging transformation, and therefore viewpoint dependent in an essential way.
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Figure 7: (Left) Salience field for the seagull model derived from goodness-of-view data. (Right) Salience field derived from view similarity data. White represents maximum salience, and black represents minimum salience.

Figure 8: (Left) Salience field for the dove model derived from goodness-of-view data. (Right) Salience field derived from view similarity data. White represents maximum salience, and black represents minimum salience.

Koenderink and van Doorn’s features are properties of the projection transformation and cannot be located on the object in a physical sense. On the contrary, our features are intrinsic properties of the object’s surface. These
definitions appear to be complementary, and possibly could capture two different aspects of object perception and representation.

A limitation of our model is its linearity: equation 2.3 does not include interactions between different surface patches. Such interactions are important in the makeup of spatially extended, holistic features such as edges and in encoding configural information for stimuli such as faces. Our model, being essentially local, accounts for such phenomena only indirectly. Take the case of a salient long edge or, say, of an eye in a face. The patches associated with these features would be deemed salient by our algorithm. However, if some component patches of the edge or of the eye are occluded, the patch configuration is disrupted; as a result, the perceived salience of the entire feature decreases to a much larger extent than predicted by the model. The problem is to a large extent one of experimental limits. Although the model could in principle be extended to include pairwise (or even triplewise) interactions, the resulting explosion in the number of unknown parameters would render any inverse solution meaningless.

Despite its simplicity, our linear salience model has yielded some interesting results. The application of the inversion algorithm to goodness-of-view and similarity data collected in psychophysical experiments has confirmed the intuition of experimental psychologists (Palmer et al., 1981; Tversky & Hemenway, 1984) that natural parts such as the limbs and head are highly salient in human object perception. It is worth pointing out, however, that this result does not imply that parts form the fundamental units of mental representations of three-dimensional objects. Rather, it is simply the case that stable clusters of features tend to co-occur repeatedly in the same relative locations within object parts. Therefore, it remains an open question as to the nature of the perceptual units used in object representation (for example, see Hayward & Tarr, 1997; Tarr et al., 1997). What we do know is that attending to such feature clusters or parts can account for the subjects’ behavior in the comparative judgment experiments.

The similarity judgment task resulted in richer, better defined sets of salient features than the simpler goodness-of-view task. The salient surfaces recovered from goodness-of-view data correspond, by and large, to the surfaces visible in the three-fourths view of the object. On the other hand, the salient surfaces recovered from viewpoint similarity data correspond to all the major anatomical parts of the animal. Note that “major” does not mean large, but rather perceptually prominent: the tail of the deer model in Figure 6 is salient although negligible in size. It is tempting to hypothesize that our analysis reveals the features the subjects have used in their similarity judgments, much like multidimensional scaling reveals the perceptual dimensions of the representational space from the same types of data.

To our mind, these results provide a powerful new tool for studying human object recognition; the model presented in section 2 needs not be restricted to goodness-of-view data. For example, we are planning to use more objective-recognition performance measures, such as response times
and error rates measured in naming and recognition memory experiments. Following the derivation of the salient features according to the algorithm described in this article, psychophysical experiments can be run in which the salient features thus derived are masked; a drastic decline in recognition performance for such masked stimuli would confirm that the algorithm has indeed found the features of recognition (see Biederman, 1987, for a similar methodology). Such methods will shed new light on the problem of the features of recognition in human vision. To date, little has been learned about the nature of such features; most current theories of recognition posit relatively ad hoc unverified feature sets because no methodology was available to do any better. Given our solution to the inverse problem, more principled feature sets can be derived and then tested directly (by predicting performance).

We should also note that although common objects were used in this article, there are reasons to extend the work to novel three-dimensional objects (which has become a standard in the field; see Biederman & Gerhardtstein, 1993; Bülthoff & Edelman, 1992; Hayward & Tarr, 1997; Tarr, 1995; Tarr et al., 1997). Novel objects have the advantage that the features of recognition are less obvious, and less influenced by previous knowledge or biases. After exploring a large number of objects from different shape classes, it should be possible to describe some of the unifying geometrical characteristics of highly salient object features (independent of function or other learned biases). Our ultimate goal is to develop an algorithm able to predict the generic salience field when given only the geometry of a closed three-dimensional surface (of course, some of these saliences will vary with the task).

Finally, another interesting application of the algorithm is to modeling similarities between different objects from the same basic-level category (the category that is considered the default level of access, for example, “chair,” “car,” or “bird”; see Rosch et al., 1976). In other words, similarities in view space would be replaced by similarities in shape space. To see how this could work, consider a set of $N$ objects from the same basic-level class, such as a set of three-dimensional head models obtained with a three-dimensional scanner. Assume that the correspondence between the mesh elements of the objects is known. The dissimilarity measure in equation 2.12 must be generalized by replacing the change in visibility due to viewpoint change with a measure of the physical changes (such as relative position or size) of corresponding mesh elements across the objects in the set. The rest of the derivations would remain identical, resulting in a salience map assigning different perceptual weights to the features shared by all objects in the class. One could thus derive the object features that are involved in categorization at both the basic and subordinate levels.

In summary, we have presented a new algorithm for computing perceptual saliences from behavioral data. The importance of this method lies in the fact that there are no known robust empirical methods for directly determining the features used in human object perception. In contrast, there are proved methods for measuring performance, including directly collecting
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goodness-of-view and similarity preferences or recording response times and error rates from human observers. The method we have presented here leverages this claim by providing a solution to the inverse problem of predicting object perception and recognition performance: What are the features that mediate such performance given that ratings can be collected or performance can be measured? Given that relatively little progress has been made regarding the features used in object perception, it seems reasonable to take this inverse approach, using our method as one tool for inferring the features of perception and recognition.
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