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Abstract
Our main aim is to provide guidelines and practical help for the design of appropriate representations and operators for evolutionary algorithms (EAs). For this purpose, we propose techniques to obtain a better understanding of various effects in the interplay of the representation and the operators. We study six different representations and associated variation operators in the context of a steady-state evolutionary algorithm for the multidimensional knapsack problem. Four of them are indirect decoder-based techniques, and two are direct encodings combined with different initialization, repair, and local improvement strategies. The complex decoders and the local improvement and repair strategies make it practically impossible to completely analyze such EAs in a fully theoretical way. After comparing the general performance of the chosen EA variants for the multidimensional knapsack problem on two benchmark suites, we present a hands-on approach for empirically analyzing important aspects of initialization, mutation, and crossover in an isolated fashion. Static, inexpensive measurements based on randomly created solutions are performed in order to quantify and visualize specific properties with respect to heuristic bias, locality, and heritability. These tests shed light onto the complex behavior of such EAs and point out reasons for good or bad performance. In addition, the proposed measures are also examined during actual EA runs, which gives further insight into dynamic aspects of evolutionary search and verifies the validity of the isolated static measurements. All measurements are described in a general way, allowing for an easy adaption to other representations and problems.
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1 Introduction
Evolutionary algorithms (EAs) have been applied successfully to a great variety of problems. While their performance is affected by general parameter choices like population size, the used selection scheme, or the application probabilities of variation operators, the success mainly depends on problem-specific decisions concerning the representation of solution candidates and the variation operators used. In the design of
an EA, these decisions are usually based on intuition and experience, rather than on detailed formal and empirical analysis of alternative representations and operators. Our main aim is to provide guidelines and practical help for this design of representations and operators. For this purpose, we propose techniques to obtain a better understanding of various effects in the interplay of the representation and the operators.

We use a formal model to characterize the interplay of representation and variation operators. The operators work in the search space, which is typically called genotype space in case of decoder-based EAs. The search space is mapped to the phenotype space, the set of all solution candidates for the problem at hand. Our model allows us to quantify important aspects of evolutionary search, which are essential for good performance. Here, we mainly focus on three aspects: locality, heritability, and heuristic bias.

Locality means that small steps in the search space, like those typically performed by mutation operators, cause small phenotypic changes. Strong locality allows evolutionary search to explore the phenotype space in a meaningful way since variation and selection cause exploitation of the neighborhoods of promising phenotypes. Intuitively, we expect these neighborhoods to contain phenotypes of high quality, too, since in most practical problems minor phenotypic differences typically cause minor fitness differences. Weak locality prevents evolutionary search from a meaningful exploration of the phenotype space because small variations often cause strong phenotypic changes. In the worst case, the search behaves like random search in the phenotype space, which is usually ineffective.

Heritability refers to the ability of crossover operators to produce children that combine meaningful features of their parents. Each property of an offspring should stem from at least one of its parents, and crossover should preserve properties appearing in all parents. This allows the exploitation of successful common substructures in the parents. Obviously, a perfect preservation of parental phenotypic properties can be achieved by simply copying the child from one parent. This, however, is not desired since it contradicts another role of crossover: It should mix the parents’ phenotypic properties in a creative way, i.e. new phenotypes should be introduced into the search process. All these aspects are frequently associated with the role of crossover in successful evolutionary search, and we capture them with the general term heritability. Using crossover without sufficient heritability is questionable and often hinders the search process rather than supporting it.

Heuristic bias concerns the mapping from search space to phenotype space. Evolutionary search explores a search space, which is defined by the representation and the variation operators. This search space is often only indirectly connected to the phenotype space. The efficacy of the search process is strongly influenced by the mapping between these spaces. Hence, using some heuristic in this mapping yields a certain distribution of phenotypes, which can help to improve performance if the distribution is biased towards phenotypes of higher fitness. We refer to this effect as heuristic bias.

Our approach analyzes locality, heritability, and heuristic bias in detail and documents their effects on evolutionary search. We use the notions of distances in the search space and the phenotype space for describing the reachability between elements of the search space and the similarity among phenotypes, respectively. They allow us to formalize locality and heritability by introducing specific measures. Heuristic bias is characterized by the fitness distribution obtained by randomly sampling the search space. Based on these concepts, the main ingredients of evolutionary search can be analyzed in an isolated, static fashion, or their interplay can be examined dynamically.
Empirical Analysis of Locality, Heritability and Heuristic Bias during actual EA runs. The static analysis is computationally efficient and can predict the real search dynamics to a large extent. Therefore, it provides a solid basis for deciding which representation and variation operators are suitable for a given problem.

The applicability of our approach is demonstrated on the multidimensional knapsack problem (MKP), a well-known NP-hard problem for which several EA-based approaches have been proposed in the literature. We introduce and compare six different EAs for this problem, and perform static and dynamic analyses explaining the success or failure of these algorithms, respectively. Although empirical results are presented for the MKP only, we remark that the proposed approach is general and can easily be adapted to other problems by defining appropriate phenotypic distance metrics, which was already demonstrated for the fixed charge transportation problem (Gottlieb and Eckert, 2000; Eckert and Gottlieb, 2002).

This paper unifies previous work (Raidl and Gottlieb, 1999; Gottlieb and Raidl, 1999, 2000) on this topic and adds significant new results in every aspect. The analysis now includes a variant of the currently most successful EA for the MKP, which uses a direct representation, repairing, and local improvement. Furthermore, we consider here the random-key representation that has been successfully applied in several problem domains like e.g. network design (Rothlauf et al., 2002) or, more generally, permutation optimization (Bosman and Thierens, 2002). Whereas locality and heritability have already been studied before, heuristic bias has not been explicitly considered. Empirical results are presented for a standard benchmark suite with instances containing up to 500 items (Chu and Beasley, 1998) and more recent benchmarks with up to 2500 items, which were first used by Vasquez and Hao (2001).

We proceed by introducing the MKP in Section 2, followed by a review of its associated evolutionary algorithms in Section 3. A comparison of selected EAs is presented in Section 4, which focuses on general aspects like solution quality and duplicate ratio. Basic concepts such as spaces and associated distances are introduced in Section 5. Related previous work is reviewed in Section 6. Then, the considered EAs for the MKP are analyzed in detail, in order to explain the results from Section 4: Sections 7 and 8 focus on static aspects like heuristic bias and locality and heritability, respectively. Section 9 concentrates on dynamic aspects of evolutionary search, thereby cross-checking the results of the static analyses and gaining new insights into search dynamics. A discussion of the introduced concepts and obtained results from a broader perspective is presented in Section 10, and the conclusions are given in Section 11.

2 The Multidimensional Knapsack Problem

In the multidimensional knapsack problem, the objective is to determine a subset of \( n > 0 \) items, which yields maximum profit and does not exceed the capacities of \( m > 0 \) resources. Formally, the problem is stated as

\[
\begin{align*}
\text{maximize} & \quad g(x) = \sum_{j=1}^{n} p_j x_j \\
\text{subject to} & \quad \sum_{j=1}^{n} r_{ij} x_j \leq c_i, \quad i = 1, \ldots, m \\
& \quad x_j \in \{0, 1\}, \quad j = 1, \ldots, n,
\end{align*}
\]

where \( p_j > 0 \) is the profit of item \( j \), \( c_i > 0 \) the capacity of resource \( i \), and \( r_{ij} \geq 0 \) the resource consumption of item \( j \) with respect to resource \( i \). The decision variables
\[ x = (x_1, \ldots, x_n) \] specify for each item \( j \) whether it is selected \((x_j = 1)\) or not \((x_j = 0)\).

Many practical problems can be stated as MKP, like e.g. cargo loading, project selection, or resource allocation in computer networks. There are lots of theoretical and empirical studies for numerous variants of knapsack problems (Martello and Toth, 1990; Kellerer et al., 2004). The unidimensional knapsack problem, a special case of the MKP with \( m = 1 \), is only weakly NP-hard and solvable in pseudo-polynomial time. However, the general case \( m > 1 \) is strongly NP-hard (Garey and Johnson, 1979) and exact techniques are in practice only applicable to instances of small to moderate size.

The MKP belongs to the general class of covering and packing problems, which are structurally equivalent in the sense that the global optima are located on the boundaries of the feasible regions (Gottlieb, 1999). In case of the MKP, the boundary contains the feasible solutions which cannot be improved by inserting more items without violating resource capacities. We refer to (Chu and Beasley, 1998; Kellerer et al., 2004) for an overview of heuristic and exact algorithms for the MKP, and continue with a survey of its evolutionary algorithms.

### 3 Evolutionary Algorithms for the Multidimensional Knapsack Problem

#### 3.1 Overview

The choice of an appropriate constraint-handling technique is an important issue when solving the MKP using an evolutionary algorithm. The most promising approaches are based on heuristic decoders (Raidl, 1999) or repair algorithms combined with local improvement (Chu and Beasley, 1998; Raidl, 1998). A comparison of standard constraint-handling techniques reveals that the success of evolutionary algorithms for the MKP strongly depends on their ability to restrict or at least to strongly focus the search on the boundary of the feasible region (Gottlieb, 1999).

Here we consider another critical issue: The choice of the representation and associated variation operators. Six classical approaches are considered in the following. Four representations are indirect, i.e. new search spaces are introduced that are mapped to the phenotype space by means of decoding procedures. The two remaining representations are both based on direct encodings via bit strings, which is most natural for the MKP, but use different local improvement and repair strategies. We present variation operators for each representation as well as the decoding procedures for the indirect representations. Although these representations have different search spaces, the explored phenotype spaces are identical, because only solutions on the boundary of the feasible region are produced.

#### 3.2 Permutation Representation (PE)

The permutation representation is typically used for sequencing tasks as they appear in scheduling and routing problems, but it has also been applied to the unidimensional knapsack problem (Hinterding, 1994) and the MKP (Thiel and Voss, 1994; Raidl, 1998). The approach considers permutations of all items, \( \pi : \{1, \ldots, n\} \to \{1, \ldots, n\} \), denoted by \( \pi = (\pi_1, \ldots, \pi_n) \). A first-fit algorithm is used to decode such a permutation into a feasible solution. It starts with the feasible solution \( x = (0, \ldots, 0) \) and considers each item in the order determined by the permutation \( \pi \). Each corresponding decision variable \( x_{\pi_j}, j = 1, \ldots, n \), is increased from 0 to 1 if the inclusion of item \( \pi_j \) does not violate any capacity constraint. The whole procedure runs in time \( O(m \cdot n) \), since \( m \) capacity checks must be performed per item.

Standard permutation operators can be used, and in particular uniform order based crossover and swap mutation were reported to yield good results (Hinterding,
1994; Gottlieb, 1999). In general, this representation turned out to perform relatively well, although inferior to the approaches described in Sections 3.5 and 3.6.

3.3 Ordinal Representation (OR)

Among other problems, the ordinal representation was studied for the traveling salesperson problem (Grefenstette et al., 1985), the unidimensional knapsack problem (Michalewicz and Arabas, 1994), and the MKP (Gottlieb and Raidl, 1999). A solution is represented by a vector \( v = (v_1, \ldots, v_n) \) with \( v_k \in \{1, \ldots, n - k + 1\} \) for \( k \in \{1, \ldots, n\} \). The vector is mapped to a permutation \( \pi \) of the items \( \{1, \ldots, n\} \), which is further decoded to a feasible solution via the first-fit heuristic described in Section 3.2.

The mapping of \( v \) to a permutation \( \pi = (\pi_1, \ldots, \pi_n) \) uses an ordered list initialized with all the items: \( L = (L_1, \ldots, L_n) = (1, \ldots, n) \). Vector \( v \) is traversed from its first to its last position. Each entry \( v_k \) specifies a position in \( L \); the referenced element \( L_{v_k} \) is removed from \( L \) and represents \( \pi_k \). As an example, assume \( v = (3, 1, 2, 1) \). Initially, the ordered list \( L = (1, 2, 3, 4) \). Vector \( v \) is decoded by successively removing the elements 3, 1, 4, 2 from \( L \) yielding the permutation \( \pi = (3, 1, 4, 2) \). The mapping from \( v \) to \( \pi \) takes time \( O(n \cdot \log n) \) when implementing \( L \) as a balanced search tree in which the number of elements is stored for each subtree in the corresponding root node. The total decoding time for obtaining the represented solution is then \( O(n \cdot (m + \log n)) \).

This representation allows the use of standard variation operators. Typically, the mutation operator randomly chooses a position \( k \in \{1, \ldots, n\} \) and then uniformly draws a new value for \( v_k \) from \( \{1, \ldots, n - k + 1\} \). Any classical crossover like uniform or multi-point crossover can be used. Previous studies employed one-point crossover.

The mapping from \( v \) to \( \pi \) is a one-to-one mapping, and the search spaces of the ordinal representation and the permutation representation are therefore equally large. A closer look at the ordinal representation’s decoding procedure reveals that a change of one position of \( v \) can have dramatic effects on the decoded solution because each item selection modifies list \( L \) and may influence all following item selections. Although bad results for knapsack problems were already reported (Michalewicz and Arabas, 1994; Gottlieb and Raidl, 1999), this representation serves as a good example for weak locality and is primarily considered here for that reason.

3.4 Random-Key Representation (RK)

The random-key approach is based on real-valued vectors \( w = (w_1, \ldots, w_n) \), where each item \( j \) is assigned a weight \( w_j \in [0, 1] \). Inspired by Bean’s work on random keys (Bean, 1994), Hinterding (1999) used such a representation for the unidimensional knapsack problem. The decoder sorts all items according to their weights, which yields a permutation \( \pi = (\pi_1, \ldots, \pi_n) \) with \( w_{\pi_j} \leq w_{\pi_{j+1}} \) for \( j \in \{1, \ldots, n - 1\} \). Again, this permutation is decoded via the first-fit heuristic already used for the permutation representation. The sorting of weights requires time \( O(n \cdot \log n) \), yielding \( O(n \cdot (m + \log n)) \) as total decoding time.

Standard operators like two-point crossover and Gaussian mutation were used by Hinterding (1999), who reported this approach as being inferior to the permutation representation. In our experiments we employ uniform crossover and positional mutation, i.e., one weight is chosen randomly and reinitialized to a new random value.

3.5 Weight-Biased Representation (WB)

Weight-biasing is a general technique that has already been used successfully for a variety of combinatorial optimization problems; Julstrom (1997) gives a survey on several
applications. The general principle is as follows. A solution is represented by a vector of real-valued weights. For obtaining the phenotype such a weight vector represents, a two-step process is used: First, the original problem $\Pi$ is temporarily modified to $\Pi'$ by biasing certain problem parameters according to the weights. Secondly, a problem-specific heuristic is used to derive a solution for $\Pi'$. This solution is interpreted and evaluated for the original (unbiased) problem $\Pi$.

It is relatively easy to adapt this general technique to many combinatorial optimization problems which may even include complex constraints. Classical positional crossover and mutation operators can be applied, and, when using a suitable biasing scheme and decoding heuristic, only feasible candidate solutions are created.

Cotta and Troya (1998) and Raidl (1999) studied the weight-biased representation for the MKP. Different decoding heuristics and techniques for biasing the original problem have been investigated. The following log-normal distributed multiplicative biasing scheme and surrogate relaxation based heuristic were often found to work best (Raidl, 1999).

Let $w = (w_1, \ldots, w_n)$ be the weight vector representing a candidate solution; weight $w_j$ is associated with item $j$ of the MKP. Initialization sets each weight to a log-normally distributed random value:

$$w_j = (1 + \gamma)N(0,1), \quad j = 1, \ldots, n.$$  

(4)

$N(0,1)$ denotes a normally distributed random number with mean 0 and standard deviation 1, and $\gamma > 0$ is a strategy parameter that controls the average intensity of biasing. The original MKP instance is biased by multiplying each item’s profit $p_j$ with the associated weight:

$$p'_j = p_j w_j, \quad j = 1, \ldots, n.$$  

(5)

Thus, the larger the strategy parameter $\gamma$, the stronger is the expected modification of profits and the biasing leading away from the solution the decoding heuristic would create for the original, unbiased problem. Since the resource consumption values $r_{ij}$ and resource limits $c_i$ are not modified, each feasible solution for the biased problem is also feasible for the original problem.

The heuristic Raidl (1999) suggests for decoding has originally been proposed by Pirkul (1987) and makes use of the surrogate duality. The $m$ resource constraints (2) are collapsed into a single constraint using surrogate multipliers $a_i, i = 1, \ldots, m$:

$$\sum_{j=1}^{n} \left( \sum_{i=1}^{m} a_i r_{ij} \right) x_j \leq \sum_{i=1}^{m} a_i c_i.$$  

(6)

Suitable surrogate multipliers $a_i$ are obtained by solving the linear programming (LP) relaxation of the MKP, in which the variables $x_j$ may get real values from $[0, 1]$. The values of the dual variables are then used as surrogate multipliers, i.e. $a_i$ is set to the shadow price of the $i$-th constraint in the LP-relaxed MKP.

Pirkul’s heuristic starts with the “empty” solution $x = (0, \ldots, 0)$ and sorts all items according to decreasing pseudo-utility ratio

$$u_j = \frac{p'_j}{\sum_{i=1}^{m} a_i r_{ij}},$$  

(7)

the ratio of profit and pseudo-resource consumption; a higher pseudo-utility ratio heuristically indicates that an item is more efficient, while a low ratio reflects low profit.
in combination with high resource consumption. Then, the first-fit strategy already used as decoder in the permutation representation is applied; all items are traversed in the predetermined order and each item’s variable $x_j$ is set to 1 if no resource constraint is violated.

To keep the computational effort of decoding a weight vector reasonably small, the surrogate multipliers $a_i$ and the resulting pseudo-resource consumptions are determined only once for the original problem in a preprocessing step. The computational effort of the decoder is then only $O(n \cdot \log n)$ for sorting the items plus $O(n \cdot m)$ for the first-fit strategy, yielding $O(n \cdot (m + \log n))$ in total.

As variation operators, uniform crossover and positional mutation, which chooses one weight $w_j$ randomly and reinitializes it by Equation (4), are applied.

### 3.6 Direct Representation (DI, DIH)

Chu and Beasley (1998) proposed an EA based on a direct representation of solutions by characteristic bit vectors. Uniform crossover and classical bit-wise mutation are used, which may cause constraint violations. Infeasible candidate solutions are immediately repaired by iteratively removing items until all constraints are satisfied. Furthermore, each solution is locally improved by inserting new items that do not cause constraint violations. Both phases, repairing and local improvement, are guided by a heuristic ordering of the items.

Here, we use a variant of the original proposal. Initialization is guided by the LP relaxation of the MKP, as suggested by Raidl (1998) and refined by Gottlieb (1999). More specifically, let $x^{LP} = (x_1^{LP}, \ldots, x_n^{LP}) \in [0, 1]^n$ be the optimal solution of the LP relaxation, which is calculated during preprocessing. In a first phase, a subset of “elite” items is selected by including each item $j$ with probability $x_j^{LP}$. The first-fit heuristic is then applied to a random permutation of this restricted set. In a second phase, all remaining items are randomly ordered and also processed by the first-fit heuristic in order to obtain a solution on the boundary of the feasible region.

Repairing and local improvement use a heuristic ordering of the items according to their pseudo-utility ratios defined in Equation (7). Again, the dual variables from the solution of the LP relaxation are used as surrogate multipliers $a_i$.

The repair algorithm removes the least promising items first in order to obtain a feasible solution of high quality. Thus, the repair phase processes the included items ordered by increasing pseudo-utility ratio, removing items until all constraints are satisfied.

Local improvement considers all items not appearing in the solution in decreasing pseudo-utility ratio order and includes an item if no constraints are violated. Thus, the most promising items are included first in order to increase profit as much as possible.

Due to the employed initialization, repair, and local improvement methods, a candidate solution is always located on the boundary of the feasible region. Assuming the LP relaxation is solved during preprocessing, initialization, repairing, and local improvement require $O(m \cdot n)$ time. This configuration represents the most effective evolutionary algorithm for the MKP we are aware of. Since it exploits the heuristic knowledge about the importance of items, we refer to it as DIH.

In addition to DIH, we also consider a simpler variant that does not exploit heuristic knowledge about the items. This variant, called DI, uses the same representation by bit strings, but independent random orderings of the items in each repair process and each local improvement. The initialization works by decoding a random permutation of the items as in the order based representation.
3.7 Other Representations

Other representations were proposed, which do not focus the search so strongly on the boundary of the feasible region. These approaches are discarded from further consideration in our empirical analysis, but, for the sake of completeness, we briefly introduce them in the following.

**Variable-length representation** Besides his proposal to use permutations for the uni-dimensional knapsack problem, Hinterding (1994) also introduced a variable-length representation resembling a selection of items fitting into the knapsack. He calls this representation a direct encoding; however, many representations of the same solution exist, since the items are stored in a particular order. The employed injection crossover and in particular the mutation operator make explicit use of this item ordering when using the first-fit algorithm.

The variable-length representation is inferior to the permutation representation on the larger instances examined (Hinterding, 1994), which might be caused by the fact that the permutation-based decoder produces only solutions on the boundary of the feasible region, while for the variable-length representation mutation and crossover may produce feasible candidates to which further items could be added. The used initialization routine is equivalent to producing a random permutation and applying the permutation decoder.

**Genetic programming** Bruhn and Geyer-Schulz (2002) investigated genetic programming over context-free languages with linear constraints and presented results on variants of the MKP. A candidate solution is represented by a derivation tree produced by the grammar. Each leaf node selects an item, and each node contains the used and free capacity of the sub-tree it represents, which allows for checking the capacity constraints in each sub-tree. The suggested initialization routine, which produces a derivation tree by iteratively applying a randomly chosen rule of the grammar, is computationally expensive since infeasible solutions are simply rejected; i.e. the creation of one feasible individual in the initial population can be preceded by the creation of many infeasible candidates. Neither the initialization nor the variation operators are guaranteed to produce feasible solutions on the boundary. The authors claim their approach being superior to a penalty-based EA using a variable-length representation comparable to that of Hinterding (1994). We believe the inferior performance of the penalty-based EA in their study is primarily caused by its suboptimal configuration: The initialization produces feasible solutions far away from the boundary, i.e. many additional items can in general be added without violating capacity constraints, and the employed mutation operator is only able to replace an item by another, but cannot include additional items.

4 Empirical Comparison

This section empirically compares the different representations and associated variation operators with respect to their general performance. The following sections analyse the effects of heuristic bias, locality, and heritability – which altogether influence performance substantially – in more detail in order to gain a better understanding of why some approach works well or not.

4.1 Experimental Setup

We compare the six representations and associated operators listed in Table 1 and introduced in the last section in a common steady-state evolutionary algorithm framework. In the following, we refer to the EA variants also by the applied representation’s name.
Empirical Analysis of Locality, Heritability and Heuristic Bias

Table 1: Considered representations and their operators.

<table>
<thead>
<tr>
<th>Representation</th>
<th>Permutation (PE)</th>
<th>Ordinal (OR)</th>
<th>Random-Key (RK)</th>
<th>Weight-Biased (WB)</th>
<th>Direct (DI)</th>
<th>Direct+Heur. (DIH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization</td>
<td>random</td>
<td>random</td>
<td>random (log-normal)</td>
<td>random</td>
<td>heuristically</td>
<td></td>
</tr>
<tr>
<td>Crossover</td>
<td>uniform order based</td>
<td>one-point</td>
<td>uniform</td>
<td>uniform</td>
<td>uniform</td>
<td>uniform</td>
</tr>
<tr>
<td>Mutation</td>
<td>swap two positions</td>
<td>one position (uniform)</td>
<td>one position (log-normal)</td>
<td>flip each pos. with prob. $1/n$</td>
<td>flip each pos. with prob. $1/n$</td>
<td></td>
</tr>
</tbody>
</table>
between the optimum \( x^{LP} \) of the LP-relaxed problem and \( x \). Table 2 displays average gaps of the final solutions and their standard deviations obtained from 30 runs per problem instance. Results are also given for a random search (RS) approach, which creates random permutations of all items and decodes them by the first-fit strategy used for the permutation representation. The best of 1 000 000 such random samples is considered the final solution of a RS run, and the results of 30 runs were averaged.

All EAs performed on all instances substantially better than random search. The EAs with the direct (DIH) and weight-biased (WB) representations returned in general the best results, followed by the direct representation without heuristic knowledge (DI), the permutation representation (PE), random-keys (RK), and finally the ordinal representation (OR).

Especially on the largest instances GK07 to GK11, DIH clearly outperformed all other approaches. Heuristic initialization, local improvement, and heuristic repair obviously play an important role. For the smaller instances, differences in the gaps of DIH and WB are only small. Due to the small standard deviations these differences are nevertheless significant in most cases: \( t \)-tests with an error level of 1\% reveal that DIH is better than all other representations – in particular also WB – on all instances but CB1, CB2, CB4, CB5, and CB7. Only on CB5, was WB significantly better than DIH.

Among the evolutionary algorithms, OR performed consistently worst (on 0.1\% error level). On CB1 – the smallest instance – all approaches except OR and random search always identified the known optimal solution.

Differences between PE, RK, and DI are small and not consistent. On some instances from Chu and Beasley (CB3, CB5, CB6, and CB9), RK obtained significantly smaller gaps on a 1\% error level than PE and DI, whereas on the largest instances from Glover and Kochenberger (GK09, GK10, and GK11), DI performed significantly better than RK and PE. Although the average gap over all instances is slightly smaller for PE than for RK, PE was on a 1\% error level never significantly better than both, RK and DI.

### 4.3 Convergence and Speed

Figure 1 shows the gap of the best solution per iteration for exemplary runs of each EA variant and random search on problem instance CB5. Most remarkably, WB and DIH already started with relatively low gaps in the initial populations, which is due to the heuristic bias in the decoding (WB) and the heuristic initialization (DIH), respec-
Table 2: Average gaps of best solutions and their standard deviations.

<table>
<thead>
<tr>
<th>instance</th>
<th>gap [%] (and standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PE</td>
</tr>
<tr>
<td>CB1 5 100</td>
<td>0.425</td>
</tr>
<tr>
<td>CB2 5 250</td>
<td>0.120</td>
</tr>
<tr>
<td>CB3 5 500</td>
<td>0.081</td>
</tr>
<tr>
<td>CB4 10 100</td>
<td>0.762</td>
</tr>
<tr>
<td>CB5 10 250</td>
<td>0.295</td>
</tr>
<tr>
<td>CB6 10 500</td>
<td>0.225</td>
</tr>
<tr>
<td>CB7 30 100</td>
<td>1.372</td>
</tr>
<tr>
<td>CB8 30 250</td>
<td>0.608</td>
</tr>
<tr>
<td>CB9 30 500</td>
<td>0.429</td>
</tr>
<tr>
<td>GK01 15 100</td>
<td>0.377</td>
</tr>
<tr>
<td>GK02 25 100</td>
<td>0.503</td>
</tr>
<tr>
<td>GK03 25 150</td>
<td>0.517</td>
</tr>
<tr>
<td>GK04 50 150</td>
<td>0.712</td>
</tr>
<tr>
<td>GK05 25 200</td>
<td>0.462</td>
</tr>
<tr>
<td>GK06 50 200</td>
<td>0.703</td>
</tr>
<tr>
<td>GK07 25 500</td>
<td>0.523</td>
</tr>
<tr>
<td>GK08 50 500</td>
<td>0.749</td>
</tr>
<tr>
<td>GK09 25 1500</td>
<td>0.890</td>
</tr>
<tr>
<td>GK10 50 1500</td>
<td>1.101</td>
</tr>
<tr>
<td>GK11 100 2500</td>
<td>1.237</td>
</tr>
<tr>
<td>average</td>
<td>0.605</td>
</tr>
</tbody>
</table>
tively. All other EAs started with random solutions on the boundary of the feasible region, and therefore their gaps were initially nearly identical and much higher. DI, PE, and RK converged similarly to reasonably small final gaps. Among the EAs, OR converged slowest and yielded the worst final solution. However, even OR performed substantially better than random search.

Averaged over the 30 runs for instance CB5, DIH converged fastest and found its best solution after 179,742 iterations, followed by WB (444,070 iterations), RK (646,632 iterations), DI (650,222 iterations), PE (689,398 iterations), and finally OR (886,232 iterations). Random search identified its best solution on average in iteration 502,133, which is close to the expected value 500,000.

In our implementation of the EAs, the CPU times on a Pentium-III/500MHz PC for a single run varied from some seconds for the smallest instance CB1 up to about seven hours for the largest instance GK11. DI was generally fastest (on average 4,116 seconds for GK11), followed by DIH (4,329 seconds); PE, RK, and WB needed roughly the same time (≈16,000 seconds), and OR was slowest (25,126 seconds).

4.4 Duplicate Ratio

Newly created offspring are rejected if they are phenotypically identical to a solution already contained in the population. Creation of these duplicates causes additional computational costs and does not contribute to the progress of the search. These additional computational costs are measured by the duplicate ratio, which is the ratio of rejected duplicates among all solutions created.

Table 3 lists the average duplicate ratios for each EA variant and instance. We observe that the high CPU time reported for OR in the previous section is mainly caused by the creation of many duplicates. While OR’s duplicate ratio ranges from 29.3% to 40.1%, this ratio is substantially smaller for all the other representations. DI produces on average the least number of duplicates (1.0%), followed by PE (4.0%), RK (4.7%), WB (5.8%), and DIH (8.0%).

For PE, OR, RK, and partly WB, we observe the trend that the duplicate ratio increases with the problem size. The reason is that with increasing \( n \), the number of solutions on the boundary of the feasible region does not grow as quickly as the size of the search space. For larger \( n \), on average more elements of the search space are mapped to one phenotype. The smallest instance CB1 is an exception: All EAs except OR find the (known) global optimum usually early during a run. CB1 is therefore a “simple” instance in the sense that there are only few local optima, good local optima are located close to each other, or the global optimum has a large basin of attraction. These conditions cause a fast convergence and the loss of diversity, which is expressed by the high duplicate ratio. A reason for the generally higher ratios of WB and DIH in comparison to PE and OR is the heuristic bias of the former representations, which supports the creation of more similar candidate solutions.

The reason for the generally smallest duplicate ratios of DI lies primarily in the fact that a new random ordering of the items is used in each call of repair and local improvement. Applying a specific mutation to the same specific individual yields in all representations but DI always has the same result. In DI, the repair and local improvement steps are stochastic; therefore, the outcome is in general different.

For DI, we observe that the duplicate ratio decreases with the problem size. The reason also lies in the non-deterministic local improvement and repair steps. When there are more items, local improvement and repair have even more degrees of freedom.
Table 3: Average duplicate ratios.

<table>
<thead>
<tr>
<th>instance</th>
<th>duplicate ratio [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PE</td>
</tr>
<tr>
<td>CB1 5 100</td>
<td>4.0</td>
</tr>
<tr>
<td>CB2 5 250</td>
<td>2.5</td>
</tr>
<tr>
<td>CB3 5 500</td>
<td>2.6</td>
</tr>
<tr>
<td>CB4 10 100</td>
<td>2.7</td>
</tr>
<tr>
<td>CB5 10 250</td>
<td>2.8</td>
</tr>
<tr>
<td>CB6 10 500</td>
<td>3.0</td>
</tr>
<tr>
<td>CB7 30 100</td>
<td>3.6</td>
</tr>
<tr>
<td>CB8 30 250</td>
<td>3.8</td>
</tr>
<tr>
<td>CB9 30 500</td>
<td>4.8</td>
</tr>
<tr>
<td>GK01 15 100</td>
<td>3.0</td>
</tr>
<tr>
<td>GK02 25 100</td>
<td>3.1</td>
</tr>
<tr>
<td>GK03 25 150</td>
<td>3.5</td>
</tr>
<tr>
<td>GK04 50 150</td>
<td>3.8</td>
</tr>
<tr>
<td>GK05 25 200</td>
<td>4.3</td>
</tr>
<tr>
<td>GK06 50 200</td>
<td>4.4</td>
</tr>
<tr>
<td>GK07 25 500</td>
<td>4.9</td>
</tr>
<tr>
<td>GK08 50 500</td>
<td>5.0</td>
</tr>
<tr>
<td>GK09 25 1500</td>
<td>6.1</td>
</tr>
<tr>
<td>GK10 50 1500</td>
<td>5.9</td>
</tr>
<tr>
<td>GK11 100 2500</td>
<td>5.8</td>
</tr>
<tr>
<td>average</td>
<td>4.0</td>
</tr>
</tbody>
</table>

5 Basic Concepts

5.1 Spaces

Evolutionary search can be characterized by three spaces, which are shown in Figure 2: the search space $S$, the phenotype space $P$, and the fitness space $F$. In each space, similarity among the elements can be characterized by the notion of distance. The fitness space, which reflects solution quality, is typically scalar and ordered.

In the case of decoder-based EAs, a candidate solution is represented by its genotype which is mapped to its phenotype by a decoder. Variation operators work in the genotype space, the set of all possible genotypes, and the EA searches for genotypes mapped to phenotypes of high fitness. Therefore, it is reasonable to use the term search space for the genotype space. Here, the search space is obviously different from the phenotype space.

In the case of EAs with a direct representation, where variation operators directly work on phenotypes, the search space consists of the same elements as the phenotype space. The distinction between search space and phenotype space is nevertheless important, since different meanings and definitions of distance may be associated to them.

For the MKP, $P = \{0, 1\}^n$ and $F = \mathbb{R}_+^+$, and the search space depends on the representation and associated variation operators. Considering for example the permutation representation, the search space $S$ is the set of all permutations of $\{1, \ldots, n\}$.
5.2 Distances

For judging the similarity or dissimilarity of two elements from a certain space $Z$, a distance metric is usually defined (Ronald, 1997a). In general, a function $d_Z : Z \times Z \rightarrow \mathbb{R}_0^+$ is called a distance-inequality if it satisfies the conditions of non-negativity (8), symmetry (9), and the triangle-inequality (10)

$$d_Z(x, y) \geq 0 \text{ and } d_Z(x, y) = 0 \leftrightarrow x = y, \quad (8)$$
$$d_Z(x, y) = d_Z(y, x), \quad \text{and} \quad (9)$$
$$d_Z(x, y) \leq d_Z(x, z) + d_Z(z, y) \quad (10)$$

for all $x, y, z \in Z$. In the following, we discuss distances for the three spaces, the search space, the phenotype space, and the fitness space.

**Phenotypic distance** $d_P$ This distance is defined on the phenotype space $P$ and captures the semantic difference of candidate solutions. It is independent of the used representation, but depends on the problem to be solved.

**Definition 5.1** We quantify the distance of two arbitrary phenotypic solutions $x, y \in P$ as the total number of elementary phenotypic properties in which they differ. For the MKP, elementary properties are the items packed into the knapsack, and the phenotypic distance is the Hamming distance

$$d_P(x, y) := \sum_{j=1}^{n} |x_j - y_j|. \quad (11)$$

Obviously, $d_P$ satisfies the metric conditions (8–10), and $d_P(x, y) \leq n$ for all $x, y \in P$. For many discrete optimization problems, such as the MKP, a phenotypic distance can be defined in a straightforward way. E.g. in the case of the traveling salesperson problem, the total number of different edges would be an appropriate measure since edges can be seen as the most important phenotypic properties. Ronald (1997a, 1998) proposed several distance measures for order-based problems.

**Search distance** $d_S$ The distance for the search space $S$ is supposed to reflect how easily or likely one element can be reached from the other via the variation operator(s). In previous work, $d_S(X, Y)$ was often defined as the minimum number of mutations necessary to transform one element $X \in S$ into another $Y \in S$. Such a definition is suitable, for example, when considering bitstrings and a mutation operator that always changes exactly one bit. Also in the case of a permutation representation and swap mutation, the minimum number of necessary operations can be efficiently determined. However, sometimes the task of determining this minimum number turns out to be difficult. For example, calculating the minimum number of inversions to transform one permutation into another is NP-hard (Caprara, 1999).
Beside the computational difficulty, this definition of a search distance is not always meaningful. In classical genetic algorithms, each bit is mutated with a certain, low probability. Although only few bits are modified in the expected case, each element of the search space can be reached from each other with a probability greater than zero. Thus, the search distance would be one for all pairs of different elements, which is obviously meaningless.

In other cases, genes do not receive all possible values equally likely; consider the weight-biased representation and its mutation operator based on a log-normal distribution. In such a situation, the minimum number of operations to transform one element into another does not adequately reflect reachability, because different transitions in the search space have different probabilities of being performed.

Alternatively, we may turn to a definition of the search distance which relies on the probability with which one element of the search space will be transformed into the other. Such definitions, however, often have difficulties in fulfilling the metric conditions. Furthermore, the computation is in practice often difficult or even impossible, in particular when more complex variation operators including repair or local improvement mechanisms with Lamarckian write-back are applied. The MKP’s direct representation illustrates this situation.

Due to the described difficulties, we cannot explicitly define meaningful search distances in a consistent way for all the MKP representations we consider here. Instead, we only make the following implicit definition, which is sufficient for our further investigations.

**Definition 5.2** When applying \( k \geq 0 \) successive mutations (plus repair and local improvement in the case of the direct encoding) to a search space element \( X \in S \), each element \( Y \in S \) is created with a certain probability \( P^k_X(Y) \in [0,1] \). We assume to have a distance function \( d_S \), for which

\[
\sum_{Y \in S} P^k_X(Y) \cdot d_S(X,Y) = k.
\]

In other words, the average distance from \( X \) to an infinite set of search space elements sampled according to the probability distribution \( P^k_X \) is assumed to be \( k \). A finite (but large) set of search space elements created in this way approximates the exact case, and thus, its average distance is said to be approximately \( k \).

Note that the above assumption may lead to asymmetric distance functions, which do not fulfill the metric conditions. However, this just reflects the actual situation that the probability for performing a certain transition is not always identical to the probability of the reverse transition.

**Fitness distance** \( d_F \) The definition of a distance on the fitness space \( F \) satisfying the metric conditions (8–10) is straightforward:

\[
d_F(f(x), f(y)) := |f(x) - f(y)|.
\]

We note that we give this definition here only for the reason of completeness, since our methodology focuses on the search distance \( d_S \) and the phenotypic distance \( d_P \); the fitness distance \( d_F \) is actually not needed in our analysis.

6 Related Work

There are many important properties an evolutionary algorithm must usually fulfill in order to be effective in practice, see e.g. Liepins and Vose (1990). Here, we focus on
locality, heritability, and heuristic bias, which we perceive as some of the most essential problem-dependent ingredients for success.

The literature contains some empirical studies about these properties and relationships between the search space, the phenotype space, and the fitness space. In the following, we give an overview of this related work and emphasize differences to our approach.

Manderick et al. (1991) studied correlation coefficients for the fitness values of solutions before and after variation. They conclude that a strong dependency usually exists between these coefficients and performance. Their approach characterizes locality by the relation between the search space and the fitness space, and is therefore generally applicable. Our approach is based on phenotypic distances instead of fitness differences. We feel this is a more accurate basis when the aim is to analyze the internal behavior of an EA, since the phenotypic distance reflects structural differences of phenotypes, whereas the fitness difference considers only the (scalar) solution quality associated to the phenotypes. As a consequence, a phenotypic distance of zero implies identical fitness, but identical fitness does not imply phenotypic similarity. Anyway, the correlation coefficients proposed by Manderick et al. (1991) may also be interesting measures for our purpose if the locality between phenotype space and fitness space is weak or if the definition of a phenotypic distance is not straightforward.

Jones and Forrest (1995) suggested the fitness distance correlation as a measure of search difficulty, based on the intuition that the fitness should resemble the search distance from a global optimum. This measure correctly predicted difficulty for some problems, but it is not directly applicable to problems with unknown global optima. The search distance to global optima can be approximated, but this may lead to incorrect predictions, as demonstrated by Altenberg (1997).

Fitness landscapes describe the relation between search space and fitness (Jones, 1995), the environment in which local search and evolutionary algorithms are working. Although properties of fitness landscapes-like e.g. the number of local optima or the sizes of their basins of attraction-give insight into potential search dynamics, the total outcome of search remains difficult to predict, even for easy problems (Reeves, 1999). The choice of the representation and operators for a given problem could be based on the difficulties of the corresponding fitness landscapes. However, we are not aware of reliable and generally applicable measures of difficulty for fitness landscapes. For the usefulness of fitness landscapes and the fitness distance correlation in the design of memetic algorithms, see (Merz and Freisleben, 1999).

A locality concept based on the explicit relation between genotypes and phenotypes was suggested by Sendhoff et al. (1997). They used probabilistic measures for mutation operators and claimed that small genotypic changes should imply small phenotypic changes. Their approach was investigated on continuous parameter optimization and structure optimization problems, respectively.

Rothlauf (2002) used genotypic and phenotypic distances to study the impact of the representation on the search complexity, particularly from the perspective of building blocks. Weak locality between genotypes and phenotypes indicates that the representation induces a complexity differing from the original problem’s complexity, in terms of the relation between the phenotype space and the fitness. Furthermore, locality in the neighborhood of global optima appeared to be essential for the success of evolutionary search.

Last but not least, we also want to refer here to the work on forma analysis (Radcliffe, 1994), which is a theoretical framework for modeling and understanding the ef-
fects and the interplay of the different parts of an EA. Although this model is quite general, it is of limited use in practice when applying more complex operators such as decoders, repair and local improvement strategies that we consider here for the MKP.

Another aspect of evolutionary search, which is related to locality, heritability and heuristic bias, is the redundancy of a representation. It can be defined as the average number of genotypes mapped to the same phenotype. Although redundancy affects the search process (Rothlauf and Goldberg, 2003), its usefulness was disputed (Ronald, 1997b; Knowles and Watson, 2002). In particular, our previous study (Raidl and Gottlieb, 1999) revealed that decoder-based EAs for the MKP suffer significantly from redundancy. The best option was to reduce the effects of redundancy by removing phenotypic duplicates. Therefore, we do not study redundancy here in more detail, but only make the following observations.

Among the representations we consider for the MKP, the direct encoding has the lowest redundancy. The permutation representation and the ordinal representation have identical redundancy, which is significantly higher than the redundancy of the direct encoding. The weight-biased and random-key representations have the highest redundancy due to their real-valued genes.

7 Heuristic Bias

Evolutionary algorithms explore the phenotype space by iteratively applying variation and selection, where the former is responsible for generating new phenotypes and the latter yields a focus on better phenotypes. In addition to selection, which typically works problem-independently by only considering fitness values, there are often various kinds of bias that may support (or hinder) evolutionary search in finding better solutions more quickly.

In the unbiased case, each element of the phenotype space has the same probability of being represented when either randomly choosing an element of the search space or when applying the variation operators to randomly chosen parents. In such EAs, selection is the only force driving the search towards specific phenotypes of high quality.

If some phenotypes have higher probabilities to be created when sampling the search space without any selection pressure, we call this a bias towards these phenotypes; other phenotypes are then created with lower probability.

Such bias can be helpful if it favors solutions near optimal solutions. The sampling by evolutionary search – and in particular random search – may benefit from such bias because the expected average fitness of created solutions is higher than without bias. Such kind of bias can be induced by heuristics in the mapping from the search space to the phenotype space or by problem-specific variation operators. Therefore we refer to it as heuristic bias.

Usually, heuristic bias has the side effect of reducing diversity. Therefore, it is typically used together with methods that ensure a certain level of diversity, like e.g. phenotypic duplicate elimination.

Whereas heuristic bias can support evolutionary search, bias towards phenotypes with low fitness or towards local optima located far away from global optima with respect to the search distance can obviously be counteractive. Therefore, introducing bias into the search process must be done carefully and in a balanced way.
7.1 Discussion

Only a simple EA applying a direct representation without repair and local improvement but a penalty function for considering constraint violations would be unbiased. All the EA variants we consider here make use of different kinds of heuristic bias. We order the approaches by their degree of heuristic bias.

7.1.1 Permutation, Ordinal, and Random-Key Representation

These approaches generate only solutions on the boundary of the feasible region. This fact can be considered as a strong bias, since all other feasible and infeasible solutions have probability zero of being created. The solutions on the boundary have positive probabilities, but these are not identical. This additional unintended bias towards some solutions is due to the items’ individual resource consumptions and the first-fit heuristic used to decode permutations. Consider the example of \( n = 3 \) items, \( m = 1 \) resource with capacity \( c_1 = 2 \), and the items’ resource consumptions \( r_{11} = 2 \), \( r_{12} = 1 \), and \( r_{13} = 1 \). Among all permutations of the items \{1, 2, 3\}, the permutations \((1, 2, 3)\) and \((1, 3, 2)\) are both decoded into the phenotype \((1, 0, 0)\), and the four remaining permutations \((2, 1, 3)\), \((2, 3, 1)\), \((3, 1, 2)\), and \((3, 2, 1)\) are decoded into the phenotype \((0, 1, 1)\). Thus, the phenotype \((0, 1, 1)\) is twice as likely as \((1, 0, 0)\). Note that this effect is caused by the resource constraints only and is independent of the profits of the items. In general, these representations are therefore not particularly biased towards fitter phenotypes on the boundary.

7.1.2 Weight-Biased Representation

This representation only produces phenotypes on the boundary of the feasible region, too. The initialization, based on a log-normal distribution of the weights, and the sophisticated decoding procedure together provide a strong heuristic bias, since locally optimal solutions near the solution obtained by Pirkul’s surrogate duality heuristic for the original problem are favored. The effects of different values for the biasing parameter \( \gamma \) in the weight’s initialization function (4) have been studied by Raidl (1999). It was observed that the weight-biased approach works well for a wide range of values for \( \gamma \), as long as \( \gamma \) is larger than some minimum working bound. Obviously, if \( \gamma \) is too small, the solution created by Pirkul’s heuristic for the unbiased problem is favored too much and evolutionary search gets trapped at or near it quickly. For a larger \( \gamma \), the heuristic bias is smaller and the EA will converge slower but behave robust. If \( \gamma \to \infty \), the bias towards the solution of Pirkul’s heuristic for the original problem diminishes, and the total heuristic bias is similar to the approaches discussed in Section 7.1.1.

7.1.3 Direct Representation

EAs with a direct representation in which infeasible solutions created by the initialization or variation operators are immediately repaired have the obvious bias towards feasible solutions. If local improvement is applied as well, the heuristic bias is even stronger since only solutions on the boundary of the feasible region are created.

The idea of introducing heuristic bias by local optimization is the key factor for the success of memetic algorithms (Moscato, 1999). Since this technique reduces the actually considered parts of the phenotype space dramatically, care must be taken to prevent the search from getting trapped at poor local optima too easily.

With direct representation for the MKP, the heuristic ordering in which items are considered during repair and local improvement in the DIH-variant introduces a further level of heuristic bias. This bias favors solutions on the boundary, which are similar to the LP-relaxed solution.
Last but not least, the special initialization of DIH yields another heuristic bias, comparable to repairing and local optimization.

7.2 Comparison

The previous paragraphs discussed the heuristic bias of evolutionary algorithms for the MKP in a qualitative way. Now, we analyze the selected approaches empirically in more detail and quantify heuristic bias. From Chu and Beasley’s benchmarks with \( n = 250 \) items and \( m = 10 \) constraints, we consider the first instance for each tightness ratio \( \alpha \in \{0.25, 0.5, 0.75\} \). Note that the instance with \( \alpha = 0.5 \) is the one named CB5 in Section 4.

For each representation and each of the three instances, 1,000,000 phenotypes were randomly created by the initialization methods. Two different variants are considered in the case of DIH: In the first one, repair and local improvement were applied to random bit strings (random initialization), while in the second variant, solutions were created by the special heuristic initialization function described in Section 3.6. This allows us to separately investigate the heuristic bias of repair combined with local improvement on the one side and the heuristic initialization on the other side.

Figure 3 shows the frequencies with which the solutions’ gaps fall into the 0.1%-wide intervals \([0, 0.1\%), [0.1\%, 0.2\%], \) etc. The main tendencies are the same for all three tightness ratios. The gaps are always approximately Gaussian distributed. Mean gaps and standard deviations are subsumed in Table 4. PE, OR, DI, and RK exhibit identical distributions with the largest mean values and standard deviations. This is not surpris-

![Figure 3: Frequencies of gaps from random solutions on instances with tightness ratios \( \alpha \in \{0.25, 0.5, 0.75\} \) to fall into intervals of 0.1% width.](image-url)
Table 4: Observed mean gaps [%] and corresponding standard deviations $\sigma$ for random solutions on instances with tightness ratios $\alpha \in \{0.25, 0.5, 0.75\}$.

| Representation | $\alpha = 0.25$ | | $\alpha = 0.5$ | | $\alpha = 0.75$ | |
|---------------|----------------|----------------|----------------|----------------|----------------|
|               | gap [%]  $\sigma$ | gap [%]  $\sigma$ | gap [%]  $\sigma$ | gap [%]  $\sigma$ | gap [%]  $\sigma$ |
| PE            | 26.21  2.50 | 16.86  1.67 | 9.85  1.10 | |
| OR            | 26.21  2.51 | 16.86  1.67 | 9.85  1.11 | |
| DI            | 26.21  2.51 | 16.86  1.67 | 9.84  1.10 | |
| RK            | 26.21  2.51 | 16.86  1.67 | 9.84  1.10 | |
| WB            | 5.35  1.52 | 3.00  0.91 | 1.57  0.45 | |
| DIH / rand. init. | 13.12  2.56 | 14.77  1.89 | 4.79  1.22 | |
| DIH / heur. init. | 2.29  0.81 | 1.07  0.37 | 0.81  0.34 | |

ing since these four representations use the same first-fit heuristic and have no further heuristic bias. The heuristic initialization of DIH exhibits the smallest mean gaps and standard deviations, which indicates its strongest heuristic bias. The combination of DIH’s random initialization with repair and local improvement exhibits particularly less heuristic bias than DIH’s heuristic initialization and WB’s decoder.

For each representation, the mean gaps of random solutions differ significantly for the three tightness ratios. However, we may not generally conclude that the heuristic bias is stronger for instances with larger tightness ratios. Usually, the solution of the LP-relaxed MKP, on which the definition of the gap relies, represents a tighter bound to the discrete optimum for problem instances where the tightness ratio is large.

Therefore, instead of comparing absolute values of gaps, we consider relative differences among the different representations and initializations. For PE, OR, DI, RK, WB, and DIH’s heuristic initialization, the relations between the mean gaps, respectively the standard deviations, remain roughly the same over the three tightness ratios. We conclude that in these cases, the heuristic bias does not strongly depend on the tightness ratio. In contrast, DIH’s random initialization behaves significantly different on the three instances; the reason is explained in the following.

We first consider the instance with tightness ratio $\alpha = 0.25$. Feasible solutions usually contain only relatively few – about $n/4$ – items due to the low resource capacities. However, in DIH’s random initialization, 50% of the variables $x_j$ are expected to be initially set to 1. The heuristic repair operator has to reset many of them to 0 in order to make the solution feasible. Then, local improvement will typically find only few variables that can be set to 1. Repair therefore dominates the construction of solutions in this case, and it is mainly responsible for the significantly higher heuristic bias of DIH’s random initialization in comparison to PE, OR, DI, and RK.

In case of $\alpha = 0.75$, the resource capacities are large, and about $3/4$ of all variables are expected to be set to 1 in feasible, locally optimal solutions. Starting from a random selection of items, repair has usually almost nothing to do, but local improvement includes many additional items. Therefore, the heuristic bias comes mainly from local improvement.

When $\alpha = 0.5$, about $n/2$ variables $x_j$ are expected to be set to 1 in a feasible, locally optimal solution. Since this corresponds to the expected number of variables initially set to 1 by DIH’s random initialization, both, repair and local improvement make usually only small changes. The total heuristic bias is in this case therefore smallest, and the empirically observed mean gap is only a bit smaller than that of PE, OR, DI,
and RK. This small difference, however, is nevertheless caused by repairing and local improvement.

To conclude, the stronger heuristic bias of DIH and WB is a significant condition for the high performance and quick convergence of the EAs based on these representations. The heuristic bias of DIH lies mainly in its special heuristic initialization and only secondly in the repair and local improvement operators, whose impacts depend on the tightness ratio. Nevertheless, repairing and local improvement contribute to the overall heuristic bias of DIH, too. We refer to (Gottlieb, 1999) for a more detailed study of various aspects of initialization, repairing, and local improvement of the direct representation.

Obviously, heuristic bias does not solely determine performance. In particular, it does not explain the performance differences between PE, OR, DI, and RK observed in Section 4.2. In the next section, we will focus on further important properties, namely the locality and heritability of the variation operators.

8 Locality and Heritability

In order to gain insight into the locality and heritability properties that a representation with its variation operators provides, several measures and the empirical techniques to obtain estimations are discussed in this section. These measures were originally introduced in (Gottlieb and Raidl, 1999). Later, they were adapted to the fixed charge transportation problem (Gottlieb and Eckert, 2000; Eckert and Gottlieb, 2002).

Here and in the remaining parts of this article, problem instance CB5 (\(n = 250, m = 10, \alpha = 0.5\)) is used in all empirical investigations, but the general trends also remain valid for other instances of different sizes and tightness ratios, as more extensive tests have confirmed.

8.1 Mutation Innovation \(MI\)

Mutation operators work in the search space, but their semantic effect can only be analyzed in the phenotype space, which contains structural information about solution candidates. Therefore, we characterize the effect of mutation by the distance between the involved phenotypes. Let \(X \in S\) be an element from the search space and \(X^m \in S\) the resulting element after applying mutation. In the case of the direct representation, we consider repair and local improvement as part of the mutation operator; furthermore, the original solution \(X\) is assumed to be feasible and to lie on the boundary, and \(x, x^m \in P\) shall be the phenotypes represented by \(X\) and \(X^m\), respectively.

**Definition 8.1** The mutation innovation is the phenotypic distance between solution \(x\) and the mutated solution \(x^m\),

\[
MI := d_P(x, x^m).
\]  

\(MI\) is a random variable that describes how much “innovation” is introduced into a solution by mutation. Its distribution immediately reflects several important aspects concerning locality.

We investigated the mutation innovation of the six representations on problem instance CB5 empirically by randomly creating 100,000 elements of the search space and applying mutation to all of them. Figure 4 shows a histogram for the resulting distributions of the mutation innovation.

First, we consider the case \(MI = 0\), occurring with probability \(P(MI = 0)\), in which mutation does not affect the phenotype at all. Large values for \(P(MI = 0)\) indicate that either mutation often does not make moves in the search space, or many different
elements of the search space map to the same phenotype. The latter possibility reflects a high degree of redundancy or strong heuristic bias.

The probabilities are relatively high for five out of six considered representations. The main reason is that the search space is mapped to phenotypes lying on the boundary of the feasible region only. As might be expected, the stronger heuristic bias of WB and DIH results in even higher values for these two representations. The high values for \( P(MI = 0) \) demonstrate the importance of phenotypic duplicate elimination for maintaining a minimum diversity in the population.

For DI, the probability \( P(MI = 0) \) is much smaller than for the other representations, although it also produces only phenotypes on the boundary of the feasible region. Whereas DIH always uses the same heuristic ordering during repairing and local improvement of a mutated individual, DI uses a random ordering. The parent is a kind of attractor for DIH, because it was also produced using the same heuristic ordering that reduces the innovation introduced by the bit flip mutation. DI does not have such an attractor, and the random ordering does not reduce but increases the innovation of the bit flip mutation. As a consequence, the probability of producing a phenotypic duplicate is very low, which was already observed in section 4.4.

There is no possibility that \( MI = 1 \) for any representation, since \( d_P(x, y) \geq 2 \) for each pair of distinct solutions \( x, y \in P \) lying on the boundary of the feasible region.

When mutation actually modifies the phenotype, thus, \( MI > 0 \), the distributions of \( MI \) become roughly binomial and it makes sense to calculate mean values as estimations for the conditional expected values \( E(MI|MI > 0) \) and standard deviations \( \sigma(MI|MI > 0) \). In general, a small \( E(MI|MI > 0) \) indicates high locality – a single mutation changes the phenotype only slightly – and should therefore be aspired. Large expected values signalize that highly different solutions are frequently generated, locality is weak, and hence the search of the EA tends towards random search.

Table 5 lists empirically obtained values for the considered representations. OR yields substantially higher values for \( E(MI|MI > 0) \) and \( \sigma(MI|MI > 0) \) than the other representations: 27.83 items, about 11% of all \( n = 250 \) items, must be expected to change when mutation creates a new, non-duplicate solution. Thus, locality is weak in OR’s mutation. All other representations exhibit relatively low expected values. The direct representations DI and DIH provide the highest locality. With \( E(MI|MI > 0) = 2.46 \), which is remarkably close to the lower bound 2 on the distance between two phenotypes on the boundary, DIH provides the highest locality,
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Table 5: Characteristic values for the mutation innovation $MI$.

<table>
<thead>
<tr>
<th>Measure</th>
<th>PE</th>
<th>OR</th>
<th>RK</th>
<th>WB</th>
<th>DI</th>
<th>DIH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(MI = 0)$ [%]</td>
<td>48.90</td>
<td>49.12</td>
<td>50.32</td>
<td>86.57</td>
<td>3.90</td>
<td>76.09</td>
</tr>
<tr>
<td>$E(MI</td>
<td>MI &gt; 0)$</td>
<td>5.31</td>
<td>27.83</td>
<td>4.66</td>
<td>4.35</td>
<td>3.94</td>
</tr>
<tr>
<td>$\sigma(MI</td>
<td>MI &gt; 0)$</td>
<td>1.56</td>
<td>23.14</td>
<td>1.46</td>
<td>1.35</td>
<td>1.55</td>
</tr>
</tbody>
</table>

followed by DI, WB, RK and PE with mean values in the range from 3.94 to 5.31. The difference between DI and DIH is due to the ordering of the items in repair and local improvement.

In the EA, mutation is – together with crossover, which is the topic of the next section – iteratively applied. How does the distribution of mutation innovation change when $k > 1$ successive mutations are applied? We investigated this case again empirically on instance CB5 by randomly creating 100,000 solutions and mutating each of them 1,000 times. In each sequence of mutations, the phenotypic distance between the original solution and the one created after $k \in \{1, 2, 3, 4, 8, 16, 32, 64, 128, 256, 512, 1000\}$ mutations were calculated, i.e. the mutation innovations over $k$ mutations, denoted by $MI^k$.

As might be expected when considering the mutations to be independent, the probability that the process leaves the phenotype unchanged drops approximately exponentially with increasing $k$ according to the formula

$$P(MI^k = 0) \approx P(MI = 0)^k.$$  \hspace{1cm} (15)

Figure 5 plots empirically obtained mean values $E(MI^k | MI^k > 0)$ and standard deviations $\sigma(MI^k | MI^k > 0)$ over the number of mutations $k$. OR exhibits much higher mean values and standard deviations than the other representations as long as $k$ is less than 100. Again, this is a strong indication for OR’s weak locality with respect to mutation. For large $k$, the mean values of PE, OR, DI, and – to slightly lesser degrees DIH and RK – approach values around $n/2 = 125$, which is approximately the expected phenotypic distance of two random phenotypes. WB approaches a significantly lower value around 35 due to its strong heuristic bias. In particular, we observe here a significant difference to DIH, which is also strongly heuristically biased by its repair and local

Figure 5: Empirical estimations for $E(MI^k | MI^k > 0)$ and $\sigma(MI^k | MI^k > 0)$ plotted over the number of mutations $k$.  
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improvement, but where iterated mutation is also able to create solutions much farther away. This can be an advantage for DIH, since it reduces the probability for getting trapped at a local optimum.

### 8.2 Crossover Innovation $CI$

The ability of crossover to mix the parents’ phenotypic properties in a creative way can be quantified by distances in the phenotype space. In binary crossover, an offspring $X^c \in S$ is created from two parents $X^{p1}, X^{p2} \in S$. Let $x^c, x^{p1}, x^{p2} \in P$ be the corresponding phenotypes. For the direct representation, we again assume that $X^{p1}$ and $X^{p2}$ are feasible and lie on the boundary and repair and local improvement of the offspring is performed after crossover. We adopt the concept of the mutation innovation for crossover in the following way.

**Definition 8.2** The crossover innovation $CI$ is the phenotypic distance between an offspring and its phenotypically closer parent:

\[
CI := \min(d_p(x^c, x^{p1}), d_p(x^c, x^{p2})).
\]

The parents $X^{p1}$ and $X^{p2}$, respectively $x^{p1}$ and $x^{p2}$, can be interpreted as random variables, and $x^c$ and $CI$ are then dependent random variables.

Obviously, $CI$ is 0 if either $x^c = x^{p1}$ or $x^c = x^{p2}$, thus, if crossover is not able to create a new solution.

In general, the expected value of $CI$ strongly depends on the distance between the parents $d_S(X^{p1}, X^{p2})$, respectively $d_p(x^{p1}, x^{p2})$. Larger parental distances will usually induce larger crossover innovations. The practical meaning is that in an EA, crossover will be able to create more different solutions when the population’s diversity is high than when its solutions are similar.

We empirically investigated the crossover innovation for the six representations on randomly created pairs of parent solutions. To consider the dependency on the parental distance in a reasonable way, only each $X^{p1}$ is created independently at random, and the second parent $X^{p2}$ is derived from $X^{p1}$ via $k > 0$ consecutively applied mutations. For DI and DIH, $X^{p2}$ was also repaired and locally improved. Furthermore, the duplicate elimination of the EA framework was taken into account by discarding all pairs of phenotypically identical parents; thus, $d_p(x^{p1}, x^{p2}) > 0$ always holds. The expected phenotypic distance between the parents is therefore $E(d_p(x^{p1}, x^{p2})) = E(MI^k | MI^k > 0)$, as it was shown in Figure 5.

In the following, we denote the crossover innovation for the case where the second parent was derived from the first via $k$ mutations by $CI_k$. 100000 pairs of parents were created for each $k \in \{1, 2, 3, 4, 8, 16, 32, 64, 128, 256, 512, 1000\}$. Figure 6 plots the observed probabilities for $CI_k = 0$ and the empirically estimated conditional expectations $E(CI_k | CI_k > 0)$ with standard deviations $\sigma(CI_k | CI_k > 0)$ over $k$.

If $k = 1$, the one-point crossover of OR and the uniform crossover of RK and WB are unable to produce new solutions; thus $P(CI_1 = 0) = 100\%$, and no values therefore exist for $E(CI_1 | CI_1 > 0)$ and $\sigma(CI_1 | CI_1 > 0)$. In case of PE and $k = 1$, swap mutation is used to derive the second parent, and in combination with uniform order based crossover, solutions different to the parents can be created with probability $P(CI_1 > 0) \approx 47\%$. DI and DIH use uniform crossover, as RK and WB do, but they are able to create new solutions for $k = 1$ with probability $P(CI_1 > 0) \approx 75\%$ and $20\%$, respectively. This is possible since repair and local improvement are applied and mutation changes each bit with a certain probability. DI has a much higher probability $P(CI_1 > 0)$ due to the random ordering in repair and local improvement.
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High probabilities $P(CI_k = 0)$ for small $k$ emphasize the importance of taking care of the population diversity in the EA, as the considered EA framework does by discarding phenotypically identical solutions. In general, $P(CI_k = 0)$ decreases with increasing $k$. Whereas it approaches 0 in case of PE, RK, WB, DI and DIH, it remains relatively high (> 45%) for OR. The reason is OR’s one-point crossover which frequently only exchanges genes in the rear part of the genotype that have no effect during decoding. In OR, the phenotype is mainly determined by the genes in the front. The large duplicate ratios of OR observed in Section 4.4 can now be explained by the high probabilities of both, $CI_k = 0$ and $MI = 0$.

The plots for $E(CI_k | CI_k > 0)$ and $\sigma(CI_k | CI_k > 0)$ are indicators for locality of crossover. $E(CI_k | CI_k > 0)$ should be small for small $k$ and become larger for increasing $k$. In more detail, the distance of the offspring to both of its parents should usually not be larger than the distance between the parents, i.e. $E(CI_k | CI_k > 0) \leq E(MI_k | MI_k > 0)$ should hold for any $k$.

This condition holds for all considered representations. Thus, $CI_k$ gives no indication for weak locality of any of our representations concerning crossover. OR’s $E(CI_k | CI_k > 0)$ is particularly larger than those of the other representations, but this follows from the large phenotypic distances of the parents ($E(MI_k | MI_k > 0)$) due to the weak locality of mutation. WB’s $E(CI_k | CI_k > 0)$ is very low, which coincides with its low mutation innovation displayed in Figure 5. The reason is the strong heuristic bias of WB.
8.3 Crossover Loss $CL$

A meaningful crossover operator should be able to create offspring mostly out of substructures from the parental phenotypes. The following measure quantifies how strongly this condition is violated.

**Definition 8.3** The crossover loss $CL$ is the total size of phenotypic substructures (the amount of phenotypic properties) in an offspring $x_c$ that is not inherited from either of the parents $x_{p1}$ and $x_{p2}$ but newly introduced.

For the MKP this means

$$CL := \sum_{j=1}^{n} \delta(x_{j}^{c}, x_{j}^{p1}, x_{j}^{p2})$$

with

$$\delta(x_{j}^{c}, x_{j}^{p1}, x_{j}^{p2}) = \begin{cases} 0 & \text{if } x_{j}^{c} = x_{j}^{p1} \text{ or } x_{j}^{c} = x_{j}^{p2}, \\ 1 & \text{otherwise.} \end{cases}$$

(18)

Based on the definition of the phenotypic distance metric, this can also be written as

$$CL := \frac{1}{2}(d_{P}(x_c, x_{p1}) + d_{P}(x_c, x_{p2}) - d_{P}(x_{p1}, x_{p2})).$$

(19)

Note that $CI = 0$ implies $CL = 0$, but not vice versa. We preclude the case where crossover is not able to create a new solution and consider the expected value $E(CL|CI > 0)$ and its standard deviation $\sigma(CL|CI > 0)$.

Empirical estimations were calculated based on the experiments described in the previous section. $CL_k$ denotes the crossover loss when the second parent is created out of the first, randomly generated one by $k$ mutations. Figure 7 shows these estimated $E(CL_k|CI_k > 0)$ and $\sigma(CL_k|CI_k > 0)$ plotted over $k$ for the six representations.

In general, DIH exhibits the smallest expected crossover loss and standard deviation, and thus, the strongest heritability. The corresponding values of DI, WB, RK, and PE are slightly larger, especially for $k \geq 10$, but still reasonable. OR exhibits substantially larger values for $E(CL_k|CI_k > 0)$, and they increase significantly with increasing $k$. The standard deviation $\sigma(CL_k|CI_k > 0)$ follows this trend. We conclude that OR’s heritability is particularly poor when the parents are very different. The reason is again the strong dependency of the meaning of each gene on all its preceding genes. In the

![Figure 7: Crossover loss: Empirically estimated $E(CL_k|CI_k > 0)$ and $\sigma(CL_k|CI_k > 0)$.](image-url)
case of $k = 1000$, about 28 variables receive on average new values that are not inherited from the parent solutions. These are $\approx 11\%$ of all 250 variables, and they account for about the half of the differences between the offspring and its closer parent, i.e. $E(\text{CL}_k | \text{CI}_k > 0) \approx 1/2 \cdot E(\text{CI}_k | \text{CI}_k > 0)$.

9 Search Dynamics

The previous section investigated the representations in combination with their variation operators and decoders, respectively repair and local improvement. That analysis revealed strong indicators for various conditions that affect performance. All these static investigations were done without performing complete runs of evolutionary algorithms. Obviously, the iterated interplay of selection, variation operators, and replacement strategy in the EA exhibits its own dynamics. Therefore, this section studies the complete dynamic case and confirms that the results obtained by the static measurements remain valid and accurate.

In evolutionary search, the behavior of the variation operators is expected to depend on the current population’s properties. Therefore, we observed the measures introduced in the previous section also during actual runs of the EA. At each iteration $t$ of such a run, the phenotypic distance of parents selected for crossover $\text{PD}_t = d_p(x^{p1}, x^{p2})$, the crossover innovation $\text{CI}_t$, the crossover loss $\text{CL}_t$, and the mutation innovation $\text{MI}_t$ were calculated.

The descriptive values $E(\text{PD}_t)$, $P(\text{MI}_t = 0)$, $E(\text{MI}_t | \text{MI}_t > 0)$, $P(\text{CI}_t = 0)$, $E(\text{CI}_t | \text{CI}_t > 0)$, $\sigma(\text{CI}_t | \text{CI}_t > 0)$, $E(\text{CL}_t | \text{CI}_t > 0)$, and in addition the probability that the created offspring is a duplicate $P(\text{dup}_t)$ were estimated in dependence of $t$. We divided the whole run into consecutive observation intervals and calculated the proportions, respectively conditional mean values and standard deviation for each interval.

The steady-state framework with the properties described in Section 4 was used, and again, we consider instance CB5 as a representative example. Since the population dynamics usually change faster in early phases of a run, the size of the observation intervals is small at the beginning and increases with $t$. We start with intervals of size 10 and multiply this size by 10 after iterations 100, 1000, 10000, and 100000. In order to further increase the confidence of the results, 20 independent runs were performed, and all sample values of the corresponding intervals were merged.

9.1 Mean Distance of Crossover Parents and Probability of Duplicates

Figure 8 shows for all six representations the dynamics of the phenotypic mean distance of crossover parents $E(\text{PD}_t)$ and the probability of duplicates $P(\text{dup}_t)$ plotted over $t$. $E(\text{PD}_t)$ is a good indicator for the diversity in the population. PE, OR, RK and DI start with large values, thus, high diversity. We already know that the initial diversity is significantly smaller for WB and in particular DIH due to their strong heuristic bias, and the initial $E(\text{PD}_t)$ is therefore also much smaller in these cases. After about 10000 iterations, the diversity has decreased substantially for PE, RK, DI and OR, and after 100000 iterations all curves meet at the same value of about 9.5. Obviously, the duplicate elimination scheme avoids significantly smaller average parent distances and, thus, the total loss of diversity.

A surprise may be the behavior after this point, which we call post-convergence diversity increase: $E(\text{PD}_t)$ increases in all cases to a final value of $\approx 12$. The reason for this behavior is that the population has already converged in highly fit regions of the search space during the first phase of a run; the neighborhoods of identified local
optima have been searched well, and the best solutions of these regions are contained in
the population. Due to the used replacement strategy, new solutions will only remain
in the population if they are at least as good as the other population members
and phenotypically different. This implies that such accepted new solutions usually do not
lie in the already well searched regions. Thus, these solutions are typically farther away
from the rest of the population, and diversity is increased.

The population’s diversity is also reflected by the observed probabilities of creating
duplicates \( P(d_{\text{dup}}) \). In the case of PE, RK, and WB, this probability is low at the
beginning and increases after some thousand iterations. The same pattern is observed
for DI, but the increase happens later and the amount of duplicates is smaller. Due to
the post-convergence diversity increase, \( P(d_{\text{dup}}) \) decreases during the last phase of a
run. The duplicate ratio of OR is generally much larger (as already observed in Sec-
tion 4), but otherwise behaves similarly. Considering DIH, \( P(d_{\text{dup}}) \) is particularly high
at the beginning due to the strong heuristic bias of initialization, but decreases strongly
after about a thousand iterations.

9.2 Mutation Innovation

Figure 9 shows the dynamics of mutation innovation. For all representations but DI,
the measures \( P(MI_t = 0) \) and \( E(MI_t | MI_t > 0) \) do not change significantly during a
run and closely correspond to the values obtained in the static measurements, compare
Table 5. This is quite intuitive and proves that mutation innovation does not depend on
the population dynamics and in particular the population diversity. For DI, however,
\( P(MI_t = 0) \) increases slightly from about 6% to 12% over the whole run. A likely expla-
nation for this deviation is the specific characteristics of the search space in the neigh-
borhood of the identified best solutions: These solutions typically consist of highly
efficient items. When an item is removed or inserted by mutation, the random-order-
based local improvement and repair strategies seem to have slightly fewer options than
in the case of mutated weaker solutions appearing earlier during the run.

9.3 Crossover Innovation and Crossover Loss

Figure 10 shows dynamic results for crossover. The probability of creating an offspring
that is identical to one of its parents \( P(CI_t = 0) \) is always low for DI, PE, RK, and WB,
and relatively high for OR. For DIH, \( P(CI_t = 0) \) is high at the beginning of a run due
Figure 9: Dynamic investigations: Mutation innovation $MI_t$.

Figure 10: Dynamic investigations: Crossover innovation $CI_t$ and crossover loss $CL_t$.

to DIH’s low initial diversity, but it decreases after about thousand iterations. For all representations except DIH, the conditional mean value $E(CI_t | CI_t > 0)$ is relatively large at the beginning of a run and decreases to $\approx 5$. The smaller initial values of WB and in particular DIH are due to their heuristic biases and the lower diversity. The conditional mean crossover loss $E(CL_t | CI_t > 0)$ is small in all cases except OR, which exhibits relatively large values during the first few thousand iterations because of the poor heritability of its crossover.
9.4 Comparison with Static Analysis

The observations and differences in the search dynamics among the representations are not surprising, since they conform to the results of the previous static measurements. During the static measurements for crossover, the degree of population diversity was modeled by deriving the second parent from the first via $k$ mutations. Figure 5 showed the conditional mean mutation innovation $E(MI^k|M_I^k > 0)$ for such a sequence of $k$ mutations, and thus, the phenotypic mean distances of crossover parents $E(PD_k)$. We use $E(MI^k|M_I^k > 0)$ to find values for $k$ that induce approximately the same phenotypic mean parent distances as observed during the dynamic measurements.

At the beginning of an EA run, initial solutions are created independently at random. With the exception of DIH, the highest average parent distance $E(PD_t)$ is provided at this point. In our static investigations, $k = 1000$ yields the best approximation of this case. For PE, OR, RK, WB, and DI all dynamically observed measures $P(CI_t = 0)$, $E(CI_t|CI_t > 0)$, $\sigma(CI_t|CI_t > 0)$, and $E(CL_t|CI_t > 0)$ with $t = 10$ are approximately equal to the corresponding static values with $k = 1000$. DIH is an exception since it applies heuristic initialization. It starts with a particularly lower parent distance $E(PD_t) \approx 5$, which is approximately reached in the static measurements with $k = 10$. With this value, DIH’s static measures for crossover innovation and crossover loss also almost correspond with its dynamic ones.

Next, we consider as example iteration $t = 2000$ of the dynamic measurements. The observed values for the phenotypic parent distance are reached in the static measures when $k \approx 64$ for PE, $k \approx 16$ for OR, $k \approx 100$ for RK, WB, and DI, and $k \approx 10$ for DIH. Again, static measures with these $k$-values almost correspond with the dynamic measures at $t = 2000$.

This approximate conformity of dynamic and static results holds consistently for any iteration. There is only one restriction regarding OR: Due to the poor locality of OR’s mutation, the static measurements were not able to model the situation of very low diversity. The average phenotypic distance of crossover parents in the static measurements is never less than the expected innovation of a single mutation $E(MI|MI > 0) \approx 27.83$. However, in the dynamic measurements $E(PD_t)$ becomes smaller than this value after about 6000 iterations.

10 Discussion

Evolutionary search has many different aspects that can be analyzed independently. Our study concentrated on heuristic bias, locality, and heritability, which all focus on the representation issue. We proceed with an integrated view of all these concepts.

Poor locality causes evolutionary search to perform like random search. Thus, a sufficient level of locality is a prerequisite for any evolutionary algorithm to perform well. High locality is good since it allows us to explore the neighborhood of good solutions. The highest possible locality would be obtained by mutation operators that simply copy the parent. However, without mutation innovation evolutionary search will converge quickly, resulting in a poor exploration of the search space. Thus, mutation innovation should be low but not zero. Phenotypic duplicate elimination is a generally applicable mechanism to maintain a certain degree of diversity. In particular it perfectly complements low mutation innovation.

Heritability is a kind of generalization of locality. It deals with more than one parent, but all the consequences of high and low locality are also valid in the context of heritability.
Selection focuses search on solution candidates with high fitness. An appropriate balance of mutation innovation, crossover innovation, locality, and heritability is needed to adequately explore the regions around these promising candidates. Heuristic bias is a kind of additional meta-selection which is part of the representation and its associated variation operators. An appropriate heuristic bias makes it easier for evolutionary search to produce high-quality solutions, whereas low-quality solutions are less likely to be reached. An extreme heuristic bias is dangerous because it restricts innovation in evolutionary search. In such cases, the innovation could be increased by using a higher mutation innovation, but this implies a poorer exploration of neighborhoods of good solutions. Thus, only a controlled degree of heuristic bias is useful. Obviously, if heuristic bias is used it must also be ensured that the correct part of the search space is favored, because otherwise this meta-selection hinders evolutionary search from finding the really intended (nearly) optimal solutions. Again, phenotypic duplicate elimination is helpful to reduce the negative effects of strong heuristic bias.

In general, we perceive phenotypic duplicate elimination as a tool to strengthen well-designed EAs. However, it is not as crucial as the representation and its variation operators. Using duplicate elimination in an EA where, for example, mutation innovation is too low or heuristic bias is too high, the search will not make progress due to wasting too much time by rejecting duplicates.

We presented a methodology that can be used to empirically study and compare different representations and associated operators. Our approach can be directly applied to very different problems, supposed that a reasonable phenotypic distance can be defined for the problem at hand. This is the case for most combinatorial optimization problems and many other domains. Cases where a meaningful phenotypic distance is hard to find are in particular problems having solutions of variable length or with stochastic components. Occasionally, the best suited phenotypic distance may also be too expensive to calculate. For example, determining the inversion distance on permutations is an NP-hard problem for its own (Caprara, 1999).

Last but not least, the suggested concepts can also be used in a theoretical analysis of representations and operators, if the proposed measures like mutation innovation or crossover loss can be determined analytically for a given problem and representation.

11 Conclusions

We have compared six different representations and associated variation operators for the MKP. Four of them are decoder-based, and two are direct encodings with different local improvement and repair strategies. The basic ideas of these representations have already been applied to a variety of other combinatorial optimization problems, too. The complex decoders, respectively local improvement and repair strategies, of these representations make it practically impossible to analyze an EA applying these representations in a fully theoretical way.

This article proposed a hands-on approach to study the properties of the representation and its variation operators that substantially influence the performance of an EA. Inexpensive static measurements based on randomly created solutions were applied to gain insight into the behavior of decoder, initialization, repair, local improvement, mutation, and crossover. The key properties we focused on are heuristic bias, locality, and heritability. Based on a phenotypic distance metric, measures were introduced for mutation innovation, crossover innovation, and crossover loss in order to quantify and “visualize” different aspects of mutation and crossover. The distribution of fitness values was used to characterize heuristic bias.
In addition to the static measurements, observations during actual EA runs were performed. More information about dynamic aspects, mainly concerning diversity, could be gathered, and it was shown that the results of the isolated static measurements remain valid in the dynamic case.

From the six considered MKP representations, DIH exhibits the highest heuristic bias and strongest locality and heritability. Its diversity is generally low, but the variation operators in combination with the phenotypic duplicate elimination of the used EA framework guarantee the necessary amount of innovation for making progress in the search process. This combination of good properties explains why DIH achieves the best performance among the considered representations. The weaker effectivity of the other considered EAs can be mainly explained by their weaker locality and heritability (in particular OR) and their weaker heuristic bias (in particular DI).

Specific results were mainly shown for a single problem instance. For other instances, absolute values of results are obviously different. However, extensive tests on differently structured instances have consistently shown the same qualitative trends for the six considered representations.

The introduced measures quantify essential aspects of evolutionary search, which are often used intuitively without formalization. In general, the described measurements represent a framework that can aid the design process of EAs. Performing the static measurements on candidates of representations and operators allows for a relatively inexpensive pre-evaluation without performing extensive complete EA runs. In this way, particular strengths or weaknesses can be noticed early, and the general performance of an EA can be predicted to some degree. The decision of which representation and combination of operators one should finally use is supported.

The proposed approach can easily be applied to various other combinatorial optimization problems, as it has already been demonstrated for the fixed charge transportation problem (Gottlieb and Eckert, 2000; Eckert and Gottlieb, 2002). Basically, only an appropriate phenotype distance metric is needed to analyze representations and variation operators for other problems.
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