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ABSTRACT

The main purpose of this paper is to demonstrate the capability of a new simulation–optimization model especially tailored to investigate the optimal management strategy of a closed coal mine in the Ruhr, Germany. This paper deals with the multiphase/multicomponent flow simulation; the optimization model (simulated annealing); the mesh generation function; the coupling of them; and the use of a parallel computer. Firstly, a mesh generation function is included in the total procedure for the modelling of complex system configurations often required when the real-world problem is dealt with. The multiphase/multicomponent flow simulator can simulate not only groundwater flow and a tracer in it but also the multiphase systems (e.g. gas–water, gas–water–NAPL system). Moreover, a parallelization strategy for the optimization procedure is proposed and implemented to overcome the enormous CPU time problem always tagged to real-world simulation–optimizations. This strategy succeeded in enhancing the efficiency of the overall procedure almost linearly by the number of the processors in a parallel computer. This model is then applied to study how to install the passive extraction wells for controlling the migration of methane continuously desorbed from coal seams inside the closed coal mine in the Ruhr, Germany. The general rule proposed as the result of the application is rather simple although it is considered very useful in many practices of coal mining operations. This paper briefly outlines the overall procedure.
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INTRODUCTION

For the past couple of decades, the mining sector has played a major role in energy production all over the world. The importance of coal-mining activities can be seen in the fact that, in 1951, the European Coal and Steel Community was established which became an origin of the current European Union. However, the mining sector has been forced to change its role due to the replacement of coal by petroleum as the main energy source. This kind of change has led to the closure of many coal mines in industrialized countries.

Even after the closures, methane still adsorbed in the unexploited coal seams is continuously released into the abandoned coal mine. Methane emission close to residential areas is dangerous because the accumulation of such methane in houses often causes human health problems. Methane presents a fire and explosion risk, as well as a greenhouse gas whose effect is considered to be dozens of times more potent than that of carbon dioxide. Methane emission causes fewer problems while mines are in operation since it is carefully controlled by gas ventilation. However, closures often lead to the termination of the dewatering and degassing facilities, and thus the risks by less-controlled methane increase. On the other hand,
methane is expected to be utilized as an energy source if the flow is large enough and controlled suction is possible.

Hence, as a matter of course, the primary concern of many coal mine administrators is how to maximize the benefit from the existence of the methane and minimize the danger from it. Toward realizing this goal, several studies on the methane migration processes in the subsurface of coal mines have been carried out over the last couple of years (see e.g. Kobayashi et al. 2003; Hinkelmann et al. 2004; Hinkelmann 2005).

What is called a simulation–optimization model generally stands for a simulation model coupled with an optimization model and vice versa. Although this kind of simulation–optimization model can be used in several ways for different purposes, one of the most conventional ways among the possible scenarios is probably to use the model as a tool to support the decision-making, e.g. for the selection of an optimal management strategy in some engineering work. Along this line, in this research a simulation–optimization model was developed and applied to a coal mining site in the Ruhr, Germany. The main purpose is to examine the optimal installation of gas extraction wells in the mine in order to control the non-acceptable migration of the methane continuously desorbed from the coal seams and released to the surface.

The outline of this paper is as follows. A brief literature survey described in the next section will delineate the distinct aspect of the application in this paper. The next section explains the methods used later in the application. These explanations start from the so-called multiphase model concepts, the optimization model, the coupling procedure of the afore-mentioned simulation model with the optimization model, and finally the parallelization scheme for the optimization procedure. Afterwards, the application of the simulation–optimization model especially designed for the closed coal mining in the Ruhr, Germany is dealt with. In the final section, the conclusion is described.

**LITERATURE REVIEW**

There are, as it seems, a relatively large number of publications dealing with the simulation–optimization application when the simulator is a groundwater model. For instance, Zheng (1990) has developed the model called ModGA. In ModGA, the simulation itself is carried out by the groundwater model MODFLOW (McDonald & Harbaugh 1988) and the transport model MT3D. The coupled optimization algorithm is a global search method Genetic Algorithm. Recent publications using MODFLOW can be found in, for example, Maskey et al. (2002) or McPhee & Yeh (2004). Maskey et al. applied MODFLOW, the particle tracking model (MODPATH) and a global optimization tool, the so-called GLOBE. The purpose of the application is to optimize the groundwater remediation strategy at a site located along the River Elbe in Europe. The work by McPhee & Yeh deals with the groundwater pumping and recharge policies in semiarid regions, specifically the Upper San Pedro River Basin, Arizona, in the USA. Separately from MODFLOW, for example, Nunes et al. (2004) deal with the reduction of the redundant groundwater monitoring wells. They set up three different objective functions to select the best subset of the groundwater monitoring stations in a hypothetically created square grid monitoring network. There are some other applications using the so-called optimization packages. These optimization packages contain some optimization algorithms with input/output interfaces capable of being connected to interfaces of other simulation models. Such examples are, for example, ASAP by Aly & Peralta (1999), PEST by Doherty (2002) and UCODE by Poeter & Hill (1998). Meanwhile, far fewer references can be found in respect of multiphase/multicomponent simulators. Some of the few relevant works are found in, for example, Finsterle & Pruess (1995) and Finsterle (2000).

Although the number of simulation–optimization model applications is gradually increasing and the knowledge in theory has been steadily accumulated, the applications to real-world problems, especially those with complex geometries, are still very limited. This is mainly because the simulation model itself requires generally large CPU times when a real-world problem is dealt with; nevertheless, the optimization algorithms, especially global search methods, require quite a few iterations by its nature, i.e. an enormous total CPU time equal to the CPU time of individual real-world simulations multiplied by the number of iterations is always required. This tendency becomes
more prominent when a multiphase model is dealt with as the CPU time generally increases. To overcome this aspect, the development of parallelization designs both in terms of simulation and optimization algorithms has been progressing rapidly to enhance the computational efficiency.

Overall, it is a great challenge to develop simulation–optimization models for the management of subsurface multiphase systems in the actual world. Bearing these facts in mind, a simulation–optimization model capable of dealing with, almost automatically, mesh generation, single/multiphase flow simulation, optimization and parallelization is developed.

METHODS

Model concepts for the methane migration simulations in porous media

A consideration for selecting a model concept for the methane migration simulation in a coal mine is briefly outlined in this section. Attention should be paid so that the focus of the consideration is always put on how to simulate methane-gas migration, and the methane-gas factor always remains in the model concept. This is different from the case when the main attention is given to groundwater flow.

In the saturated zone, it is natural to consider two phases, a liquid and a gas phase, i.e. two-phase type models are used. Suppose that the gas phase is composed of mostly methane, then using a two-phase (liquid, gas) model without including the mass transfer processes between the phases could be appropriate to describe the relevant processes (e.g. Helmig 1997). If it is assumed that the mass transfers between the phases are not of minor importance, then, for example, a two-phase (liquid, gas)/two-component (water, methane) model may be considered as the model one stage higher in terms of the process inclusion. By this model concept, the mass transfers caused by, for example, the dissolution of methane into the liquid phase can be considered (e.g. Helmig et al. 2000). However, these models might not yet be appropriate enough when the gas phase consists not only of methane and water vapor but also of some amount of air (e.g. 60% methane, 35% air and 5% water vapor). Then, a two-phase (liquid, gas)/three-component (water, methane, air) model is expected to be used (Kobayashi et al. 2005).

Meanwhile, the first question in modeling the unsaturated zone might be whether the liquid water is to be considered or not. If this is the case, a two-phase-type model is expected to be used again. The choice of a two-phase model among various alternatives (e.g. two-phase, two-phase/two-component, two-phase/three-component model, etc.) is mostly based on the same consideration as for the saturated zone. However, when water in a liquid phase is in a residual-water saturation state, then it could be appropriate to neglect the liquid phase, thereby using one-phase type models could be valid. For example, a one-phase (gas)/two-component (methane, water vapor) model or a one-phase (gas)/three-component (air, methane, water vapor) model can be considered instead. The selection between these two models mainly depends on whether or not the methane component should be distinguished from the air component.

After all, many alternatives can be considered just for the simulation of the methane-migration processes in the subsurface. Thereby, a comparative study between a two-phase (liquid, gas) and a two-phase (liquid, gas)/three-component (air, methane and water) model was carried out to obtain some insight into the differences of the simulation results due to the differences of the model concepts. The focus was put especially on the amount of methane dissolved in the saturated subsurface (Kobayashi 2004). Based on the results of the comparative study, the two-phase/three-component model is selected for the following application, bearing later applications in mind as the groundwater rebound and/or rainfall recharge take place.

Two-phase/three-component model

A schematic diagram of the two-phase (liquid, gas)/three-component (water, methane, air) model concept is shown in Figure 1. In this model concept, there are two immiscible phases, a liquid phase and a gas phase, both of which consist of three components: water, air and methane. Three mass conservation equations derived with regard to the
three components are expressed as follows:

\[
\frac{\partial (\sum_{\kappa} \rho_{\kappa}^{\text{mol}} x_{\kappa}^a \phi_a)}{\partial t} + \nabla \cdot \left( \rho_a^{\text{mol}} x_a^a \nu_a \right) + \nabla \cdot \left( -\rho_a^{\text{mol}} D_a^{\kappa} \nabla x_a^a \right) = q_a^a
\]

\[
in \Omega \times I, \quad \alpha = w, g, \quad \kappa = w, m, a,
\]

where the subscript \( \alpha \) denotes the liquid (water) phase \((w)\) and the gas phase \((g)\), while the superscript \( \kappa \) represents the three components, water \((w)\), air \((a)\) and methane \((m)\) (henceforth the liquid phase is often called the water phase since the liquid phase is mostly occupied by the liquid water). \( \rho_{\kappa}^{\text{mol}} \) stands for the molar density \([\text{mol/m}^3]\), \( x_{\kappa}^a \) the mole fraction \([-]\), \( D_a^{\kappa} \) the diffusion coefficient \([\text{m}^2/\text{s}]\) and \( q_a^a \) the source/sink term \([\text{mol/m}^3\text{s}]\). The velocity vector \( \nu_a \) is given by the so-called generalized Darcy's law:

\[
\nu_a = \frac{k_{\kappa} \mu_a}{\rho_a^{\text{mass}}} \mathbf{K}(\nabla p_a - \rho_a^{\text{mass}} \mathbf{g}),
\]

where \( \rho_a^{\text{mass}} \) is the mass density \([\text{kg/m}^3]\).

With this model concept, mass transfer processes between the phases, i.e. the dissolution and degassing of the air and methane in and out of the water phase, the evaporation of the liquid water to the gas phase and the condensation of the water vapor to the liquid water can be dealt with. This two-phase/three-component module is appended to the MUltiphase Flow, Transport and Energy – Unstructured Grid simulation framework (hereinafter referred to as MUFTE-UG). For further details, see, for example, Kobayashi (2004).

### Optimization model

In this type of simulation–optimization approach, the objective function values are calculated as the result of a series of numerical simulations driven by different initial parameter sets. Another way of saying this is that it is, in principle, not possible to delineate the shape of the objective function in advance of having carried out these simulations. However, by conducting some preliminary test simulations using some simpler system configurations of similar kinds, it was anticipated that there would exist multiple local extrema in the eventually formed objective function of the following application, although it does not change the fact that the exact shape cannot be known \textit{a priori}. These preliminary considerations gave the impression that it is not certain whether the derivative-type optimization algorithm can reduce the number of simulation iterations since a reasonable initial guess is not necessarily possible for the following application due to lack of information. A note would be that this reasonable initial guess is often possible for the case of model parameter estimations since there often exists at least some experimental data in such cases. Considering all these conditions, as the first step, a non-derivative-type optimization algorithm, the so-called Simulated Annealing (hereinafter SA, e.g. Finsterle (1993) or Kobayashi (2004)) was selected. SA has some interesting characteristics as follows:

1. SA can escape from local extrema if it is well tuned;
2. SA does not require the calculation of the derivatives of the objective function, hence the coding is relatively easy;
3. As a result, SA is considered robust, irrespective of the shape of the objective function.

Other non-derivative-type methods were not selected since some of them are considered too simple and therefore they cannot escape from local extrema (e.g. trial and error, greedy search method); some are considered more complex in terms of coding (e.g. genetic algorithm, evolutionary algorithm); nevertheless, it is considered that the ultimate computational efficiency may not be so different. For these reasons, it is regarded that starting from the SA is logical enough.
Simulated annealing

The SA algorithm especially tailored for the following application is described as follows:

\[ k: \text{index for the cooling schedule} \]
\[ x^{i,k}_c: \text{current decision vector} \]
\[ x^{i+1,k}_c: \text{new decision vector} \]
\[ x^{i,k}_c: \text{best decision vector} \]
\[ \text{obj}(x), \text{obj}^{\text{best}}: \text{Objective function and its best value} \]

\[ x_{\text{max}}, x_{\text{min}}, i_{\text{max}}, j_{\text{max}}: \text{boundary values for } x, i, j \]

Choose \( x_c^{0,0,0} \),

Compute \( \text{Obj}(x_c^{0,0,0}) \) by MUFTE–UG;

Set \( i = 1, j = 0, k = 0; \)

Repeat

\{ Generate \( f(\sigma^k, \mu) \), a random number \}

Compute \( x^{i,k}_n = x^{i,k}_c + f(\sigma^k, \mu) \Delta x^{i,k}_c \)

If \( x^{i,k}_n > x_{\text{max}} \| x_{\text{min}} \) go to generate \( f(\sigma^k, \mu) \)

Compute \( \text{Obj}(x^{i,k}_n) \) by MUFTE–UG

If(\( \text{Obj}(x^{i,k}_n) - \text{Obj}(x^{i,k}_c) = \Delta \text{Obj} > 0 \))

then \( x^{i+1,k}_c = x^{i,k}_n \) and \( \text{Obj}(x^{i+1,k}_c) = \text{Obj}(x^{i,k}_n) \)

Set \( i = i + 1, j = j, k = k; \)

else

Generate \( R_j \), a random number \( 0 < R_j < 1 \)

If \( \{ R_j > P_{\text{Bol}} \} \)

then \( x^{i+1,k}_c = x^{i,k}_n \) and \( \text{Obj}(x^{i+1,k}_c) = \text{Obj}(x^{i,k}_n) \)

Set \( i = i + 1, j = j, k = k; \)

else \( x^{i+1,k}_c = x^{i,k}_c \) and \( \text{Obj}(x^{i+1,k}_c) = \text{Obj}(x^{i,k}_c) \)

Set \( i = i, j = j + 1, k = k; \)

If \( \{ i > i_{\text{max}} \} \)

then \( i = 0, j = 0, k = k + 1 \)

until\( (k > k_{\text{max}}) \)

where \( f(\sigma^k, \mu) \) stands for the normal distribution, \( \sigma^k \) the standard deviation in the \( k \)-th iteration and \( \mu \) the mean.

As the cooling step proceeds, the standard deviation \( \sigma^k \) is reduced as (Finsterle 1993):

\[ \sigma^k = \left( \frac{k_{\text{max}} + 10}{k_{\text{max}} + 11} \right) \sigma^0 \]

where \( \sigma^0 \) is the standard deviation at the initial temperature, \( k_{\text{max}} \) the total number of cooling steps. \( \Delta x \) is calculated such that:

\[ \Delta x = A \left( x_{\text{up}} - x_{\text{low}} \right) \]

where \( A \) is the coefficient determined by trial and error and \( x_{\text{low}} \) the boundary value of the decision vector. The superscripts \( \text{up} \) and \( \text{low} \) denote the upper (maximum) and lower (minimum) boundaries.

The so-called Boltzmann probability in the chart as the criterion of the deteriorated solution acceptance is expressed by

\[ P_{\text{Bol}} = e^{-\frac{\text{Obj}(x^{i+1,k}_c) - \text{Obj}(x^{i,k}_n)}{\sigma^k}} \]

where \( \text{Obj}(x) \) is the objective function, \( \Delta \text{Obj} = \text{Obj}(x_{i+1}) - \text{Obj}(x_i) \) and \( T_k \) the temperature at the \( k \)-th cooling stage. The cooling schedule is represented by \( T_k = aT_0 \) where \( T_0 \) is the initial temperature and \( a \) the coefficient determined heuristically. There are several criteria considered to be reasonable in order to terminate the simulation. This time the optimization procedure is terminated after taking \( k_{\text{max}} \) number of cooling steps.

**Objective function**

In the following application, the objective function is defined as

\[ \text{Obj}(x) = \max \sum_{i=1}^{\text{num}} Q_{m,i}(x_i) \]

where \( x_i \) is the coordinate of the well \( i \) constrained by the boundaries of the decomposed roadway, \( Q_{m,i} \), the amount of the methane extracted from well \( i \) at the steady state located at the coordinate \( x_i \) and \( \text{num} \) the total number of wells. This objective function means that our optimal condition is the result of positioning extraction wells at the locations where the sum of the methane extractions is maximized. In other words, this objective function implies that we control the methane behavior focusing on its physics. The parameters of the simulation–optimization model tuned heuristically for the following application are summarized in Table 1.

<table>
<thead>
<tr>
<th>( k_{\text{max}} )</th>
<th>( K_{\text{Bol}} )</th>
<th>( T_0 )</th>
<th>( a )</th>
<th>( A )</th>
<th>( \mu )</th>
<th>( \sigma^0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1</td>
<td>0.25</td>
<td>0.8</td>
<td>2/5</td>
<td>0</td>
<td>1/3</td>
</tr>
</tbody>
</table>
Simulation–optimization model coupling procedure

The coupling procedure of a mesh generator, MUFTE-UG and SA is outlined in Figure 2 (hereinafter referred to as MUFTE-SA). One feature here is that it includes the process of mesh generation by the mesh generator ART (Fuchs 1999). This was necessary because, in the subsequent application, the computational mesh is needed to be renewed in each simulation in order to install the extraction wells at different locations (see Figure 3). This means that the decision variables (i.e. the coordinates of the wells) are continuous under the limitation of the discrete (digital) nature of computers. The position of the installation is decided based on the response from the SA.

The overall procedure is described as follows. First, the initial input parameters necessary for MUFTE-SA are given. Then, the initial mesh is generated by ART based on the initial condition. Initial and boundary conditions are then assigned to the generated mesh according to the rules of the simulator MUFTE-UG, and the initial simulation starts. The objective function used in the optimization procedure is nothing less than the response of this simulation. Thus, the objective function calculated with the initial decision vector is obtained. Then, SA yields the next decision vector, ART generates the mesh based on SA results and MUFTE-UG computes the objective function for the next vector. After that, the current objective function is always compared with the previous objective function and the acceptance of the new solution is determined by the aforementioned Boltzmann probability. After repeating the same procedures, the optimization is terminated when it reaches a termination criterion. For further details, see Kobayashi (2004).

Parallelization scheme in optimization

The total CPU time often becomes huge when the simulation–optimization model is applied to real-world problems since the time is the sum of quite a few individual real-world simulations. Thus, in general parallel computing in terms of the simulation and/or the optimization is required (for the parallelization of MUFTE-UG, see, for example, Bastian & Helmig (1997)).

According to Sanchez & Frausto-Soils (2002), a parallel design of SA algorithms can be classified into the following two categories (for further details see, for example, Sanchez & Frausto-Soils 2000, Sanchez & Frausto-Soils 2002, Greening 1990 and Azencott 1992):

† Pseudo-parallel SA algorithms: sequential SA algorithms run on different processors at the same time or the data domain is assigned to different processors where a sequential SA is running.
† Parallel SA algorithms: the SA algorithm is divided into tasks which are distributed among several processors.

The parallelization scheme used in the subsequent application is from the first category, that is, a parallelization by means of domain decomposition. In this method, the simulation runs in the whole domain, while the optimization is carried out in the decomposed subdomains. Such a coarse-grain parallelization is comparatively easy to implement and leads to nearly ideal parallel speed-up, i.e. that the speed-up is nearly \( p \) for a parallel computation with \( p \) processors. An example of a parallelization design by such a domain decomposition tailored for the subsequent application is shown in Figure 4.

In the subsequent application, the total time was, even in the simplest case, expected to be around 7 h (each simulation CPU time) \( \times 1000 \) iterations/24 h = 292 d. Thus the use of a parallel computer was inevitable. This was realized by decomposing the roadway of the coal working into \( n \) segments (here \( n = 23 \); see Figure 4: the site details are described in the next section). After decomposing the roadway, \( k \) extraction wells are installed in \( k \) of the decomposed \( n \) segments with some reasonable assumptions from an engineering point of view. Afterwards, \( n \) simulation–optimization procedures are carried out on \( n \) CPUs of a parallel computer. Then, the (at least locally) optimal
solutions from $n$ CPUs are collected in one processor to select one best solution among them. If the selected solution is considered to follow the stopping criterion, the entire procedure stops, otherwise it iterates with the same procedure. By doing this, the total time for the simplest case was expected to be reduced using 23 CPUs, by rough estimation, to $292 \div 23 = 12.7$ d. This parallelization scheme is transferrable to many other applications such as finding the best locations of the observatory, etc., because the message passing procedures between CPUs of a parallel computer is limited, hence easy to be implemented.

**MODEL APPLICATION TO A COAL MINING SITE**

The aforementioned simulation–optimization model is then applied to a coal mining site in the Ruhr, Germany. Some related data set was provided by a German company in charge of the operation.

**Description of the coal mining site**

The coal mining site remains below ground and at present a furniture company is opening its store on the surface. Figure 5 shows a plan view of the coal mining site. In the figure, the roadways of the former coal working at a depth of 40 m are represented with the darker gray color, while the lighter gray color represents the coal working at a depth of 60 m. Figure 6 shows a schematic diagram of the transversal view of the site. This figure outlines the geological structure. As shown in the figure, the roadways at the two levels are surrounded by carbon layers. The six small dots in the plan view show the locations where so-called passive extraction wells are already installed. Passive means that no electric energy is supplied for use; instead the gas in the mine goes out to the surface via the well due to the pressure difference between the atmosphere (ca. 1 bar) and the underground pressure (ca. 1 bar $+ 10–100$ mbar by observation). Figure 7 shows the appearance of one of the installed six passive extraction wells.
At present, almost no information with regard to the real condition of the site is available except the measured permeability. A collapse of the surrounding strata in the roadways has most probably taken place, resulting in filling-in of the roadways; however, the exact state is not known. All that is known is that the methane adsorbed in the coal seams in the site is still continuously desorbed; thus it has to be extracted, in this case, by installing extraction wells. Therefore, the six passive extraction wells were installed mainly based on the intuition of experienced engineers. At this point, it was considered even better, in addition to their experience, if the manner of the installation could be reinforced by some assessments obtained from this simulation-optimization constrained by the quality of the available data. Along this line, the objective function was defined such as the one given in the section “Objective function”.

### Simulation conditions

As the starting point of this application, it was decided to model only the upper level coal working at the level of \( z = -40 \) m in a horizontal 2D cut.
First, two assumptions are made; the methane is injected as a uniformly distributed source in the computational domain and the extraction well is represented as a rectangular hole 0.3 m on a side. Then, an attempt to model the entire working, not only the roadways but also the surrounding coal seams consistently, was made as shown in Figure 9. However, other insights emerged at this point: the flow from the filled roadways to the surrounding coal seams does not always have to be taken into account because the differences of the permeabilities between these two media are large enough (from observation, the absolute permeability of the filled roadway is $10^{-2} \text{m}^2$, compared to that of the matrix of $10^{-14} \text{m}^2$). Thus, the inclusion of the surrounding coal seams is temporarily suspended.

One point coming from this assumption would be that this may change the time until the system reaches steady state. However, it was considered that it would not influence the suboptimial locations of the wells. Moreover, the discrepancy of the time span in this case is considered as of minor importance since the well maintenance cost is not that high, and additionally the real distribution of the unexploited coal seam is not known due to lack of information.

The computational mesh and the boundary conditions for such a case are shown in Figure 8. The methane release from the surrounding coal seams is expressed by the influx as a Neumann boundary condition at the roadway boundary. The amount of the influx per unit length from the boundary is $q_{\text{node}}^{\text{tot}} = 6.59 \times 10^{-4} \text{mol/ms}$, totally equivalent to the $q_{\text{node}}^{\text{tot}} \times L = q^{\text{tot}} = 2.506 \text{mol/s}$ where $L$ is the total length of the roadway boundary. This amount equals $q^{\text{tot}} = 225 \text{m}^3/\text{s}$ under atmospheric pressure condition, almost corresponding to the observational data provided by the German company. It is assumed that the influx contains 80% methane, 19% air and 1% water. This assumption comes from the fact that the methane composition of the extracted gas from already installed wells never attains a value more than 80%. The passive extraction is expressed by setting the gas phase pressure to 1 bar, i.e. atmospheric pressure.

Simulation–optimization results

This section describes the results of the simulation–optimization application for one, two and three well installations. For the reduction of the CPU time, it is decided to carry out each simulation for only around 7 h of the complete around 14 h simulation in the application since some preliminary tests showed that the optimal locations basically do not differ by this arrangement (see Kobayashi (2004) for further details).

One-well installation

For this one-well installation, 23 independent simulation–optimizations are carried out in the 23 decomposed subdomains and those 23 locally optimal results are eventually sent to one processor to evaluate the overall optimal result. As a result, two almost-equally optimal locations, one in segment 23 and the other in segment 14, are found. The gas pressure field when the well is located at the suboptimal place in segment 23 is shown in Figure 10 (left). Figure 10 (right) shows the percentages of the gas extraction amounts relative to the total gas influx at the
suboptimal locations in one of the 23 segments. Note that the percentage attains at most around 50% since the simulations were terminated around that time.

First, it is recognized that the suboptimal location in each segment is generally found at the crossing of several roadways. From the shape of the coal working, in many cases those points exist in central segment 23. As shown in Figure 10 (right), the well at the suboptimal location either in segment 14 and 23 extracts already around 50% equivalent of the gas influx at this stage, while the worst among the suboptimals only do around 12.5% (e.g. segments 1 and 21). Note that the difference between the best and worst values in this application becomes greater if the worst value from segment 1 and the best value from segment 23 are considered.

Second, as a general tendency, the segments connected to the central segment 23, such as segments 3, 8, 9, 13, 14, 15, 17, 18, 19 and 22, always realize better extractions. Thus, it is considered natural, based on these consequences, that the well at the crossing can extract gas from the surroundings much easier than the well at a place where the surroundings are bounded by the walls of the roadway can.

Two-well installation

The difficulty when installing more than one well is that, for instance in the two-well case, all possible combinations of the two-well installation by selecting 2 out of the 23 segments mean that \(22 \times 23/2 = 253\) combinations exist; hence it is expected that the total computational time, even using all 56 CPUs of the parallel computer, would be \(253 \times 292 \text{ d}/56 \text{ nodes} = 1319 \text{ d}\). In other words, it is not practical and reasonable. Therefore, it is decided to use the constraint that one well only is installed in the central segment 23. This constraint is determined mainly based on the insights from the previous one-well case such that it has been clearly shown that the gas extraction is always better realized when the well is installed in or near the vicinity, especially at the crossings of the central segment 23. By introducing this constraint, the total time is expected to be almost the same as the one-well installation.

Henceforth the two wells are called well 1 and well 2. Well 1 is installed in one of the 23 segments, while well 2 is always in segment 23. As a result, two suboptimal situations, as in the previous one-well case, are found as shown in Figure 11. The left figure shows the case when well 1 is installed in segment 23, while the right figure shows when well 1 is installed in segment 6. Then, the bottom figure attempts to clarify the differences between these two suboptimal situations by showing the total amounts of gas extraction in these two cases and the extractions from well 1 in segment 23 and well 2 in segment 23, on the one hand, and well 1 in segment 23 and well 2 in segment 6, on the other hand. Apparently, the gas extraction either from well 1 or well 2 for the segments 23 and 23 combination is, on average, lower than that from well 2 for the segments 6 and 23 combination. This fact indicates that the considerable higher interaction between those two wells both in segment 23 for the segments 23 and 23 combination prevents the
extraction from each well, while the interaction for the segments 6 and 23 combination is lower because the distance between the wells is much larger, actually one of the largest among all the segments $i$-23 combinations ($i = 1, \ldots, 23$).

Three-well installation

For the case of a three-well installation, two out of the three wells are installed in the central segment 23. This is based on the fact that for the two-well case the two wells both installed in segment 23 have realized one of the suboptimal extractions. This implied that this pattern plus the third well somewhere in the segment $i$ ($i = 0, \ldots, 23$) would produce one of the suboptimal values even if it would not be the very best among all combinations. Henceforth, the well in segment $i$ is called well 1 and the other two wells in segment 23 are well 2 and well 3.

Figure 12 shows the gas pressure fields in the two suboptimal cases. The first one is realized by installing those three wells in segments 6, 23 and 23 (above left), while the pattern of installing those three wells in segment 23 (above right) shows a slightly worse result than the segments 6–23–23 combination. The bottom figure shows the total gas extractions for both cases, and the extraction from one of the three wells installed either in segments 6, 23, 23 or 23, 23, 23, respectively. As can be seen, wells 2 and 3 for the segments 6, 23 and 23 combination realize better extraction than those for the segments 23, 23 and 23 combination, although well 1 shows the opposite result. As the sum, two relatively higher extractions from wells 2 and 3 plus a lower extraction from well 1 for the segments 6, 23 and 23 combination realize in total a better extraction than three well installation all in segment 23 when the extraction from each well is restrained due to the strong interactions.

Summary

Some general suggestions for solving this kind of extraction well installation problem are as follows:
Generally, the total gas extraction becomes large when the wells are installed at places where several roads meet (i.e. at crossings), although the gas extraction from a well is restrained by other wells if the distances between these wells are too short. Thus, in the case when the site information is not available enough, it is recommended to install the wells firstly at the crossings, keeping in mind that the distances between the wells at those crossings should be taken as large as possible.

Secondly, the suggestion considered specific to this site are summarized as follows:

- From the configuration of the site, the gas extraction is generally large when the well is installed at the crossings of the central segment 23 since the surrounding gas is accumulated most easily and quickly. This is important in that, even though the assumptions made for the simulation herein do not hold in reality (e.g. the source is not uniformly distributed), there is still a greater possibility of better extraction by installing the wells in the central segment. This is considered much more reasonable than installing the wells by engineers' intuition in case the site information is not available and further investment is not anticipated.

- The best gas extractions in one- and two-well cases are realized by installing the wells at the crossings in the central segment, albeit this does not hold for the three-well case. For the three-well installation, two wells in the central segment and the other one in the segment farthest from the central segment achieved the best extraction.

CONCLUSIONS AND FUTURE ASPECTS

This paper has shown the applicability of a new simulation–optimization model especially tailored to study the optimal management strategy of a closed coal mine in the Ruhr, Germany. The simulation–optimization model automatically controls the multiphase/multicomponent flow simulation; the optimization model (Simulated Annealing); the mesh generation function; the coupling of them; and the use of a parallel computer to handle the considerable CPU time. As an instance of real-world applications, the optimal
management strategy of a closed coal mine in the Ruhr, Germany was dealt with.

One distinct feature in this research was this aspect that the newly developed model has shown that it can compulsorily yield a solution of a kind even if the Simulated Annealing used herein would not be the very best. This is considered reasonable in one sense since it is often the case that the best approach is not known in advance, especially at the initial stage of less experienced fields. As a result of this application, especially of having carried out the enormous number of simulations for possible system combinations, it is considered that some gradient type methods are also applicable.

However, it is still important to remember that these gradient type methods do not always guarantee to yield a better solution than SA does, especially if the number of wells increases or the site configuration becomes more complex. Therefore, this kind of approach, i.e. the simulation of all (most) the considerable assortment is probably inevitable in some cases. Whether or not accepting these burden depends mainly on the importance of the problem.

Thus, it should be noted that there is always a trade-off between the accuracy and the total CPU time. As the methods used here are pretty general, this model is considered easily transferable to many applications such as finding the best locations for the observatory.

The suggestions made here are rather simple and therefore they are applicable in other locations to improve operations. Moreover, the rules are, nevertheless, much more logical than human intuitions when the site information is not enough and further investment is not expected due to its termination.
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