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ABSTRACT

Accurate forecasts of the inundation depth are necessary for inundation warning and mitigation. In this paper, a real-time regional forecasting model is proposed to yield 1- to 3-h lead time inundation maps. First, the K-means based cluster analysis is developed to group the inundation depths and to indentify the control points. Second, the support vector machine is used as the computational method to develop the point forecasting module to yield inundation forecasts for each control point. Third, based on the forecasted depths and the geographic information, the spatial expansion module is developed to expand the point forecasts to the spatial forecasts. An actual application to Siluo Township, Taiwan, is conducted to demonstrate the advantage of the proposed model. The results indicate that the proposed model can provide accurate inundation maps for 1- to 3-h lead times. The accurate long lead time forecasts can extend the lead time to allow sufficient time to take emergency measures. Furthermore, the proposed model is an efficient process that can be trained rapidly with real-time data and is more suitable to be integrated with the decision support system. In conclusion, the proposed modeling technique is expected to be useful to support the inundation warning systems.
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INTRODUCTION

Typhoon rainfall produces valuable water resources, but the flood inundation resulting from excessive precipitation frequently causes loss of human life and serious economic damage. Taiwan is located on one of the main paths of the north-western Pacific typhoons. On average, about four typhoons have hit Taiwan each year during the past 100 years. Thus, in order to mitigate flood damage, the development of an early warning system has been recognized as an important task. Carsell et al. (2004) indicated that a warning system can increase the mitigation time, which is a consequence of a reduction in the time of several actions, such as data collection, flood evaluation, emergency notification, and decision making. With the increased mitigation time, the loss of life and the impact on the economy can be reduced. In the development of early warning systems, accurate and efficient forecasts of the inundation depth are always required as an important reference for making important emergency evacuation decisions. Hence, to improve inundation depth forecasting is an important task of disaster warning systems and is expected to be useful in disaster prevention and mitigation.

The prediction of flood inundation has always been a challenging task for hydraulic engineers. Based on the geographical information, the surface overland flow processes can be simulated using mathematical and numerical models (such as two-dimensional (2-D) overland-flow model). General introductions of hydraulic modeling and comprehensive reviews of their applications for geomorphological and hydrological purposes have been presented by Lane (1998). Examples of the numerical model can be found in the literature (Bates & De Roo 2000; Guo et al. 2007; Kuiry et al. 2010; Neal et al. 2012; Seyoum et al. 2012).
Conventionally, the kernel of these numerical models is based on non-inertia surface flow dynamics. Timely and accurate forecasts in flood-prone areas are essential prerequisites for the provision of reliable early warning systems. However, the numerical models suffer from the large computational time for the iterative process to yield the inundation depth, and hence the real-time inundation simulation (or prediction) cannot be achieved.

An attractive alternative to the numerical models is neural networks (NNs), which are a kind of information processing system with great flexibility in modeling nonlinear systems. The American Society of Civil Engineers (ASCE) Task Committee (2000a, b) and Maier & Dandy (2000) provide a general introduction and comprehensive reviews of the applications of NNs in hydrology. Due to their ability to model nonlinear systems, NNs have been extensively used in various aspects of hydrology (e.g., de Vos & Rientjes 2005; Giustolisi & Simeone 2006; Hu et al. 2007; Lin & Chen 2008; Chau & Wu 2010; Remesan et al. 2010; Chen et al. 2011; Pramanik et al. 2011; Wu & Chau 2011; Adamowski et al. 2012; Lin et al. 2012; Nguyen & Chua 2012; Wei et al. 2012; Lin et al. 2013a, b; Nourani et al. 2013). The major advantage of NNs is that they are capable of simulating the relationship between desired output and available inputs. Because of the flexibility in modeling nonlinear systems and the computational efficiency, NNs have received considerable attention.

For inundation forecasting, the potential of NNs has also been demonstrated in the literature (e.g., Chang et al. 2010; Pan et al. 2011; Kia et al. 2012). However, there are as yet few studies and further investigations are needed. Previous studies have shown that models yield acceptable forecasts for a lead time of 1-h only (Chang et al. 2010; Pan et al. 2011; Kia et al. 2012). Based on the definition from the Taiwan Water Resources Agency, the Level 2 alert is defined as ‘if the rainfall continues over the flood warning area, it may be flooded at the flood-prone villages and roads in 3 h’. Thus, for inundation mitigation and disaster warnings, an inundation forecasting model will be more helpful if it can provide longer lead time forecasts. Additionally, the architecture and the weights of conventional NNs, such as back-propagation networks (BPNs) and radial basis function networks (RBFNs), are determined by a trial-and-error procedure which is a time-consuming iterative process.

For the selection of a NN-based model, the influence of efficiency has been neglected in the past. An important question facing hydrologists in inundation forecasting is the efficiency of NN-based models. Therefore, to provide effective warnings for emergency evacuation decisions, there is justification to develop a well-performing model that can be trained rapidly and can extend the forecast lead time.

Support vector machines (SVMs) have been used for hydrologic time series forecasting (Liong & Sivapragasam 2002; Yu et al. 2004; Sivapragasam & Liong 2005; Lin et al. 2006; Yu & Liong 2007; Wu et al. 2008; Wang et al. 2009; Lin et al. 2010; Maity et al. 2010). For both rainfall and runoff forecasting, Lin et al. (2009a, b) found that SVM-based models are capable of producing accurate forecasts especially for longer lead time forecasts. Furthermore, the determination of the architecture and weights of SVM-based models are expressed in terms of a quadratic optimization problem which can be rapidly solved by a standard programming algorithm. Due to their high accuracy and efficiency, SVMs could be more rapidly retrained with real-time data and are more suitable to be integrated with disaster warning systems.

In this paper, a real-time regional inundation forecasting model based on clustering techniques and SVM is proposed to yield 1- to 3-h lead time inundation maps. In the first step, the classification module is developed to group the inundation depths of the inundated area into several clusters and to indentify the control points. Then, the rainfall and inundation data are used as input to develop the point forecasting module in the second step. Finally, based on the control point forecasts and the geographic information (such as elevation, coordinates, and rainfall) of the forecast grids, the spatial expansion module is developed to expand the point forecasts to the spatial forecasts. The proposed modeling technique can further improve the accuracy of the forecasted inundation map.

To assess the performance of the proposed model, an actual application to Siluo Township, which is an urban township in Yunlin County, Taiwan, is conducted to demonstrate the superiority of the proposed model. Siluo Township frequently suffers inundation damage due to torrential rain during the summer monsoon season (May–October) (Pan et al. 2011). Chen et al. (2006) have indicated that under...
the same rainfall conditions, Yunlin County has larger inundated areas than other counties. Furthermore, Yunlin County is one of the demonstration sites of the Regulation Project of Flood-Prone Areas in Taiwan (Yang et al. 2011). Hence, Siluo Township has been selected as the study area in this paper. To reach just conclusions, cross validations are conducted to evaluate the overall performance of the model. The accuracy and the efficiency of the proposed model are discussed in depth to demonstrate its superiority more clearly. This paper is organized in the following manner. Following the Introduction, the details of the proposed model are described. In the Application section, the study area and data, cross validation and the performance indices are presented. Then, the performance of the proposed model is described in the Results and Discussion section. The last section presents the Summary and Conclusions.

THE PROPOSED MODEL

A flowchart of the proposed model is shown in Figure 1. The proposed model is composed of three steps: classification, point forecasting, and spatial expansion. Details of these three steps are described as follows.

The classification step

In order to determine the regional inundation map from a real-time inundation forecasting model, the inundation depths of the study area are clustered into several groups. For an efficiency model, the identification of different levels of inundation is an important issue. First, the inundated and non-inundated areas have to be identified. According to the Taiwan Government’s Standards of Disaster Relief, an area with an inundation depth below 0.5 cm is regarded as non-inundated and no relief assistance is provided.

To group those inundation depths of inundated areas with the same statistical characteristics, the K-means clustering algorithm is used. The K-means clustering algorithm, which is one of the most frequently used clustering techniques, was proposed by MacQueen (1967). The symbol $K$ refers to the number of cluster centers used to classify the data sets. The inundation depths are the input to the K-means clustering algorithm, which is used to determine the different levels of the inundation depths (Chang et al. 2014). Hence, the inundation depths with specific different characteristics are identified, and the data points with minimum Euclidean distance with the cluster center $\mu_i$ are recognized as the control points for each cluster. The function of the K-means clustering algorithm is written as:

$$\text{minimize} \sum_{i=1}^{k} \sum_{x_j \in S_i} ||x_j - \mu_i||$$

where $k$ is the number of clusters, $x_j$ is the $j$th data, and $\mu_i$ is the mean of data in cluster $S_i$. Examples of the K-means clustering algorithm used in hydrologic regionalization studies have been reported in the literature (Lin et al. 2005; Satyanarayana & Srinivas 2008; Meshgi & Khalili 2009; Safi 2009; Nourani & Kalantari 2010; Nourani et al. 2012). For more details regarding the K-means clustering algorithm, refer to Johnson & Wichern (2002).

Determination of an optimal number of clusters is a difficult task. In order to obtain a satisfactory clustering result, various tests (Grover & Vriens 2006) are introduced to help determine the number of clusters which is one of the major issues in cluster analysis. Two indices are calculated in this paper and then are plotted against the number of clusters to determine the optimal number of clusters (Isik & Singh 2012). Therefore, by calculating these two indices, an optimal number of clusters can be objectively determined. These two indexes are the $R^2$-squared (RSQ) and semi-partial $R^2$-squared (SPRSQ):

1. **RSQ**:

$$RSQ = \frac{SS_b}{SS_t}$$

where $SS_b$ refers to the sum of squares between different clusters, and $SS_t$ is the total sum of squares of the whole data.

2. **SPRSQ**:

$$SPRSQ = \frac{(SS_w,k - SS_w,k+1)}{SS_t}$$

where $SS_w$ refers to the sum of squares within clusters.
where $SS_{w,k}$ and $SS_{w,k+1}$ are sums of squares within clusters $k$ and $k+1$, respectively.

The point forecasting step

The second step (the point forecasting step) is to construct the rainfall-inundation point forecasting module for each control point. According to the results from the classification step, the control points of each cluster are identified. For each control point, the rainfall and the antecedent inundation depth are used as inputs to develop the rainfall-inundation point forecasting module. The point forecasting modules can be written in a general form as:

$$
D_{CP,t+\Delta t} = f_{\text{point}}(D_{CP,t}, D_{CP,t-1}, \ldots, D_{CP,t-(L_D-1)}, R_{CP,t}, R_{CP,t-1}, \ldots, R_{CP,t-(L_R-1)})
$$

(4)

where $t$ is the current time, $\Delta t$ is the lead time period (from 1- to 3-h), $D_{CP,t}$ is the inundation depth of the control point at time $t$, $L_D$ denotes the lag length of inundation, $R_{CP,t}$ is the rainfall depth of the control point at time $t$, $L_R$ denotes the lag length of rainfall, and $D_{CP,t+\Delta t}$ is the point forecasted inundation depth at time $t+\Delta t$.

In the point forecasting module’s construction, determination of the appropriate lag lengths of input is an important
work. Different lag lengths of input will influence the capability of NN-based models. Lin et al. (2009b) shows the suitability of the relative percentage error (RPE) as a criterion for selecting the lag lengths in hydrological time series. The RPE is expressed as:

$$RPE = \frac{E(L) - E(L + 1)}{E(L)} \times 100$$  \hspace{1cm} (5)

where \( E(L) \) and \( E(L + 1) \) are the root mean square errors (RMSEs) for modules with \( L \) and \( L + 1 \) lag lengths, respectively. In general, the RMSE decreases with increasing lag term. When the RPE is less than 5\%, the increase of lag lengths is stopped and the best inputs of forecasting modules are selected.

The development of point forecasting modules is to construct a nonlinear function approximator which can map the inputs into the desired output. In this paper, the SVM is used as the computational method. SVMs are firstly developed for classification and then expanded for nonlinear regression. The methodology of the support vector regression (SVR) used in this paper is briefly reviewed in this subsection. More mathematical details about SVR can be found in several textbooks (e.g., Vapnik 1995, 1998; Cristianini & Shaw-Taylor 2000).

The objective of the SVR is to find a regression function to yield the output \( \hat{y} \), which is the best approximate of the desired output \( y \) with an error tolerance of \( \varepsilon \). The input vector \( x \) is mapped to a higher dimensional feature space by a nonlinear function \( \phi(x) \). The regression function can then be written as:

$$\hat{y} = w^T \phi(x) + b$$  \hspace{1cm} (6)

where \( w \) and \( b \) are weights and bias of the regression function, respectively.

Instead of the empirical risk minimization (ERM) which is to minimize the empirical risk (i.e., training error), the structural risk minimization (SRM) induction principle is used to construct SVM. According to the SRM induction principle, the learning objective of a SVM is to minimize both the empirical risk and the model complexity. The use of the SRM induction principle results in a better generalization ability of SVM and avoids over-training of the model. Based on the SRM induction principle, \( w \) and \( b \) are estimated by minimizing the following structural risk function (Vapnik 1995):

$$R = \frac{1}{2}||w||^2 + C \sum_{i=1}^{N_d} L_\varepsilon(\hat{y}_i)$$  \hspace{1cm} (7)

where \( L_\varepsilon \) is the Vapnik’s \( \varepsilon \)-insensitive loss function. The typical loss function \( L_\varepsilon \) with an error tolerance of \( \varepsilon \) is defined as (Vapnik 1995):

$$L_\varepsilon(\hat{y}) = \begin{cases} 0 & \text{if } |\hat{y} - y| < \varepsilon \\ |\hat{y} - y| - \varepsilon & \text{if } |\hat{y} - y| \geq \varepsilon \end{cases}$$  \hspace{1cm} (8)

The SVR problem can be expressed as an optimization problem (Vapnik 1995):

minimize \( R(w, b, \xi, \xi^\prime) = \frac{1}{2}||w||^2 + C \sum_{i=1}^{N_d} (\xi_i + \xi_i^\prime) \)  \hspace{1cm} (9a)

subject to:

$$y_i - \hat{y}_i = y_i - (w^T \phi(x) + b) \leq \varepsilon + \xi_i$$

$$\hat{y}_i - y_i = (w^T \phi(x) + b) - y_i \leq \varepsilon + \xi_i^\prime$$

$$\xi_i \geq 0, \quad i = 1, 2, \ldots, N_d$$

$$\xi_i^\prime \geq 0, \quad i = 1, 2, \ldots, N_d$$

where \( \xi \) and \( \xi^\prime \) are slack variables representing the upper and the lower training errors, respectively. The optimization problem can be solved in its dual form using Lagrange multipliers method. Rewriting Equation (4) in its dual form and differentiating with respect to the primal variables \( (w, b, \xi, \xi^\prime) \) yields:

maximize \( \sum_{i=1}^{N_d} y_i (a_i - a_i^\prime) - \varepsilon \sum_{i=1}^{N_d} (a_i - a_i^\prime) + \frac{1}{2} \sum_{i=1}^{N_d} \sum_{j=1}^{N_d} (a_i - a_i^\prime)(a_j - a_j^\prime) \phi(x_i)^T \phi(x_j) $$  \hspace{1cm} (10a)

subject to:

$$\sum_{i=0}^{N_d} (a_i - a_i^\prime) = 0$$

$$0 \leq a_i \leq C, \quad i = 1, 2, \ldots, N_d$$

$$0 \leq a_i^\prime \leq C, \quad i = 1, 2, \ldots, N_d$$
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where $\alpha$ and $\alpha'$ are the dual Lagrange multipliers. The optimal Lagrange multipliers $\alpha'$ are solved by the standard quadratic programming algorithm. Some of the solved Lagrange multipliers are zero and should be eliminated from the regression function. Hence, the regression function can be expressed in terms of only the nonzero Lagrange multipliers and the corresponding input vectors of the training data (called support vectors). The final regression function becomes:

$$f(x) = \sum_{k=1}^{N_{sv}} \alpha_k K(x_k, x) + b$$  \hspace{1cm} (11)

where $N_{sv}$ is the number of support vectors, $x_k$ is the $k$th support vector and $K(x_k, x)$ is the kernel function. The radial basis function is adopted herein.

### The spatial expansion step

The third step (the spatial expansion step) is to expand the forecasted results from point to region. In recent years, the NN-based models have been used in spatial expansion. Lopez et al. (2008) proposed a NN-based model to estimate the average wind speed at the selected site based on data from nearby stations, and found that the NN-based model provides a reliable estimate with an error below 2%. Chung et al. (2012) presented the reliability of the NN-based model in estimating the spatial distribution of evaporation by taking topography characteristics into consideration. The aforementioned studies prompted us to develop the spatial expansion module by using NN-based models.

To develop an accurate spatial expansion module, the SVM is also used as the computational method. A graphical illustration of the development of the spatial expansion module is presented in Figure 2. As shown in Figure 2, the inundation data are pre-analyzed by the $K$-means clustering algorithm for identifying the control points and the category of each grid. Then, for each cluster, the spatial expansion module is constructed using the data consisting of the forecasted depths at the control points (obtained from the point forecasting step) and the geographic information (such as elevation, coordinates, and rainfall) of the forecast grids. Finally, the inundation depths of corresponding grids are forecasted by the spatial expansion module for each cluster. The spatial expansion modules can be written in a general form as:

$$D_{n,t+\Delta t} = f_{\text{spatial}}(D_{CP,t+\Delta t}, E_n, X_n, Y_n, R_n)$$  \hspace{1cm} (12)

where $E_n$ is the elevation of grid $n$, $X_n$ and $Y_n$ are the coordinates of grid $n$, $R_n$ is the rainfall of grid $n$, and $D_{n,t+\Delta t}$ is the forecasted inundation depth of grid $n$ at time $t + \Delta t$. Once
the forecasted results of all the inundated grids in the study area are obtained, the inundation map is then constructed.

APPLICATION

The study area and data

The study area is Siluo Township, which is an urban township with a population of about fifty thousand people, and the Zhuoshui River (the longest in Taiwan) passes through the northern part of the study area. The study area (Figure 3) has an area of 49.8 km² and an average slope of 4°. Although the average annual rainfall of the study area is about 1,110–1,250 mm, the temporal distribution of rainfall is uneven. The rainy season (from April through to August) produces about 75% of the average annual rainfall to the study area. Heavy typhoon rainfall and the topography characteristics (low-elevation and gentle slope) have frequently caused inundation disasters in Siluo Township. Therefore, a well-performing and efficient real-time inundation forecasting model is needed for the study area.

The rainfall data were obtained from the Taiwan Water Resources Agency. The database of inundation used in the model development was published by the Taiwan Water Resources Agency, and the inundation depths in the database were simulated by a 2-D overland-flow model, which was calibrated and validated using survey data of inundation extent and depths (Chang et al. 2010; Pan et al. 2011). Rainfall and inundation data are hourly. Typhoon events with rainfall and inundation data available simultaneously were collected. Hence, a total of seven typhoon events was used to establish the forecasting model herein. Figure 4 presents the typhoon tracks used in this paper. Table 1 summarizes the date of occurrence and the maximum 24-h rainfall of these seven typhoon events. The topographic data were obtained from the Taiwan Ministry of the Interior, and the spatial resolution of DEM (Digital Elevation Model) data is 40 m.

---

**Figure 3** | The study area.

**Figure 4** | The tracks of typhoons.
Cross validation and performance indices

During the construction of the proposed model, the collected events are usually partitioned into two sets: training and testing. Different selections of training and testing data yield different results and sometimes lead to different conclusions. For evaluating the performance of the accuracy and the robustness of the proposed model, a statistical technique called cross validation is conducted. Each single typhoon event (except Typhoon Toraji) is used to test the proposed models in turn. Typhoon Toraji yielded the maximum rainfall and the maximum inundation depth, and hence it should be used as training data. Then, conclusions are drawn based on the overall performance for the six testing events. Two performance indices that are commonly used to evaluate the model performance are employed:

1. RMSE:

\[
\text{RMSE} = \sqrt{\frac{1}{m} \sum_{t=1}^{m} \left( \hat{D}_t - D_t \right)^2}
\]

(13)

where \( D_t \) and \( \hat{D}_t \) denote the inundation data and the forecasted depth at time \( t \), respectively, and \( m \) is the number of forecasts.

2. Correlation coefficient (CC):

\[
\text{CC} = \frac{\sum_{t=1}^{m} (D_t - \bar{D})(\hat{D}_t - \bar{D})}{\sqrt{\sum_{t=1}^{m} (D_t - \bar{D})^2 \sum_{t=1}^{m} (\hat{D}_t - \bar{D})^2}}
\]

(14)

where \( \bar{D} \) is the average of the forecasted depth.

The RMSE is used to measure the difference between the inundation data and the forecasted depth. The smaller the RMSE value, the better the forecasts. In contrast, the CC is used to measure the similarity between the observed and the forecasted depths. The smaller the CC value, the worse the forecasts.

RESULTS AND DISCUSSION

In the first subsection, characteristics of clusters identified by the classification module are discussed. In the second subsection, the performance of 1- to 3-h lead time point forecasts is investigated. In the third subsection, the performance of 1- to 3-h lead time spatial forecasts is presented. Finally, the forecasting performance for two typhoon events, Nakri in 2002 and Kalmaegi in 2008, is discussed in depth.

Characteristics of clusters identified by the classification step

The characteristics of the inundation depth within each homogeneous cluster identified by the classification module are discussed in this section. The inundation depths are the input to the \( K \)-means clustering algorithm which is used to obtain the relative information of each grid. In this paper, the determination of the number of clusters is based on RSQ and SPRSQ. When the \( K \)-means clustering algorithm is performed, the clustering result of grids is obtained and the control point of each cluster is identified.

The distribution of the grid clustering result in the study area is presented in Figure 5(a), and the location of each control point is presented in Figure 5(b). The characteristics of inundation and the number of grids in each cluster are summarized in Table 2. As shown in Figure 5(a), the main inundated area is located in the western and central region of the study area. The inundation depths at each control point are also identified (Figure 6). As shown in Figure 6, the inundation depths are implicitly grouped according to their peak depths and the increasing rate of inundation. These clusters have distinct types of peak inundation depths, namely, Clusters 1-4 in the

### Table 1 Descriptions of typhoon events used in the modeling

<table>
<thead>
<tr>
<th>Number</th>
<th>Name</th>
<th>Date (yyyy/mm/dd)</th>
<th>Maximum 24-h rainfall (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bilis</td>
<td>2000/8/21</td>
<td>75.51</td>
</tr>
<tr>
<td>2</td>
<td>Prapiroon</td>
<td>2000/8/27</td>
<td>31.64</td>
</tr>
<tr>
<td>3</td>
<td>Toraji</td>
<td>2001/7/28</td>
<td>370.04</td>
</tr>
<tr>
<td>4</td>
<td>Nakri</td>
<td>2002/7/9</td>
<td>78.09</td>
</tr>
<tr>
<td>5</td>
<td>Ewiniar</td>
<td>2006/7/7</td>
<td>30.66</td>
</tr>
<tr>
<td>6</td>
<td>Sepat</td>
<td>2007/8/16</td>
<td>209.55</td>
</tr>
<tr>
<td>7</td>
<td>Kalmaegi</td>
<td>2008/7/16</td>
<td>315.51</td>
</tr>
</tbody>
</table>
In this subsection, the forecasting performance of the point forecasting module is discussed. In this paper, the source code of the SVM model is from Chang & Lin (2001). The parameters of SVM are set as follows. Parameter $C$ (the trade-off between the model complexity and the empirical error) is set to 1 herein. It means that the model complexity is as important as the empirical error. In addition, it is acceptable to set the error tolerance $\epsilon$ of 1% and kernel parameter $\gamma$ of 0.017 for inundation forecasting. The lag lengths of rainfall $L_R$ and inundation $L_D$ are selected as 1 and 2, respectively.
Figures 7 and 8 present the point forecasting results for Typhoons Kalmaegi and Nakri, respectively. Comparisons of the inundation data with the forecasts resulting from the point forecasting module are presented in Figures 7(a) and 8(a); the scatter plots for the inundation data and the forecast results in Figures 7(b) and 8(b). As shown in Figures 7 and 8, the forecasted inundation yielded by the proposed point forecasting module is in good agreement with the inundation data.

The performance indices of the point forecasting module for Typhoons Kalmaegi and Nakri are presented in Tables 3 and 4, respectively. As shown in Tables 3 and 4, for each control point, the RMSE values increase with increasing forecast lead time, and the RMSE values decrease with the decreasing number of control points. It is quite reasonable that the RMSE values of the control point CP10 are higher than those of CP1 for 1- to 3-h lead time forecasts, because CP10 and CP1 are the control points with the maximum and the minimum inundation depths, respectively. The RMSE values increase from 0.083 to 0.272 m for 1- to 3-h lead time forecasts for Typhoon Kalmaegi; from 0.057 to 0.132 m, for Typhoon Nakri. We note that in this region, the maximum inundation depths are 3.29 and 1.17 m for Typhoons Kalmaegi and Nakri.
Nakri, respectively. For both typhoon events, the RMSE values of 1- to 3-h lead time forecasts are all lower than 0.3 m, which indicates a high accuracy of the point inundation forecasts.

The overall performance indices, which are drawn on the basis of all testing events, are summarized in Table 5. For the 3-h lead time forecasts, the RMSE and CC values of the proposed point forecasting module for CP10 are 0.191 and 0.806, respectively. Thus, for the 3-h lead time forecasts, the performance of the proposed point forecasting module is still acceptable. It is seen that the proposed point forecasting module produced accurate point inundation forecasts up to 3 h, and the use of the proposed point forecasting module effectively decreases the negative impact of increasing forecast lead time, which is consistent with the conclusion of Lin et al. (2009a, b). It is shown that the proposed point forecasting module effectively improves the forecasting performance.

### Performance of the spatial expansion module

In this section, the performance of the proposed module in spatial forecasting is discussed. To quantify the module performance, the RMSE and CC are also employed. The overall performance indices, which are drawn on the basis of all testing events, are summarized in Table 6. As shown in Table 6, for each cluster, the RMSE values increase with increasing forecast lead time, and the RMSE values decrease with decreasing number of clusters. It is quite reasonable that the RMSE values of Cluster X are higher than those of Cluster I for 1- to 3-h lead time forecasts because Cluster X is a category with higher inundation depth than Cluster I. For the 1- to 3-h lead time forecasts in Cluster X, the RMSE values of the proposed module are 0.318, 0.332, 0.357 m, respectively. A reasonable explanation for this phenomenon is discussed herein. As the forecast lead time increases, the

---

Table 3 | Root mean square error (RMSE) and correlation coefficient (CC) of Typhoon Kalmaegi (2008) for the point forecasting module

<table>
<thead>
<tr>
<th>Control point</th>
<th>Lead time (h)</th>
<th>CP1</th>
<th>CP2</th>
<th>CP3</th>
<th>CP4</th>
<th>CP5</th>
<th>CP6</th>
<th>CP7</th>
<th>CP8</th>
<th>CP9</th>
<th>CP10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.012</td>
<td>0.032</td>
<td>0.024</td>
<td>0.015</td>
<td>0.036</td>
<td>0.027</td>
<td>0.029</td>
<td>0.042</td>
<td>0.092</td>
<td>0.083</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.022</td>
<td>0.047</td>
<td>0.051</td>
<td>0.030</td>
<td>0.031</td>
<td>0.058</td>
<td>0.040</td>
<td>0.123</td>
<td>0.163</td>
<td>0.170</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.032</td>
<td>0.075</td>
<td>0.067</td>
<td>0.056</td>
<td>0.077</td>
<td>0.073</td>
<td>0.086</td>
<td>0.220</td>
<td>0.222</td>
<td>0.272</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.994</td>
<td>0.989</td>
<td>0.997</td>
<td>0.998</td>
<td>0.996</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.995</td>
<td>0.998</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.983</td>
<td>0.976</td>
<td>0.986</td>
<td>0.993</td>
<td>0.997</td>
<td>0.989</td>
<td>0.997</td>
<td>0.985</td>
<td>0.983</td>
<td>0.993</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.969</td>
<td>0.933</td>
<td>0.977</td>
<td>0.979</td>
<td>0.982</td>
<td>0.983</td>
<td>0.984</td>
<td>0.953</td>
<td>0.970</td>
<td>0.981</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 | Root mean square error (RMSE) and correlation coefficient (CC) of Typhoon Nakri (2002) for the point forecasting module

<table>
<thead>
<tr>
<th>Control point</th>
<th>Lead time (h)</th>
<th>CP1</th>
<th>CP2</th>
<th>CP3</th>
<th>CP4</th>
<th>CP5</th>
<th>CP6</th>
<th>CP7</th>
<th>CP8</th>
<th>CP9</th>
<th>CP10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.004</td>
<td>0.006</td>
<td>0.016</td>
<td>0.008</td>
<td>0.010</td>
<td>0.017</td>
<td>0.021</td>
<td>0.023</td>
<td>0.025</td>
<td>0.057</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.009</td>
<td>0.011</td>
<td>0.024</td>
<td>0.009</td>
<td>0.017</td>
<td>0.026</td>
<td>0.033</td>
<td>0.035</td>
<td>0.051</td>
<td>0.104</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.010</td>
<td>0.015</td>
<td>0.032</td>
<td>0.011</td>
<td>0.020</td>
<td>0.039</td>
<td>0.040</td>
<td>0.041</td>
<td>0.066</td>
<td>0.132</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.951</td>
<td>0.973</td>
<td>0.993</td>
<td>0.977</td>
<td>0.913</td>
<td>0.995</td>
<td>0.991</td>
<td>0.991</td>
<td>0.995</td>
<td>0.990</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.863</td>
<td>0.926</td>
<td>0.985</td>
<td>0.972</td>
<td>0.749</td>
<td>0.988</td>
<td>0.972</td>
<td>0.979</td>
<td>0.979</td>
<td>0.967</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.808</td>
<td>0.893</td>
<td>0.969</td>
<td>0.959</td>
<td>0.723</td>
<td>0.973</td>
<td>0.912</td>
<td>0.970</td>
<td>0.961</td>
<td>0.949</td>
<td></td>
</tr>
</tbody>
</table>
correlation between inputs and desired output decreases, and the data used for the long lead time spatial expansion module include more noise. Hence, the RMSE values increase for 1- to 3-h lead time forecasts. However, the proposed spatial expansion module provided reasonable spatial inundation forecasts for 1- to 3-h lead time forecasts, and the results indicate that the spatial expansion module was capable of dealing with the nonlinear relationships between inputs and desired output (the inundation depth of forecast grids $D_n$). As for the performance index of CC, similar conclusions are also drawn. For the 1- to 3-h lead time forecasts in Cluster X, the CC values are 0.816, 0.788, 0.760, respectively. The performance of the proposed spatial expansion module is still acceptable for longer lead times up to 3 h. Again, the results confirm that the proposed spatial expansion module produced acceptable spatial inundation forecasts.

Efficiency is another important issue for forecasting models. Based on statistical learning theory, the determination of the architecture and weights of SVM-based models can be rapidly solved by a standard programming algorithm. This advantage is very helpful in constructing efficient forecasting models with large amounts of data (over 6,000 inundated grids in this study area), especially for the spatial expansion module. To construct the spatial expansion module in this paper, we have tried different kinds of NN, BPN, RBFN, and self-organizing linear output (SOLO). It is shown that the spatial expansion module with SVM used as the computational method performs the best. Therefore, the proposed model could be more rapidly trained with real-time data and is more suitable to be integrated with the decision support system.

<table>
<thead>
<tr>
<th>Control point</th>
<th>Lead time (h)</th>
<th>CP1</th>
<th>CP2</th>
<th>CP3</th>
<th>CP4</th>
<th>CP5</th>
<th>CP6</th>
<th>CP7</th>
<th>CP8</th>
<th>CP9</th>
<th>CP10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.008</td>
<td>0.017</td>
<td>0.020</td>
<td>0.015</td>
<td>0.025</td>
<td>0.018</td>
<td>0.025</td>
<td>0.038</td>
<td>0.051</td>
<td>0.071</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.013</td>
<td>0.028</td>
<td>0.036</td>
<td>0.021</td>
<td>0.036</td>
<td>0.036</td>
<td>0.042</td>
<td>0.080</td>
<td>0.098</td>
<td>0.125</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.019</td>
<td>0.043</td>
<td>0.053</td>
<td>0.052</td>
<td>0.054</td>
<td>0.050</td>
<td>0.063</td>
<td>0.122</td>
<td>0.141</td>
<td>0.191</td>
<td></td>
</tr>
<tr>
<td>CC</td>
<td>0.834</td>
<td>0.950</td>
<td>0.987</td>
<td>0.952</td>
<td>0.816</td>
<td>0.964</td>
<td>0.955</td>
<td>0.975</td>
<td>0.994</td>
<td>0.954</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.763</td>
<td>0.882</td>
<td>0.962</td>
<td>0.934</td>
<td>0.745</td>
<td>0.982</td>
<td>0.909</td>
<td>0.905</td>
<td>0.974</td>
<td>0.857</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.718</td>
<td>0.833</td>
<td>0.930</td>
<td>0.891</td>
<td>0.715</td>
<td>0.963</td>
<td>0.801</td>
<td>0.863</td>
<td>0.944</td>
<td>0.806</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Lead time (h)</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
<th>VIII</th>
<th>IX</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.043</td>
<td>0.063</td>
<td>0.084</td>
<td>0.055</td>
<td>0.075</td>
<td>0.108</td>
<td>0.095</td>
<td>0.174</td>
<td>0.273</td>
<td>0.318</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.045</td>
<td>0.066</td>
<td>0.088</td>
<td>0.056</td>
<td>0.077</td>
<td>0.114</td>
<td>0.102</td>
<td>0.183</td>
<td>0.278</td>
<td>0.332</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.048</td>
<td>0.074</td>
<td>0.100</td>
<td>0.065</td>
<td>0.082</td>
<td>0.124</td>
<td>0.115</td>
<td>0.196</td>
<td>0.290</td>
<td>0.357</td>
<td></td>
</tr>
<tr>
<td>CC</td>
<td>0.500</td>
<td>0.687</td>
<td>0.789</td>
<td>0.561</td>
<td>0.650</td>
<td>0.835</td>
<td>0.720</td>
<td>0.810</td>
<td>0.763</td>
<td>0.816</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.490</td>
<td>0.665</td>
<td>0.767</td>
<td>0.533</td>
<td>0.644</td>
<td>0.819</td>
<td>0.705</td>
<td>0.784</td>
<td>0.752</td>
<td>0.788</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.474</td>
<td>0.634</td>
<td>0.740</td>
<td>0.529</td>
<td>0.630</td>
<td>0.796</td>
<td>0.678</td>
<td>0.756</td>
<td>0.733</td>
<td>0.760</td>
<td></td>
</tr>
</tbody>
</table>
Figure 9 | Comparison of the inundation data with the forecasts of the proposed model for Typhoon Kalmaegi.
Figure 10 | Comparison of the inundation data with the forecasts of the proposed model for Typhoon Nakri.
Comparisons of the overall performance of the forecasting model

In this section, more performance comparisons are discussed in depth and these clearly demonstrate the superiority of the proposed model. To highlight the forecasting performance of the proposed model, two typhoon events (Typhoons Kalmaegi and Nakri) with the highest and the lowest inundation depths among all testing events are taken as examples. Typhoon Kalmaegi made landfall in Taiwan in the 2008 typhoon season; Typhoon Nakri in 2002. Typhoon Kalmaegi was upgraded to a tropical storm (35 knots) on 15 July 2008, reached peak intensity on 17 July 2008 with an observed maximum sustained wind of 75 knots, made landfall in northeast Taiwan (Ilan County) on 17 July 2008, and caused 19 deaths. Typhoon Nakri formed on 7 July 2002 in the South China Sea, and reached peak intensity on 10 July 2002 with an observed maximum sustained wind of 50 knots. When Typhoon Nakri passed over Taiwan, the accumulated rainfall reached 647 mm at Pengjia Islet.

The proposed model is performed to forecast the inundation depths for the study area. Figures 9 and 10 present the inundation data versus corresponding forecasts resulting from the proposed model at the 1- to 3-h lead times for Typhoon Kalmaegi and Typhoon Nakri, respectively. As shown in Figures 9 and 10, the difference between forecasts and inundation data increases with increasing forecast lead time. However, it is clearly observed that the forecasts from the proposed model are in good agreement with the inundation data.

Histograms of the forecasted error at the 1- to 3-h lead times for Typhoons Kalmaegi and Nakri are plotted in Figure 11. As shown in Figure 11, the proposed model has the highest percentage of data in the \(0.1 \text{ m} < D_t < 0.2 \text{ m}\) level and the lowest percentage of data in the \(0.4 \text{ m} < D_t < 0.5 \text{ m}\) level for these two typhoons. This phenomenon also indicates that most of the forecasted inundation depths resulting from the proposed model are in good agreement with the inundation data. These results demonstrate the accuracy and reliability of the proposed forecasting model to produce 1- to 3-h lead time inundation maps, and the forecasts results can provide information to assist the emergency response measures.

**SUMMARY AND CONCLUSIONS**

The objective of this paper is to develop a well-performing and efficient real-time regional inundation depth forecasting model for inundation warning systems during typhoon-warnning periods. For this purpose, we proposed a forecasting model which is composed of three steps: classification, point forecasting, and spatial expansion. In the first step, the cluster analysis of the inundation depths is first performed by the classification module. Then, in the second step, the rainfall and inundation data are used as input and SVM is used as the computational method to develop the point forecasting module to yield the inundation depth forecasts at control points. Finally, based on the point forecasts and the geographic information, the point forecasts are expanded to the spatial forecasts by using the spatial expansion module.

An application to Siluo Township in central Taiwan is performed to clearly demonstrate the superiority of the proposed model. First, according to the cluster resulting from the \(K\)-means clustering algorithm, it is observed that the inundation depths in the study area are grouped into 10 clusters. The peak depth and the increasing rate of inundation have significant influence on the classification. Then, the
performance of the point forecasting module is presented, which shows that the proposed module can accurately yield 1- to 3-h lead time point forecasts of inundation depth at each control point. Finally, for the spatial expansion module, the results show that the proposed module can produce acceptable inundation maps for 1- to 3-h lead times. It is concluded that the proposed modeling technique is suitable and useful for improving the regional inundation forecasting. In addition, another advantage of the proposed model is its efficiency, which is very important for a real-time inundation warning system. The efficiency of the proposed model is also confirmed, and hence the proposed model is more suitable to be integrated with the decision support system. However, the proposed model is also expected to be helpful in supporting inundation warning systems. In the future, instead of K-means and SVM, it will be possible to try other kinds of clustering algorithm and data mining techniques to examine whether the model performance can be improved.
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