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One frequently analyzes a subset of the data collected in a survey when interest focuses on individuals in a certain subpopulation of the sampled population. Although it may seem natural to eliminate from the data set all data from individuals outside the subpopulation before analysis, this procedure may yield incorrect standard errors and confidence intervals. The authors give two examples of this using data from the 1987 National Health Interview Survey and the 1986 National Mortality Followback Survey. The correct method of analysis is described, as well as a simple condition that, when satisfied, ensures that the elimination approach yields identical answers to the correct method. Am J Epidemiol 1996;144:102-6.

Interest frequently focuses on inference for a subpopulation of interest (domain) of a sampled population. For example, a researcher may be interested in addressing hypotheses involving children using a survey that sampled all ages. In the nonsurvey setting, one would simply eliminate the data from individuals outside the subset of interest from the data set before beginning the statistical analysis. For survey data, however, the situation is more complicated. The simple elimination approach is appropriate for estimation of parameters (e.g., means or relative risks) but may not work for calculation of standard errors and confidence intervals. This fact, well known to survey statisticians (1–4), may surprise other data analysts. The effect of inappropriately subsetting the data before analysis can be substantial.

The purpose of this paper is to 1) demonstrate that subsetting the data before analysis of survey data can lead to incorrect confidence intervals, 2) give a simple condition for when it is sufficient to subset the data before analysis, and 3) describe appropriate analyses regardless of whether the simple condition holds. The next section displays selected variance formulas for survey data from which one can see the effect of subsetting the data. This is followed by two applications involving the 1987 National Health Interview Survey and the 1986 National Mortality Followback Survey in which subsetting the data yields incorrect inferences. We conclude with a discussion of some remaining issues.

ESTIMATION AND VARIANCE ESTIMATION WITH COMPLEX SURVEY DATA

Two aspects of data acquired from a survey must be considered when complex survey data are analyzed. The first is that surveys frequently sample individuals in the population with unequal probabilities of selection. In this situation, the sample weights effectively represent the number of individuals in the population that each sampled individual represents. The sample weight associated with an individual is the inverse of that individual’s probability of being included in the sample, adjusted, if necessary, for nonresponse. There is often an additional poststratification to ensure that the sum of the sample weights equals known population values for various subgroups, e.g., age/race/sex subgroups. Weighted estimators, which are weighted by the sample weights, are approximately unbiased for their corresponding population quantity (5), whereas unweighted estimators that ignore the sampling design can be badly biased (6). For multistage designs, the clusters sampled at the first stage of sampling are typically known as primary sampling units (PSUs). A general expression for the weighted mean of a characteristic Y for a sampling design involving a stratified selection of PSUs from L strata is
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Let
\[ L = \sum_{h=1}^{L} k_h \]
\[ n_w = \sum_{i=1}^{L} n_{hi} \]
\[ \bar{Y}_i = \frac{1}{L} \sum_{h=1}^{L} \sum_{i=1}^{n_w} w_{hi} y_{hi} \]
where there are \( k_h \) PSUs sampled from the \( h \)th stratum, a total of \( n_{hi} \) individuals sampled from the \( i \)th-sampled PSU of the \( h \)th stratum, and \( y_{hi} \) is the observed value of \( Y \) for the \( j \)th-sampled individual from the \( i \)th-sampled PSU of the \( h \)th stratum. The sample weights, \( w_{hi} \), reflect the probabilities of inclusion of the PSUs into the sample, which may differ based on PSU-level characteristics, as well as different sampling rates associated with additional stages of stratification within the PSUs.

The second aspect of survey data that must be considered is that complex designs can induce a correlation structure among the observations. Treating the observations as if they were from a simple random sample can therefore lead to incorrect confidence intervals. Fortunately, there are variance estimation techniques to correctly account for the sample design (7). If the sampling at the first stage is done with replacement, or if the sampling fractions are small enough at the first stage so that this is a reasonable approximation, then the variance of \( \bar{Y} \) can be estimated in terms of the variability of PSU-level aggregated data. In particular, Taylor series linearization yields

\[ \text{v} \hat{\text{a}} \text{r}(\bar{Y}) = \frac{1}{(\sum_{h=1}^{L} k_h - 1) \sum_{i=1}^{k_h} W_{hi}(\bar{y}_h - \bar{Y})^2} \]

where \( W_{hi} = \sum_{j=1}^{n_{hi}} w_{hij} \), and \( \bar{y}_h \) is the weighted mean of the sampled observations in the \( h \)th-sampled PSU of the \( h \)th stratum (8).

With this background, we are now in a position to examine inference for the mean of \( Y \) for only individuals in a subset of interest, \( D \). The correct analysis uses formulas that assign sample weights of zero to those sampled individuals outside \( D \), whereas sampled individuals within \( D \) retain their original sample weights. These assignments are intuitively reasonable if one thinks of a sample weight as the number of individuals in the target population represented by a sampled individual. Weighted estimates can be calculated using all of the sampled data set with these modified sample weights. These weighted estimates are equal to those that would be obtained by subsetting the data set before estimation to include only those individuals in the domain. For example, for the mean we have

\[ \bar{Y}_D = \frac{1}{\sum_{h=1}^{L} k_h \sum_{i=1}^{k_h} \sum_{j=1}^{n_{hi}} w_{hi} y_{hi} [(y_{hi}) \in D]} \]

where \( I((y_{hi}) \in D) \) is 1 (0) if the \( j \)th-sampled individual from the \( i \)th-sampled PSU of the \( h \)th stratum is in (out of) the subset \( D \).

For variance estimation, when the individuals outside \( D \) are assigned sample weights zero, expression 1 becomes

\[ \text{v} \hat{\text{a}} \text{r}(\bar{Y}_D) = \frac{1}{(\sum_{h=1}^{L} k_h - 1) \sum_{i=1}^{k_h} W_{hid}(\bar{y}_{hid} - \bar{Y}_D)^2} \]

where \( W_{hid} = \sum_{j=1}^{n_{hi}} w_{hij} I((y_{hi}) \in D) \), and \( \bar{y}_{hid} \) is the weighted mean of the sampled observations in \( D \) and in the \( h \)th-stratified PSU of the \( h \)th stratum. This can be compared with the incorrect formula that is obtained by applying expression 1 to the data set for which individuals outside \( D \) have been removed:

\[ \text{v} \hat{\text{a}} \text{r}(\bar{y}_D) = \frac{1}{(\sum_{h=1}^{L} k_h - 1) \sum_{i=1}^{k_h} \sum_{j=1}^{n_{hi}} w_{hij} [(y_{hi}) \in D]} \]

where the primed sum (\( \Sigma' \)) is over those PSUs where there is at least one sampled observation in \( D \), the double primed sum (\( \Sigma'' \)) is over those strata that have at least two sampled PSUs with sampled observations in the domain, and \( k_i \) equals the number of sampled PSUs in stratum \( h \) that have at least one observation in \( D \). Comparing expressions 2 and 3, we see that the variance estimators will be equal unless there is at least one stratum in which some of the sampled
PSUs have no observations in \( D \) and other sampled PSUs have some observations in \( D \). The correct variance estimator can always be obtained by using expression 2.

We now give a hypothetical example to show the potential of expression 3 to give misleading results. Suppose that in the population, one-half the PSUs in each stratum have all individuals in \( D \), and the other half have no individuals in \( D \). Additionally, assume that the sample sizes and sample weights are all equal \( (n_{hi} = n_0, w_{hij} = w_0) \) and that the observations are constant within each stratum, e.g., \( Y = 10 \) for stratum 1, \( Y = 8 \) for stratum 2, and so forth. Then, \( Y_D \) will vary over repeated sampling of the population because the proportions of sampled PSUs in each stratum with observations in the domain will vary (around one-half). The variance estimator 2 will appropriately reflect this variability, whereas the estimator 3 will be zero. Notice that this difference holds even if the number of sampled clusters is large.

An additional disadvantage of subsetting the data and using expression 1 (i.e., expression 3) is that surveys frequently sample only a small number of PSUs per stratum, e.g., two per stratum. In these surveys, subsetting the data may yield strata that have only one PSU, implying that standard variance estimators like expression 1 cannot be directly applied. For example, for an analysis of the subpopulation of Hispanics sampled in the 1987 National Health Interview Survey, 29 of the 112 strata have exactly one PSU with any sampled Hispanics. (An additional 15 of the 112 strata have no PSUs with any sampled Hispanics. An additional 15 of the 112 strata have no PSUs with any sampled Hispanics, but this is not an issue for the variance estimation inasmuch as such strata do not affect expressions 2 or 3.) A common procedure for managing this problem is to collapse these strata with "neighboring" strata so that there are at least two PSUs with Hispanics in each (new) stratum. However, this can bias the variance estimator (9). Using expression 2 requires no collapsing provided that the original sample design sampled at least two PSUs (with any sampled individuals) in each stratum.

Although only sample means have been discussed to this point, many parameters of interest can be expressed as explicit or implicit functions of means, e.g., regression and logistic regression coefficients. The results above hold for these other parameters.

EXAMPLES

We present two examples here that utilize the data from the Epidemiology Study in the 1987 Cancer Risk Factor Supplement of the 1987 National Health Interview Survey (1987 NHIS) and the 1986 National Mortality Followback Survey (1986 NMFS) to estimate digestive cancer death rates (see (10) and (11) for details concerning these surveys). Although these examples should be viewed as illustrations of subpopulation analysis and not as substantive analyses, related substantive analyses have been conducted (12, 13).

The target population of the 1987 NHIS is the civilian noninstitutionalized population of the United States living at the time of the interview in 1987. The target population of the 1986 NMFS is adults aged 25 years or more who died in the United States in 1986. The design of the 1987 NHIS can be approximated by the stratified selection of 248 PSUs from 112 strata for a total sample size of 22,080. The design of the 1986 NMFS can be approximated by the stratified selection of 16,598 deaths from 18 strata; each observation is its own PSU. These surveys can be used together to estimate the death rates, where the numerator of the rates are estimated from the 1986 NMFS and the denominators are estimated from the 1987 NHIS. To perform this analysis, the surveys are analyzed jointly by pooling the strata so that the design can be approximated by the stratified selection of 16,846 PSUs from 130 strata. Analyzing surveys together always requires some care as the target populations may not be identical, the modes may be different (e.g., mail vs. household interview), and the questionnaires will generally be different.

Our first example examines the annual death rate from digestive cancer for whites and nonwhites for civilian noninstitutionalized adults aged 25 years or more. The two subpopulations of interest are 1) civilian noninstitutionalized whites aged ≥25 years who, if died, died from digestive cancer, and 2) civilian noninstitutionalized nonwhites aged ≥25 years who, if died, died from digestive cancer. The data sets corresponding to these subpopulations are denoted \( D_{\text{WHITE}} \) and \( D_{\text{NONWHITE}} \), respectively, and are described in table 1. To calculate the rates, the DESCRIPT procedure in the computer program SUDAAN (14) was used on the whole data set \( D_{\text{ALL}} \) with the SUBPOPN statement that allows the specification of a subset of interest, e.g., \( D_{\text{WHITE}} \). This analysis effectively assigns sample weights of zero to individuals outside the subset of interest. The rates (± standard error) are estimated to be 69.01 ± 3.24 and 75.71 ± 5.98 per 100,000 for whites and nonwhites, respectively; see table 2. If one instead uses the data sets \( D_{\text{WHITE}} \) for the analysis of the whites, the estimated rate is the same (69.01) but the standard error is underestimated as ±0.89. A similar underestimation of the standard error occurs if one uses \( D_{\text{NONWHITE}} \) to estimate the rate for nonwhites.

Notice that because sampled observations in the 1986 NMFS are sampled PSUs, there are many sam-

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{ALL}$</td>
<td>All individuals in both surveys</td>
<td>22,080</td>
</tr>
<tr>
<td> </td>
<td>1987 NHIS</td>
<td>16,598</td>
</tr>
<tr>
<td> </td>
<td>1986 NMFS</td>
<td>38,678</td>
</tr>
<tr>
<td>$D_0$</td>
<td>1987 NHIS: age ≥25 years</td>
<td>19,240</td>
</tr>
<tr>
<td> </td>
<td>1986 NMFS: digestive cancer death, civilian, and noninstitutionalized</td>
<td>785</td>
</tr>
<tr>
<td> </td>
<td>Total</td>
<td>20,025</td>
</tr>
<tr>
<td>$D_{WHITE}$</td>
<td>$D_0$ and white</td>
<td>16,138</td>
</tr>
<tr>
<td> </td>
<td>1987 NHIS</td>
<td>561</td>
</tr>
<tr>
<td> </td>
<td>1986 NMFS</td>
<td>16,699</td>
</tr>
<tr>
<td>$D_{NONWHITE}$</td>
<td>$D_0$ and nonwhite</td>
<td>2,666</td>
</tr>
<tr>
<td> </td>
<td>1987 NHIS</td>
<td>203</td>
</tr>
<tr>
<td> </td>
<td>1986 NMFS</td>
<td>2,869</td>
</tr>
</tbody>
</table>

TABLE 3. Logistic regression analysis of deaths from digestive cancer based on data from the 1987 National Health Interview Survey and the 1986 National Mortality Followback Survey

<table>
<thead>
<tr>
<th>Effect</th>
<th>Relative risk</th>
<th>95% confidence interval for relative risk calculated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.00</td>
<td>0.78-1.13</td>
</tr>
<tr>
<td>Female</td>
<td>0.94</td>
<td>0.78-1.13</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.00</td>
<td>1.11-1.65</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>1.35</td>
<td>1.19-1.53</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-44</td>
<td>1.00</td>
<td>13.74-15.85</td>
</tr>
<tr>
<td>45-64</td>
<td>14.76</td>
<td>11.50-18.95</td>
</tr>
<tr>
<td>65-84</td>
<td>61.69</td>
<td>48.42-78.58</td>
</tr>
<tr>
<td>85+</td>
<td>143.48</td>
<td>56.19-176.12</td>
</tr>
<tr>
<td>Smoking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-19</td>
<td>1.00</td>
<td>0.80-1.23</td>
</tr>
<tr>
<td>20-11,999</td>
<td>0.99</td>
<td>0.80-1.23</td>
</tr>
<tr>
<td>12,000+</td>
<td>1.03</td>
<td>0.82-1.30</td>
</tr>
<tr>
<td>365+</td>
<td>2.36</td>
<td>1.89-2.98</td>
</tr>
<tr>
<td>Drinking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-52</td>
<td>1.00</td>
<td>1.27-2.02</td>
</tr>
<tr>
<td>53-365</td>
<td>1.60</td>
<td>1.27-2.02</td>
</tr>
<tr>
<td>365+</td>
<td>2.36</td>
<td>1.89-2.98</td>
</tr>
</tbody>
</table>

* The data set $D_{ALL}$ was analyzed; see table 1 and text.
† The data set $D_0$ was analyzed; see table 1 and text.
‡ Lifetime number of packs of cigarettes smoked.
§ Number of drinks consumed per year as an adult.

DISCUSSION

If there is not a sampled observation in the subset of interest in each sampled PSU, then a standard survey analysis using the subsetted data will yield incorrect standard errors. For some analyses, some computer software will allow one to specify analyses to be performed on subsets of interest, e.g., SUDAAN (14). If such software is not available for the problem at hand, and if the sampling at the first stage is with replacement (or if one is ignoring the finite-population correction factor at the first stage), then one can perform standard survey variance estimation using the whole data set with the sample weights of observations outside the domain set to zero. Care must be taken when using computer software, however, for some software may subset out observations with zero sam-
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sample weights rather than retaining them in the variance estimation. In these cases, one can assign very small weights (e.g., 0.001) to observations outside the domain to obtain correct variance estimates.

A remaining question for statistical inference is the number of degrees of freedom that should be associated with variance estimators. This question did not arise in the examples presented above because the numbers of sampled PSUs (and therefore the degrees of freedom) were so numerous that normal cutpoints could be used for the confidence intervals, e.g., 1.96 for two-sided 95 percent confidence intervals. When smaller numbers of PSUs are sampled, the degrees of freedom are usually taken to be (the number of sampled PSUs) — (the number of strata), which can be justified under strong homogeneity assumptions (16, 17). When some sampled PSUs have no sampled observations in the subset of interest, these assumptions are violated. For analyses restricted to a subset D, we recommend that the degrees of freedom be taken to be (the number of sampled PSUs with sampled observations in D) — (the number of strata with sampled observations in D). This should be a conservative approach inasmuch as it assumes that PSUs with no sampled observations in D do not contribute to the variance estimation when they actually do.
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