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ABSTRACT

Multichannel microwave sensors make it possible to construct physically based rainfall retrieval algorithms. In these schemes, errors arising from the inaccuracy of the physical modeling of the cloud system under observation have to be accounted for. The melting layer has recently been identified as a possible source of bias when stratiform events are considered. In fact, Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI) observations reveal systematic differences in the observed brightness temperatures between similar rain profiles that often differ only by the presence or absence of a bright band.

A sensitivity study of the scattering properties of the melting layer with different one-dimensional steady-state microphysical and electromagnetic models is performed. The electromagnetic modeling of the ice particle density and assumption of the ventilation coefficient parameterization is found to have the greatest impact on the extinction profiles. Data taken from a 0.915-GHz National Oceanic and Atmospheric Administration (NOAA) profiler during the Kwajalein Experiment (KWAJEX) field campaign are used to reduce the uncertainties in the modeling of the bright band. The profiler data reduce the number of viable parameterizations, which in turn leads to a reduction in the variability of the upwelling radiances (simulated at TMI angle) for different cloud simulations.

Using the parameterizations that best match the profiler data, the brightness temperatures $T_B$ generally increase if mixed-phase precipitation is included in the model atmosphere. The effect is most pronounced for systems with low freezing levels, such as a midlatitude cold front simulation. For TMI footprints at 10.65 GHz, the increase in the $T_B$ from the bright band generally increases with rain rate and changes by as much as $-15$ to $-20$ K. At 19.35 GHz the maximum effect is found around 3–5 mm h$^{-1}$ ($-15$ K), and at 37 GHz the maximum effect is around 1 mm h$^{-1}$ ($-10$ K), while at 85.5 GHz the effect is always lower than 3 K.

Despite the reduction of uncertainties achieved by using 915-MHz profiler data, differences between parameterizations are still significant, especially for the higher TMI frequencies. A validation experiment is proposed to solve this issue and to further reduce the uncertainties in brightband modeling.

1. Introduction

In stratiform rainfall, radar echoes often show a region of increased reflectivity in the area where ice crystals are melting. It is known as the “bright band” and is caused when relatively large, low-density ice particles acquire dielectric properties that are more similar to those of water before they collapse into water droplets below the melting layer.

This melting layer has recently been identified as a possible source of bias in microwave rainfall retrievals in stratiform regions (Olson et al. 2001a,b; Bauer et al. 1999). The large number of partially melted particles just below the freezing level has been shown to lead to significant excess absorption at all microwave frequencies relative to the absorption of only liquid rain or only ice hydrometeors with the same mass flux. The mixed-phase particle-absorption enhancement reveals itself as a peak both in the scattering (the well-known brightband
peak in radar reflectivity) and in the absorption profile. Even though the melting layer may be only 0.5–1 km thick, its emission can be comparable to or even greater than that of the remaining rain layers, especially in the presence of very low freezing levels. From the space-borne sensors perspective, this phenomenon has an immediate impact upon the retrieval of effective radar reflectivities below the freezing level and on the upwelling radiances measured by radiometers through increased $T_B$ over cold surfaces.

As space-based rainfall retrieval algorithms have gained in sophistication, so has the need to properly address the brightband issue. For example, the attenuation correction algorithm of the Tropical Rainfall Measuring Mission (TRMM) precipitation radar (PR) (Iguchi et al. 2000) uses a different particle size distribution (PSD) and mixed-phase composition inside the bright band to address this issue. Unfortunately, there are virtually no measurements of this PSD, so the actual values of this PSD correspond largely to an unverified assumption. In an effort to better model the bright band, Olson et al. (2001a) modified the cloud-resolving models (CRMs) used by one of the passive microwave algorithms in TRMM by introducing mixed-phase hydrometeor species in the melting regions of the model. The analysis of the impact of this modification on TRMM Microwave Imager (TMI) simulations reveals that the increase in $T_B$ due to the extra optical thickness, although moderated by the large footprint of the satellite sensors, can be as much as 16 K at 10.7 GHz, 15 K at 19.4 GHz, 12 K at 37 GHz, and 9 K at 85.5 GHz.

Generalizing the Olson et al. (2001a) approach of implementing a melting layer in precalculated CRM, Bauer (2001) tried to validate these findings using a restricted database of collocated TMI and PR stratiform observations. Using rain classification products provided by TRMM, the PR data were used to divide the dataset into stratiform events with and without a bright band. The accumulated frequency distributions of $T_B$s coming from these two classes were compared with the ones computed by using different CRMs with and without melting. At low frequencies the CRM simulations with melting particles indeed showed an increase in $T_B$ that better matched the observed $T_B$ in the dataset containing bright bands. However, the CRM simulations predicted an increase at 37 and 85 GHz, which was not in agreement with the observations. Moreover, the cumulative distributions of $T_B$s from different CRMs were quite different and distinct from the observed ones, even with the inclusion of a melting layer.

Despite efforts by Bauer (2001) to restrict the TMI database by selecting similar profiles with and without a bright band, observations show that the profiles are quite dissimilar. It appears that the presence or absence of a bright band introduces significant changes in the correlated microphysical character of the cloud, which makes such straightforward analyses impractical. Therefore, although the inclusion of melting effects in the CRM seems to better fit the observed data, this kind of analysis cannot be conclusive about the real effect of a melting layer on precipitation estimates.

We performed an analysis of TRMM data for the 5-yr (1997–2001) December–January–February (DJF) period over the east Pacific; the TMI-$T_B$ and PR-rain data collocated datasets have been analyzed for stratiform rainfall with and without a bright band. In addition, statistics were collated on the rainfall inhomogeneity to ensure that the presence or absence of a bright band did not affect the rainfall inhomogeneity, as this could also lead to a bias in the observed $T_B$. Inhomogeneity of rainfall, as determined from PR, was identical for rainfall with and without a bright band. Results for $T_B$ (Fig. 1) show that at low-frequency channels (i.e., 10 and 19 GHz) there is a constant excess of the radiances for the brightband cases; this suggests that the emission peak has a relevant role. At 19 and 37 GHz, this excess tends to decrease as rain rate increases, probably due to the saturation of the optical thickness and the greater importance of scattering. The increases in the $T_B$s typically range between 0 and 15 K, with the highest values found at low rainfall rates at 37 GHz. Finally, the decrease in the $T_B$ at 85.5 GHz in the brightband cases seems to reveal that stratiform systems with a bright band have more ice and, thus, more scattering. These findings generally agree with Bauer (2001) and reveal that the bright band has an observable impact on the observations.
therefore has to be accounted for in the modeling as well.

In this paper, we partially step back from these previous efforts in order to map the melting effect onto more basic radiative transfer quantities: the extinction profiles and the optical thickness. We begin by assessing the main uncertainties in the available parameterizations of the melting layer physics. This analysis has been performed by decoupling the problem from the CRM in order to estimate how the changes of these basic physical properties map onto measured quantities and how different CRMs affect this process.

In the past years, different models of the melting process have been developed (Yokoyama and Tanaka 1984; Klaassen 1988; Mitra et al. 1990; Fabry and Szyrmer 1999; Olson et al. 2001b). In order to address the various dynamical processes in nature, these models usually apply different parameterizations for the microphysical properties that drive the melting process (see Pruppacher and Klett 1997, chapter 16). Scattering properties at microwave frequencies are usually computed by treating melting particles as a uniform mixture of ice, water, and air with an effective dielectric constant. In this context, a variety of different methodologies have been developed that result in large variability in the electromagnetic properties of melting particles. All the different degrees of freedom in terms of microphysical and electromagnetic assumptions are briefly reviewed in section 2. The different parameterizations of the melting properties lead to a significant variability in the scattering properties relevant to the radiative transfer computation, as seen in section 3.

Constraints to the problem must come from experimental measurements. There are, unfortunately, no observations of \( k_{ob} \) profiles inside the bright band, but measurements of the optical depth of the melting layer can be inferred indirectly. An indirect inference was made by Olson et al. (2001b), who applied the mirror-image technique to the PR observations. The conclusions of this work qualitatively point to the fact that the presence of mixed-phase hydrometeors can at least partially explain the PR-observed optical depth distribution. The weakness of the approach lies in the fact that there are consistent uncertainties in the PR-retrieved optical thickness and that the melting model profiles were fully coupled to a CRM simulation, so that the complete natural variability observed by the PR may not have been captured.

Because of these difficulties we used the reflectivities and the Doppler velocities as measured from a 0.915-GHz profiler during the Kwajalein Experiment (KWAJEX) TRMM campaign. Although the profiler-derived quantities are only indirectly related to the physical quantities that drive the emission/absorption process, they help to reduce the uncertainties associated with the different microphysical and electromagnetic models. Section 4 summarizes procedures and results of profiler data–fitting analysis, together with a selection of the most appropriate models.

Section 5 uses the results of section 4, together with the new Goddard Cumulus Ensemble (GCE) CRM, to estimate the effect on brightness temperatures after the introduction of mixed-phase particles into the melting layer. Section 6 raises some ideas and questions on the melting layer effects to be addressed in future measurements and field campaigns. We underline which aspects, in our belief, represent the major uncertainties and deficiencies that arise from the modeling schemes. Finally, section 7 presents conclusions and final comments.

2. Review of existing models

A one-to-one correspondence between the ice particle falling across the freezing level and the raindrop into which it melts is generally accepted. This assumption implies that aggregation and breakup processes are negligible. While for breakup processes this seems to be occasionally true (Mitra et al. 1990) and occasionally not (Barthazy et al. 1998), aggregation processes, as pointed out by field observations (Barthazy et al. 1998; Heymsfield et al. 2002), seem to be present especially in the first half of the melting layer. Despite these considerations, it appears that the one-to-one correspondence is not a bad assumption in an average sense; Fabry and Zawadzki (1995) concluded that the combined effect of aggregation and breakup can account for less than a 1-dB change between the reflectivity just below and above the melting layer. In terms of the extinction properties, which are less sensitive to changes in the PSD than the reflectivity profiles, this effect should be even less important.

The new observations introduced in this study are from a 915-MHz profiler measuring reflectivities and Doppler velocities. To understand these observations, one must consider both a microphysical and an electromagnetic model. Microphysical properties refer to those properties that affect the evolution of the melting particle, such as its velocity, density, and fraction of melted water. Electromagnetic properties are those properties that affect the dielectric properties of the melting particles and thus the response of these particles to electromagnetic radiation. Microphysical models are well covered in the literature (Szyrmer and Zawadzki 1999, and references therein) and are reviewed only very briefly here; remarks are made only when different parameterizations are used.

a. Microphysical models

The rate of melting of a snowflake falling through the freezing level is driven by the humidity and temperature profiles of the surrounding environment; the latent heat available for melting closes the heating budget between the heat transferred to the particle surface
by conduction and that released/removed by condensation/evaporation. In terms of the mass fraction of melted water $f$ this balance can be written as follows (details can be found in Szyrmer and Zawadzki 1999):

$$
\frac{df}{dz} = \frac{24}{\rho_m L_f} \left[ \frac{F_m(D_m)C_m}{V_m(D_m)D_m^3(D_m \cdot \rho_f)} \right] \times \{K_0[T - T_0] + L_0D_m[D_m^3 - \rho_m^D]\},
$$

(1)

where $\rho_m = 1 \text{ g cm}^{-3}$, $L_f = 335 \text{ J g}^{-1}$, $T_0$ is the temperature at the particle surface (assumed to be 273.15 K), $T$ is the temperature of the environment, $D_m$ is the diameter of the melting snowflakes, and $D_s$ is the diameter of the final raindrop. The capacitance of the melting particle $C_m$ coincides with the radius for spherical particles but takes on a complicated expression if melting particles are considered to be oblate spheroids (Mitra et al. 1990). The solution of Eq. (1) practically solves the problem of the microphysical characterization of the melting process. But, while the terms in the curly braces ($\{\}$) are fixed once the temperature and humidity profiles are known, the term in the square brackets ($\{\}$) presents many uncertainties related to different parameterizations in the velocity of the melting snowflake $V_m$, in the ventilation coefficient $F_m$, and in the snow density $\rho_m$.

1) PARAMETERIZATION FOR MELTING VELOCITIES

Following the experimental work by Mitra et al. (1990), it is possible to parameterize the fall velocities of melting snowflakes as a function of $v_s$, the velocity of the initial snow particle, and $v_r$, the velocity of the final raindrop, as

$$
V_m = y(f)(v_s - v_r) + v_r.
$$

(2)

According to Mitra et al., the function $y(f)$ is practically independent of the flake size (Mitra et al. 1990, their Fig. 2) for dendritic crystals. A reasonable parameterization of the function $y(f)$ is given by

$$
y(f) = \frac{f + f^2}{9.2 - 3.6(f + f^2)},
$$

(3)

while a well-established relationship for raindrop velocity is given by Atlas et al. (1973):

$$
v_r(D_m) \text{ [m s}^{-1}] = [9.65 - 10.3 \exp(-6D_s \text{ [cm]})] \left(\frac{\rho_m}{\rho_{m0}}\right)^{0.5},
$$

(4)

where $\rho_{m0}$ is the density of air at 1000 mb.

The snow velocities are not easily parameterized because ice particles of the same mass can have different fall speeds due to variations in the particle shape and bulk density. As a consequence, there is a fair amount of variability in the parameterizations of snowflake velocity present in the literature. A power-law relationship of the form

$$
v_s(D_m) \text{ [m s}^{-1}] = 4.84(D_m \text{ [m]})^{0.25} \left(\frac{\rho_m}{\rho_{m0}}\right)^{0.5} \text{ snow},
$$

(5)

$$
v_r(D_m) \text{ [m s}^{-1}] = 19.3(D_m \text{ [m]})^{0.37} \left(\frac{\rho_m}{\rho_{m0}}\right)^{0.5} \text{ graupel},
$$

(6)

is assumed for snow and graupel, respectively, and these relationships have been used hereafter. These relationships are consistent with the CRM simulations used later. Furthermore, because $v_s$ is significantly smaller than $v_r$, the overall result is not particularly sensitive to a reasonable range of $v_r$.

2) PARAMETERIZATION OF THE VENTILATION COEFFICIENT

The ventilation coefficient $F$ in Eq. (1) depends on particle size and on the physical characteristics of the particle. This is an important factor in the microphysics of melting since all the variations in the fractional water mass are proportional to this quantity. Unfortunately, there are no direct studies of the ventilation coefficient of melting particles. Parameterization for the ventilation coefficient for raindrops/graupel/hail and snowflakes (Pruppacher and Klett 1997) are instead given as a function of the Schmidt number $Sc = \mu_{air}/\rho_{air}D_{vap} = 0.6$ and of the Reynolds number $Re = v_m L_{air}/\mu_{air}$ $L_{air}$ is a length parameter, which for spherical particles coincides with the diameter, while for oblate spheroids it has been computed following Mitra et al. (1990):

$$
F_m = a + b[Sc^{1/3} Re^{1/2}]^c = a + b \chi^c,
$$

(7)

where $a = 1$, $b = 0.14$, and $c = 2$ for $\chi \leq 1$, while $a = 0.86$, $b = 0.28$, and $c = 1$ for $\chi > 1$. Hereafter, according to the shape selected for melting particles, we will refer to Eq. (7) as the “Mitra/sphere” or “Mitra/spheroid” parameterization of the ventilation coefficient.

Another expression for $F_m$ (hereafter the “Szyrmer” parameterization) is found in Szyrmer and Zawadzki (1999):

$$
F_m = B_m \left(\frac{D_m \text{ [cm]}}{D_s \text{ [cm]}}\right)^{A_m}, \quad B_m = 33.0 \text{ cm}^{-0.7},
$$

(8)

$$
A_m = 1.7.
$$

(8)

If Eq. (8) is used in Eq. (1), the dependence on melting particle diameter tends to cancel out (because of the product $F_m C_m$), so that, for a prescribed melted diameter $D_m$, the distance to melting is almost (except for a weak dependence in $V_m$) snow-density independent.

3) PARAMETERIZATION FOR SNOW DENSITY

An important input to the model is the density of the snow above the bright band. It is well known that the
Table 1. Coefficients entering Eq. (9) for different parameterizations.

<table>
<thead>
<tr>
<th>No. of density model</th>
<th>$x_s$</th>
<th>$y_s$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.022</td>
<td>1.5</td>
<td>Magono and Nakamura (1965)</td>
</tr>
<tr>
<td>2</td>
<td>0.064</td>
<td>0.65</td>
<td>Schaller et al. (1982)</td>
</tr>
<tr>
<td>3</td>
<td>0.018</td>
<td>0.8</td>
<td>Barthazy et al. (1998)</td>
</tr>
<tr>
<td>4</td>
<td>0.015</td>
<td>1.18</td>
<td>Locatelli and Hobbs (1974)</td>
</tr>
<tr>
<td>5</td>
<td>0.012</td>
<td>1.0</td>
<td>Mitchell et al. (1990)</td>
</tr>
<tr>
<td>6</td>
<td>0.015</td>
<td>0.6</td>
<td>UW-NMS* model</td>
</tr>
<tr>
<td>7</td>
<td>0.1</td>
<td>0.0</td>
<td>GCE Model</td>
</tr>
<tr>
<td>8</td>
<td>0.4</td>
<td>0.0</td>
<td>Graupel</td>
</tr>
</tbody>
</table>

* University of Wisconsin-Nonhydrostatic Modeling System.

density of snow particles decreases markedly with size. Different relationships can be found in the literature. Table 1 lists some of the common ones; all of them are in cgs units and in the form

$$\rho_s(D_s) = \frac{x_s}{D_s^{y_s}}. \tag{9}$$

An upper limit equal to 0.92 g cm$^{-3}$ has been fixed to avoid unrealistic densities. The density of graupel has been fixed at 0.4 g cm$^{-3}$.

The effect of the different microphysical parameterizations is shown in Fig. 2a. The velocities of a melting particle (having an equivalent raindrop diameter equal to 1 mm) are shown as a function of the altitude below the freezing level. To assess the importance of the parameterizations for $F_m$ [Mitra (sphere/spheroid) + Szysrmer], different densities and velocities of the initial snowflakes are considered. Note that, in this analysis, we disregard Eq. (5), which would dictate a unique initial snow velocity once the final diameter and the initial density are prescribed.

The snowflake density and the ventilation coefficient seem to be the driving factors in the melting process. Generally, with Mitra parameterizations, denser snowflakes require more time to melt compared to fluffy ones, for both spheres and oblate spheroids. On the contrary, the Szysrmer parameterization leads to results that are density independent; in general, the distance required for complete melting is usually a little bit shorter than that for snowflakes with density equal to 0.1 g cm$^{-3}$ in the Mitra/sphere parameterization. In contrast to density and ventilation parameterization, the initial snowflake velocity has much less influence on the distance to complete melting. The same conclusions can be drawn from Fig. 2b, in which the water mass fraction of melting particles is plotted as a function of the distance below the freezing level. For this example, the lapse rate was set to 6 K km$^{-1}$ and a completely saturated humidity profile was chosen. Variations of the background conditions significantly modify the melting process and affect the brightband amplitude.

### b. Electromagnetic models

The exact solution of scattering and absorption of microwave radiation by melting particles (a mixture of air, water, and ice) is not practically feasible because of the lack of information concerning the detailed structure (shape, size, position, orientation, and number) of inhomogeneities present in the melting particles. Therefore, the only way to approach the problem is to determine some average optical properties of these heterogeneous materials and then to treat them like homogeneous substances described by an effective dielectric constant $\epsilon^{ef}$, with a density equal to

$$\rho_m = \frac{m_s + m_w}{\rho_s + \rho_w} = \frac{\rho_s \rho_w}{[\rho_s + (1 - f)\rho_w]}. \tag{10}$$
1) Maxwell–Garnett models

In mixed-phase hydrometeor electromagnetic modeling (e.g., Fabry and Szyrmer 1999; Olson et al. 2001b) the most commonly used formula for the effective dielectric constant is that of Maxwell and Garnett. Among all 12 different combinations for accommodating air, water, and ice as matrices or inclusions, we consider only the ones most likely to reproduce experimental observations, as found in previous studies.

- Model MGwi: The melting particle is described by a water matrix with dry snow inclusions. The snow, in turn, consists of an ice matrix with air inclusions:

\[
\varepsilon_{\text{eff}} = \varepsilon_{\text{water/dry-snow}} = \varepsilon_{\text{water/air inclusions in an ice matrix}}. \quad (11)
\]

- Model MGiw: The melting particle is described by a dry snow matrix with water inclusions:

\[
\varepsilon_{\text{eff}} = \varepsilon_{\text{dry-snow/water}} = \varepsilon_{\text{air inclusions in an ice matrix/water}}. \quad (12)
\]

- Model MG1: The melting particle is described by a water matrix with dry snow (composed of ice inclusions in an air matrix) inclusions:

\[
\varepsilon_{\text{eff}} = \varepsilon_{\text{water/ice inclusions in an air matrix}}. \quad (13)
\]

- Model MG2: The melting particle is described by a wet snow matrix (composed of ice inclusions in a water matrix) with air inclusions:

\[
\varepsilon_{\text{eff}} = \varepsilon_{\text{ice inclusions in a water matrix/air}}. \quad (14)
\]

- Model MG3: The melting particle is described by an air matrix with inclusions composed of a water matrix with ice inclusions:

\[
\varepsilon_{\text{eff}} = \varepsilon_{\text{air/ice inclusions in a water matrix}}. \quad (15)
\]

2) Meneghini and Liao models

Instead of using the Maxwell–Garnett approach, Meneghini and Liao (1996) derived \( \varepsilon_{\text{eff}} \) using a numerical approach (the conjugate gradient method) to compute the electromagnetic mean internal fields, using a spatially uniform distribution of the components. The calculations are carried out only for ice–water mixtures. There are two possible parameterizations of their results.

- Model ML96 (Meneghini and Liao 1996) is an intermediate model between model MGwi and model MGiw. Wet snow is considered as a dry snow matrix with water inclusion at the initial phase of melting and as a water matrix with dry snow inclusions at the end of the melting process, with a continuous transition between the two states.

- Model ML00 (Meneghini and Liao 2000) provides a parameterization of the effective dielectric constant of ice–water mixtures for frequencies between 10 and 95 GHz or, equivalently, of the mean field ratio \( \langle E_{\text{water}}/E_{\text{ice}} \rangle \). Details about the derivation of the refractive index of melting particles can be found in Olson et al. (2001b).

3) Coated sphere model

The coated sphere model takes into account that snowflake densities not only decrease with size but also vary continuously throughout the bulk of the same snowflake. To address this issue Fabry and Szyrmer (1999) modeled snowflakes as consisting of two concentric spheres (a core and a shell) with different densities, the outer shell representing a tenuous collection of collected ice crystals. Detailed formulas for computing the density of the inner core and of the outer shell and the relative position of the inner core at every stage of the melting process can be found in their paper. In order to describe the different distribution of the melted water inside the melting particles, two additional models were therefore implemented:

- model FS1: coated sphere with both core and shell as in MG3,
- model FS2: coated sphere with core as in MG2 and shell as in MG3.

Figure 3 shows the behavior of \( \text{Im}(K) \) and \( \text{Im}(K) \) for the range of 10.65 GHz (the other frequencies show the same behavior). These factors completely determine the behavior of the extinction and of the scattering/backscattering coefficient in Rayleigh approximations. Figure 3 reveals the extreme behavior of model MG1 (practically equivalent to model MGwi) and of model MG2 regarding both backscattering and extinction cross sections; these quantities, for particular values of the melted mass fraction, can be almost an order of magnitude greater than those coming from the other models. Similarly, the same figure shows significant differences between models MG3, ML96, and ML00. As a consequence of these findings, we can predict that, at the profiler frequency (well inside Rayleigh region), MG1 and MG2 will give the strongest bright-band peak, followed by MG3, ML96 (practically equivalent to model MGwi), and ML00. The same considerations apply to the extinction peak, which is related to \( \text{Im}(K) \).

3. Uncertainties and analysis of profiler data

The most important effect of the bright band on rainfall retrieval algorithms (both radar and radiometers) is the excess extinction produced by melting particles. As already observed by Bauer et al. (1999), scattering properties such as the albedo and the asymmetry factor are of much less importance. A sensitivity analysis can thus be reduced to studying the effect of various parameterizations upon a single variable—the excess optical thickness, \( \Delta \tau \). Sensitivity analyses are straightforward. They show that the uncertainty is dominated by the
electromagnetic models; shown in Fig. 4 are extinction profiles for different electromagnetic models at 10 GHz for a Marshall and Palmer RR = 10 mm h^\text{-1}. The excess optical thickness with respect to no-mixed-phase models corresponds to the area subtended between each curve and the black continuous line. Clearly, different electromagnetic models have different impacts upon the extinction profile. This effect is most pronounced at low frequencies (e.g., 10 and 19 GHz). By comparing different electromagnetic models, we can conclude that ML00 produces the smallest increase in $\Delta \tau$, while MG1 and MG2 produce increases that can be an order of magnitude greater. ML96 gives excesses that are larger than those given by ML00 but still consistently lower than those of FS2 and MG3. FS1 and MG3 give almost the same answer. At higher frequencies (not shown), the backscattering peak disappears, but the extinction peak remains visible, although less pronounced. At frequencies such as 85 GHz, the increase in $\Delta \tau$ for ML and FS models gives extinction profiles as different as at low frequencies; at 85.5 GHz for example, ML models are quite similar to FS models.

The ventilation coefficient $F_m$, the snow density, and the background conditions determine how long particles remain in a “melting” state. This represents a secondary source of uncertainty. The Szyrmer parameterization of ventilation coefficient generally provides an upper estimate of $\Delta \tau$, and the Mitra/spheroid parameterization a lower boundary. Similarly, drier background conditions with lower lapse rates result in bigger $\Delta \tau$s. Very high density particles usually give lower $\Delta \tau$s at 10 and 19 GHz. This is particularly true for the models that have greater absolute excess $\Delta \tau$ (like MG2). For models MG3 FS and ML, only graupel-like particles have significantly lower $\Delta \tau$. On the other hand, at the highest frequencies, the variability due to density increases and graupel-like particles can give a substantial contribution to the optical thickness excess.

In order to restrict these uncertainties, we have analyzed data taken from a 0.915-GHz National Oceanic and Atmospheric Administration (NOAA) profiler (Carter et al. 1995) at the Kwajalein Atoll in the Marshall Islands from July 1999 to August 2000. Only stratiform events are considered. The advantage of using the profiler data is that we can use the reflectivity, the Doppler velocity, and the observed spectral width to constrain the problem. In particular, these three quantities allow us to retrieve the drop size distribution (DSD) of rain in the form of a gamma size distribution (Williams 2002). Therefore, by providing a complete microphysical characterization of the precipitation below the bright band, the profiler seems well suited to reconstruct the melting layer structure upward from the completely melted stage.

The drawbacks of this methodology are that the measured quantities are only indirectly related to the extinction profile and that the frequency of the profiler is significantly lower than those used by current microwave radiometers. Nevertheless, if the profiler observations can be correctly reproduced by a physical model,
then we can have confidence that both the microphysical process and the electromagnetic scattering of melting particles are reasonably reproduced. Therefore, the profiler data can be used to reduce the uncertainties in the brightband modeling.

In addition to DSD below the melting layer, the profiler data can be used to find the brightband top \( h_{FL} \) (coincident with the freezing level), and the brightband bottom \( h_{base} \). These variables have been computed using both the reflectivity and the Doppler velocity profiles. From the reflectivity profile, variables are estimated by looking at the height where the curvature in the logarithm of the reflectivity profile is maximum [this technique has been proposed by Fabry and Zawadzki (1995)]; from the Doppler velocity profile variables are retrieved looking at the height at which the vertical gradient of the Doppler velocity becomes lower than 0.15 m\( \cdot \)s\(^{-1}\) (100 m\(^{-1}\)). In this study, we simply use the average of these two estimates.

Figure 5 shows the mean and the variance of the vertical reflectivity and Doppler velocity profiles in and around the bright band, as a function of the basal reflectivities \( Z_{Rain} \) (defined as the mean reflectivity in a 200-m layer below \( h_{base} \)). The height of the bright band has been renormalized with respect to the estimated \( h_{FL} \). The general signatures of the profiles follow the characteristics already identified by Fabry and Zawadzki (1995), although, in this case, the bright band is somewhat thicker. This can be attributed both to the partially different algorithm to estimate the boundaries of the melting layer and to a different climate regime for the region under investigation (a tropical oceanic island versus a midlatitude land site in Fabry and Zawadzki’s study).

At the estimated \( h_{FL} \), the Doppler velocity profiles are very narrowly distributed in the interval between 2 and 2.8 m\( \cdot \)s\(^{-1}\) (see Fig. 5, bottom). This is nearly impossible to achieve using one of the relationships described in Eq. (5). Therefore, the profiler data have been used to constrain \( v_s \) directly. Similarly, we found difficulties in fitting the mean Doppler widths at \( h_{FL} \), where they spread out in the range 1.2–1.4 m\( \cdot \)s\(^{-1}\). Unfortunately, the Doppler widths are strongly affected by the large variability in the fall speed–mass relationships for ice particles, by the random presence of vertical air motion, and by possible turbulence broadening, as noted by Pascarelli and Srivastava (1980). The Doppler width is therefore not used in the brightband region. Only the reflectivity and velocity profiles are used to constrain the melting parameterizations.

### Matching profiler data

Simulations carried out with different parameterizations show that the thickness of the melting layer and the position of the brightband peak are essentially driven by the density model, the ventilation coefficient, and the background conditions, while the intensity of the bright band is principally tuned by the electromagnetic and the density models. Since the background condition in the melting layer can vary significantly within and between precipitation events, the lapse rate is varied from 4 to 7 K km\(^{-1}\) in 1 K km\(^{-1}\) intervals. Two humidity profiles are used (one completely saturated and the other with a constant 10% km\(^{-1}\) decrease starting from saturated conditions at the freezing level). The temperature profiles are chosen to be in reasonable agreement with the variability of temperature structures below the freezing level as measured by the soundings performed at Kwajalein (the lapse rate of the period between July and September 1999 is 5.7 ± 0.8 K km\(^{-1}\), while the freezing level was 4750 ± 210 m).

Since the estimation of the mean properties of the bright band is the primary focus of this study, profiles are binned in roughly 1–2 dBZ intervals according to the reflectivity just below the bright band. For each profile, the drop size distribution is retrieved from the profiler data at this location \( h_{base} \). It is represented by \( n_v(D_w) \). Then the PSD is allowed to evolve by preserving the mass flux, so that a generic PSD of melting...
Table 2. Best combined electromagnetic and density model for the three parameterizations used. Different categories with basal reflectivities in different ranges are considered. The distance, summed up over 100 profiles, is shown in parentheses.

<table>
<thead>
<tr>
<th>$Z_{\text{true}}$ range dBZ</th>
<th>No. of profiles</th>
<th>Mitra/sphere</th>
<th>Mitra/spheroid</th>
<th>Szyrmer</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.5–20</td>
<td>462</td>
<td>FS2/7 (1.75)</td>
<td>FS2/2 (1.87)</td>
<td>MG3/5 (1.67)</td>
</tr>
<tr>
<td>20–22</td>
<td>570</td>
<td>FS2/7 (1.73)</td>
<td>FS2/2 (1.97)</td>
<td>MG3/5 (1.65)</td>
</tr>
<tr>
<td>22–24</td>
<td>580</td>
<td>FS2/7 (1.91)</td>
<td>FS2/2 (2.12)</td>
<td>MG3/5 (1.77)</td>
</tr>
<tr>
<td>24–25</td>
<td>247</td>
<td>FS2/7 (1.97)</td>
<td>FS2/2 (2.06)</td>
<td>MG3/5 (1.82)</td>
</tr>
<tr>
<td>25–26</td>
<td>303</td>
<td>FS2/7 (1.94)</td>
<td>FS2/7 (2.29)</td>
<td>MG3/5 (1.75)</td>
</tr>
<tr>
<td>26–27.5</td>
<td>427</td>
<td>FS2/7 (2.07)</td>
<td>FS2/7 (2.34)</td>
<td>FS1/5 (1.84)</td>
</tr>
<tr>
<td>27.5–30</td>
<td>411</td>
<td>FS2/7 (2.23)</td>
<td>FS2/7 (2.37)</td>
<td>FS1/5 (1.97)</td>
</tr>
<tr>
<td>30–32</td>
<td>158</td>
<td>FS2/2 (2.3)</td>
<td>FS2/7 (2.43)</td>
<td>FS1/5 (2.04)</td>
</tr>
<tr>
<td>32–34</td>
<td>140</td>
<td>FS2/2 (2.3)</td>
<td>FS2/7 (2.28)</td>
<td>FS1/5 (1.98)</td>
</tr>
</tbody>
</table>

particles $n_m(D_w)$, expressed in terms of the melted diameter $D_w$, is given by

$$n_m(D_w) = n_s(D_w) - n_s(D_w)$$  \tag{16}$$

For each simulated PSD in the bright band, hydrometeor characteristics are simulated using the different background conditions, the eight density models, and the electromagnetic models. The simulated curves for each profile are then rescaled in order to match the onset of melting with $h_{FL}$, the estimated freezing level.

To give a measure of the proximity of two profiles, we define the distance between Doppler velocity profiles by

$$\text{dist}_{\text{vel}} = \frac{\sum_h [V_{\text{true}}(h) - V_{\text{sim}}(h)]^2}{\langle V_{\text{true}} \rangle^{1/2}}, \tag{17}$$

and between reflectivity profiles by

$$\text{dist}_{\text{ref}} = \frac{\sum_h [Z_{\text{true}}^{10}(h) - Z_{\text{sim}}^{10}(h)]^2}{\langle Z_{\text{true}}^{10} \rangle^{1/2}}, \tag{18}$$

where the sum extends to all the bins within the bright band. The best background condition is selected by minimizing the total distance for each profile $\text{dist} = \text{dist}_{\text{ref}} + \text{dist}_{\text{vel}}$.

For each basal reflectivity bin, the best-fitting density, ventilation coefficient, and electromagnetic model are summarized in Table 2. The range of values obtained from the different parameterizations is synthesized in Fig. 6. Among the different ventilation parameterizations, Table 2 indicates that the Szyrmer parameterization is the most appropriate. However, it is important to underline that this result is very sensitive to the selected background conditions.

Within the Szyrmer parameterization, MG3 and FS1 (which give almost identical results), in conjunction with density model 5, seem to give consistently the best results. FS2 (in conjunction with density models 1 and 2) is the next best electromagnetic model, and it seems to give better results for profiles that have higher than the mean reflectivity profile. The ML models generally underestimate the reflectivity peak, so that they are suitable for fitting only weak bright bands. On the other hand, MG1 and MG2 (green lines in Fig. 6) produce reflectivity peaks that are too high (in conjunction with snowlike densities) or too low (in conjunction with graupel-like densities) compared with observations.

One should note, however, that the above conclusions apply to mean observed profiles rather than any one specific observation. The simulated velocity profiles generally show a good agreement with profiler data except at the onset of melting, when the model Doppler velocities tend to increase more slowly than the observed ones. In addition, the lapse rate and the vertical velocity of air in the melting layer can vary significantly within and between precipitation events, and this variability has not been completely addressed since no background conditions were measured simultaneously with the profiler data. Finally, since the reflectivity profile is very sensitive to the PSD, the one-to-one particle correspondence between the freezing and the basal levels is certainly a source of bias also. As such, the better or worse fit of any one parameterization should not be viewed as a shortcoming of the parameterization itself.

For studies requiring mean brightband properties, however, the profiler data analysis allows us to rule out some of the microphysical and electromagnetic parameterizations, at least for tropical oceanic precipitation. In the microphysical context, the parameterization in Equation (8) seems to fit the experimental measurements quite well, with models MG3 and FS2 bracketing the mean reflectivity peak; models ML96 and ML00 seem to underestimate the peak in the average sense. We can thus conclude that models MG3 and FS2 should supply two boundary limits when computing the extinction coefficient. Graupel-like densities are much less compatible with the profiler measurements and, in any case, only if coupled with model MG2.

4. Impact on $T_\mu s$ and rainfall estimates

To understand the impact of melting particles on $T_\mu$s, it is useful to begin with as realistic a cloud representation as possible. Two simulations from the GCE model...
Fig. 6. Best-fitting curves, with varying background conditions and density assumptions to (top) a selected reflectivity and (bottom) velocity profile. Different colors correspond to different electromagnetic models (ML96 = magenta; MG2 = green; MG3 = yellow; FS1 = cyan; FS2 = red). The black diamonds are the profiler data. The thicker lines correspond to the best matching profiles selected for every different electromagnetic model.

(Tao and Simpson 1993) have been used for this purpose: a tropical oceanic squall line and a midlatitude oceanic cold front (Chiu and Petty 2001). The CRMs provide hydrometeor profiles, temperature, and humidity vertical structure (at a 500-m vertical resolution in the lower troposphere), but they do not include mixed-phase hydrometeors. The cold front is characterized by prefrontal shallow convection and well-developed rainbands aligned to the frontal line along the southwest–northeast direction, significant amounts of snow, and a low freezing level (FL = 2.7 ± 0.4 km), while the tropical squall line contains mostly graupel and has a much higher freezing level (FL = 5.0 ± 0.1 km).

For each simulation, the pixels classified as stratiform are altered by introducing a one-dimensional melting model. This modification follows the scheme already used in fitting the profiler data. The basal level $h_{bas}$ is estimated as the level where no ice-type hydrometeors are present; from this height, and using the CRM background conditions and rain DSD assumptions in the
model, the mixed-phase hydrometeor profile (at 25-m vertical resolution) is constructed up to the freezing level for the different microphysical models. A mass flux correction is carried out by adjusting the \( N_0 \) parameter of the PSD at each level so that the melting particle flux is equal to the parent model mass flux. Above the freezing level, all rain is converted to ice-type hydrometeors. Because the profiler data was inconsistent with high-density particles in a bright band, graupel particles in the tropical oceanic squall-line simulation were converted to mass-flux-equivalent snow content. This conversion is certainly heavy-handed but necessary to match our particular observations. In field measurements during the KWAJEX and Large Scale Biosphere–Atmosphere Experiment in Amazonia (LBA) TRMM field campaigns (Heymsfield et al. 2002), images from cloud particle imagers (CPIs) indicate very little graupel at the freezing level in stratiform clouds having well-defined bright bands. As such, the large amounts of graupel produced in the stratiform region by the tropical squall-line simulations seem inconsistent with a number of observations and may represent a problem with the microphysical schemes used in that model. Moreover, melting layer effects of graupel-like particles in squall line simulations have been already carefully treated in the literature (e.g., Olson et al. 2001a). In the cold front this feature is well reproduced by the model. Denser graupel falls out in close proximity to the convective updraft only, and small contents of graupel are present in the pixels classified as stratiform (and only for rain rates higher than 20 mm h\(^{-1}\)).

With these approximations, it is now possible to isolate the effect of the bright band upon upwelling radiiances that would be measured by a satellite. For each profile, the scattering properties have been computed, with and without the brightband modifications. The most likely electromagnetic parameterizations (as found in section 3) have been used in the simple Mie theory context. In addition, the methodology has been repeated without the results of section 3 in order to illustrate the reduction in uncertainty coming from the profiler observations. Figure 7 shows the increase in \( T_{\beta s} \) due to the brightband introduction at 10.65 GHz for the cold front case at the CRM resolution as a function of the CRM rain rate at the ground. The initial uncertainty stemming from the variety of electromagnetic models is reflected in a wide range of \( T_\beta \) variations for each rain rate. The profiler analysis, by bracketing the electromagnetic choice between MG3 and FS2 models, considerably reduces the variability as shown by the single lines.

\[ a. \text{ The optical thickness excess } \Delta \tau \]

As already discussed, the most important aspect of the bright band is the increase in the optical thickness. This excess is not very sensitive to individual CRM simulations. The variability in \( \Delta \tau \) is almost entirely described by the variability in the melting and electromagnetic models, relying on the CRM only to supply mass flux variations inside the melting layer and variability in the temperature and humidity structures of each profile. The strength of the excess \( \Delta \tau \) behaves as a forecast at the end of section 3 from the profiler analysis. Biases between different models increase with the basal reflectivities so that, from a validation point of view, it seems easier to discriminate between models at high rainfall rates. In terms of \( \Delta T_{\beta s} \) (see section 4c), it turns out that small changes in \( \Delta \tau \) at low rainfall rates can also have significant impact on the \( T_{\beta s} \), so the entire range of basal reflectivities needs to be considered.

\[ b. \text{ Effect of the optical thickness excess on } T_{\beta s} \]

In general, the impact of a brightband extinction excess upon upwelling \( T_\beta \) strongly depends on the strength of the weighting function in the proximity of the freezing level. To gain some insight into this behavior, a very simple pure absorptive model is built. This approximation may be representative at the 10.7-GHz TMI frequency. The atmosphere is described in terms of three isothermal layers: 1) the bright band (responsible for 15% and 25% of the total optical thickness for a tropical squall line and an extratropical cold front, respectively) at a temperature of \( T_o = 273.15 \) K; 2) the underlying layers (responsible for 75% and 50%) at a mean atmospheric temperature \( \langle T_{\text{atm}} \rangle \) computed as the average of \( T_o \) and the surface temperature (300 and 293 K for the squall line and the cold front, respectively); and 3) the upper layer above the bright band at 265 K. The response of \( T_{\beta s} \) to an increase of optical thickness in the brightband layer can be predicted once the total optical thickness without melting layer and the relative excess due to melting hydrometeors are known. As already observed by Olson et al. (2001a), the increase in \( T_\beta \) is roughly equal to

\[
\Delta T_\beta = \frac{(1 - e_s)(T_{\text{atm}})}{\text{factor I}} \left[ \exp(-2\tau_{\text{mel}}/\cos\theta_s) \right] \left[ 1 - \exp(-2\Delta \tau/\cos\theta_s) \right].
\]

The variations in \( T_\beta \) are modulated by two opposite factors: the difference between the average atmospheric temperature and the \( T_\beta \) without including the melting layer (factor I), and a factor related to the square of the
transmissivity of the pure brightband excess (factor II). For downward-looking radiometers, the first term is clearly relevant only over ocean and strongest for horizontal polarization with very small optical thickness; the second term typically increases with the basal reflectivities and thus, generally, is bigger for greater optical thickness. Thus, the overall effect on \( T_B \) generally weakens with increasing optical thickness for the same \( \Delta t \). On the other hand, if \( \Delta t \) is assumed proportional to \( \tau \) the maximum effect is found for optical thickness around 0.4. Therefore, in the cold front simulation the effect is expected to be greater than in the squall-line simulation, and this should generally be true for systems with the same basal reflectivity but with lower freezing levels. Moreover, the maximum variation in \( T_B \) is expected to correspond to an optical thickness equal to 0.3–0.5, that is, heavy precipitation at 10 GHz or low rain rates at 37 GHz.

c. Examples of modifications of \( T_B \)s

Radiative transfer computations have been performed by using the Eddington approximation (Kummerow 1993). The \( T_B \)s at a TMI viewing angle (53°) for the original CRM simulations have been computed and compared with the ones obtained with the melting layer model. The inclusion of melting can have a very strong (up to 60 K for some pixels very close to the convective raining cells) impact upon \( T_B \), but generally it ranges between 10 and 23 K (a result shown in Fig. 8). The \( \Delta T_B \) pattern closely follows the optical thickness excess so that the highest \( \Delta \tau \) corresponds to the highest \( T_B \) increase. This means that the increase of absorption/emission because of the presence of mixed-phase particles [factor II in Eq. (19)] remains the leading factor in these simulations. At 37 GHz the \( T_B \)s are much more correlated to the precipitating ice, which contributes substantially to the total optical thickness at this frequency. The enhancement due to melting is now strongly reduced (upper values around 30 K) and is no longer well correlated to the excess of optical thickness. In particular, for the pixels that have \( T_B \)s close to the freezing level temperature, the effect must approach zero because factor I in Eq. (19) is very small.

In the squall-line simulation, as already predicted in section 4b, the introduction of mixed-phase hydrometers has a substantially lower effect. Finally, a more modest increase of upwelling radiances is observed at 85.5 GHz for both simulations (a maximum radiance increase of 15 K is produced).

Table 3 summarizes the effect of including a melting layer upon TMI-footprint-averaged \( T_B \) for various parameterizations in different ground rainfall rate intervals for the cold front simulation. The profiler analysis by bracketing between models MG3 and FS2 improves the initial uncertainty between models ML96 and MG2 by an order of magnitude. While at 10.65 GHz the increase in the \( T_B \) intensifies with the rain rate and changes by as much as −15–20 K according to our best matching models, at 19.35 GHz the maximum effect is found around 3–5 mm h\(^{-1}\) (−15 K), at 37 GHz the maximum effect is around 1 mm h\(^{-1}\) (−10 K), and at 85.5 GHz the effect is always lower than 3 K, almost insensitive to the electromagnetic model. Note that these estimates are valid for the cold front case, representing a system with a low freezing level, so that we believe they can be considered extreme variations.

Finally, an important consideration is that the uncertainty coming from the snow density is comparable to that coming from the knowledge of the correct electromagnetic model once the profiler discrimination has been carried out. For the same final raindrop population, high-density snow particles tend to have a smaller increase in \( T_B \) than fluffy ones, as already noticed by Bauer et al. (2000). Therefore, this parameter needs to be investigated for further improvements in the brightband impact on \( T_B \)s.

5. Validation and planning for future measurements

The \( T_B \) modifications obtained for the CRMs, even when averaged over the large TMI footprints (e.g., see the results by Olson et al. (2001a,b)), can have a significant effect on the retrieved rainfall rates. Estimates of the biases have been given by Bauer et al. (1999), but they are largely dependent on the retrieval algorithm and on the various parameterizations used. These and our findings suggest that it is necessary to partially step back from the retrieval algorithm approach and focus on the real physical processes characterizing the melting layer (e.g., by using dedicated CRM simulations with spectral models, an explicit melting particle class, fine vertical resolution, and treatment of particle–particle in-
Fig. 8. Contour levels of the increase in $T_B$ (horizontal polarization) over ocean as a function of the excess of optical thickness $\Delta \tau$ and of $\tau_{\text{no-melt}}$, the total optical thickness without the surplus due to melting. The computation is based on a very simple pure absorptive radiative transfer model with the average optical properties of the cold front (continuous lines) and the squall line (dash–dotted lines). Dotted lines are contour levels of $\Delta T_B$ for a ground-based nadir upward-looking radiometer. Also shown are some sample points computed from the cold front (crosses and pentagrams) and the squall line (diamonds and triangles) simulation at (top) 10.65 and (bottom) 19 GHz, respectively. Excess optical thickness $\Delta \tau$ has been computed with MG3 model 5.
TABLE 3. Increase in the $T_B$ (K) due to the introduction of the melting layer at the TMI footprint for the cold front. For each electromagnetic model the first and the second lines have the lowest and the highest increases due to density model variation.

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>Electromagnetic model</th>
<th>0.5–2.5</th>
<th>2.5–5</th>
<th>5–7.5</th>
<th>7.5–10</th>
<th>10–15</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.65</td>
<td>ML96</td>
<td>2.2 ± 1.6/1</td>
<td>3.4 ± 2.2/1</td>
<td>3.2 ± 1.4/1</td>
<td>3.7 ± 1.7/1</td>
<td>6.5 ± 2.3/1</td>
</tr>
<tr>
<td></td>
<td>MG2</td>
<td>3.3 ± 2.4/6</td>
<td>4.7 ± 3.2/6</td>
<td>4.3 ± 1.9/6</td>
<td>5.0 ± 2.1/6</td>
<td>8.2 ± 2.9/6</td>
</tr>
<tr>
<td></td>
<td>MG3</td>
<td>10.5 ± 7.9/2</td>
<td>15.1 ± 10.5/2</td>
<td>13.4 ± 6.1/2</td>
<td>15.7 ± 6.6/2</td>
<td>24.4 ± 8.1/2</td>
</tr>
<tr>
<td></td>
<td>FS2</td>
<td>21.7 ± 16.2/6</td>
<td>29.1 ± 20/6</td>
<td>25.3 ± 11.7/6</td>
<td>28.9 ± 11.6/6</td>
<td>39.1 ± 12/6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.4 ± 3.3/1</td>
<td>6.6 ± 4.5/1</td>
<td>6.1 ± 2.7/1</td>
<td>7.1 ± 3.1/1</td>
<td>12 ± 4.2/1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.2 ± 4.6/1</td>
<td>8.8 ± 6.0/6</td>
<td>7.9 ± 3.5/6</td>
<td>9.1 ± 3.9/6</td>
<td>14.6 ± 5.0/6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.6 ± 7.6/2</td>
<td>11.4 ± 3.4/2</td>
<td>9.8 ± 3.8/6</td>
<td>11.7 ± 4.1/6</td>
<td>19.8 ± 5.4/6</td>
</tr>
<tr>
<td>37</td>
<td>ML96</td>
<td>9.6 ± 7.2/6</td>
<td>13.5 ± 12.0/6</td>
<td>12.0 ± 5.4/6</td>
<td>13.9 ± 5.7/6</td>
<td>21.5 ± 7.3/6</td>
</tr>
<tr>
<td></td>
<td>MG2</td>
<td>4.8 ± 3.1/1</td>
<td>4.2 ± 2.5/2</td>
<td>2.5 ± 2.5/2</td>
<td>1.9 ± 1.8/2</td>
<td>1.6 ± 1.3/2</td>
</tr>
<tr>
<td></td>
<td>MG3</td>
<td>5.8 ± 3.6/4</td>
<td>5.8 ± 3.4/6</td>
<td>4.7 ± 3.9/6</td>
<td>3.3 ± 3.3/6</td>
<td>3.2 ± 2.8/6</td>
</tr>
<tr>
<td></td>
<td>FS2</td>
<td>10.9 ± 6.7/1</td>
<td>9.5 ± 5.4/2</td>
<td>6.3 ± 5.0/2</td>
<td>4.3 ± 4.0/2</td>
<td>3.7 ± 2.7/2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17.2 ± 10.1/6</td>
<td>14 ± 7.6/6</td>
<td>9.5 ± 7.1/6</td>
<td>6.6 ± 6.1/6</td>
<td>5.8 ± 4.2/6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.0 ± 4.3/1</td>
<td>6.3 ± 3.7/1</td>
<td>6.3 ± 3.7/2</td>
<td>2.9 ± 2.8/2</td>
<td>2.5 ± 2.0/2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.2 ± 5.0/6</td>
<td>7.8 ± 4.5/6</td>
<td>7.8 ± 4.5/6</td>
<td>4.2 ± 4.1/6</td>
<td>4.0 ± 3.3/6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.8 ± 4.9/1</td>
<td>6.9 ± 4.0/2</td>
<td>4.7 ± 3.8/6</td>
<td>3.2 ± 3.0/2</td>
<td>2.8 ± 2.1/2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.5 ± 6.4/6</td>
<td>9.6 ± 5.4/6</td>
<td>7.0 ± 5.5/6</td>
<td>4.9 ± 4.7/6</td>
<td>4.5 ± 3.6/6</td>
</tr>
</tbody>
</table>

From this experimental arrangement it seems possible to estimate the optical thickness excesses as a function of quantities like the basal reflectivities, the width of very thin layers, and from this quantity, drawn as dashed lines in Fig. 8, show a greater hint. From the brightband region it seems possible to obtain the total optical depth, a set of parameters must be set up to characterize the melting layer and the cloud water, which may contribute to the total optical path but must be discriminated from the broad-band optical excess. All measurements from the bright-band optical excess must be accompanied by precise sounding pro-
the bright band, the background conditions, and the variation of mass fluxes from the freezing level to the basal level. The construction of this dataset should allow an estimate of the error in \( \Delta \tau \) (and successively in the rain rates) and, finally, a better selection of the best-fitting microphysical and electromagnetic models. Other issues, like the climatological and spatial variability of the bright band on the footprint of typical spaceborne radiometers or the role played by graupel and snow in strengthening the extinction signal, have to be addressed also.

6. Summary and conclusions

This study focused on the variations in the extinction profiles and the optical thickness produced by the introduction of mixed-phase hydrometeors. A very simple methodology to reconstruct the vertical profile of scattering properties inside the melting layer has been developed by starting from the basal raindrop size distributions and going upward to the freezing level. The underlying reason to proceed in this way is based on the necessity to start from information that is relatively easy to derive from experimental measurements with current sensors. The methodology, applied to the profiler data acquired during the TRMM KWAJEX field campaign, allows us to reduce the uncertainties that come from different parameterizations of the microphysical processes and of the effective dielectric constants. The parameterization of Szyrmer [Eq. (8)] for the ventilation coefficient appears to be the most appropriate to fit the reflectivity and the Doppler velocity profiles compatibly with the average background conditions of the measurement site. The Mitra parameterization for oblate spheroids [Eq. (7)] gives the worst fit to the data because it tends to underestimate the distance for complete melting. However, these conclusions require a better understanding of the average background conditions inside the bright band. The brightband peak appears to be best represented (in the average sense) by using MG3 (almost equivalent to FS1) and FS2 dielectric constant models; ML96 generally underestimates the strength of the peak. While it is difficult to make specific inferences for particular parameterizations, most other schemes seem to forecast reflectivity profiles that are too far from the real data to be realistic in an average sense.

By using the one-dimensional melting model output from CRM simulations, the optical thickness excess has been computed as a function of the basal reflectivities for stratiform pixels. Results show that although there is high variability introduced by the physics of the CRM, the uncertainty due to the electromagnetic parameterization can probably be further refined by performing targeted measurements. Using the best matching model, the simulation of brightness temperatures for a mid-Atlantic cold front has given maximum radiance increases (up to 60 K for 10.35 GHz at the CRM resolution) even higher than those found by former investigators. At TMI resolution the maximum radiance increases are found at high rainfall rates at 10.35 GHz and at low rainfall rates at 37 GHz (Table 3 summarizes these results), which qualitatively agrees with our preliminary analysis with TMI-PR data, shown in Fig. 1. In the cold front simulation, the brightband effect is certainly enhanced by the fact that this CRM simulation has a very low freezing level, which underscores the importance of the melting layer in midlatitude scenarios. Finally, it seems that more precise conclusions will be possible only after more precise and detailed measurements of the extinction profiles inside the bright bands are made.
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