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ABSTRACT

An objective method of forecasting precipitation coverage with a neural network is presented. This method uses as predictors all available data at local weather stations including both numerical model results and weather data obtained later than the model initial time, which sometimes contradict each other and hence have to be handled subjectively by well-experienced forecasters. Since the method gives an objective and also realistic forecast of areal precipitation coverage, its skill scores are better than those of the persistence forecast (after 3 h), the linear regression forecasts, and numerical model precipitation prediction.

1. Introduction

In operational forecasting in Japan, forecasters are provided numerical model guidance products twice a day, and they make forecasts based on these products. However, the model predictions sometimes become inconsistent with the actual weather, and hence the model results must be modified according to the actual weather. The modification is a difficult task even for expert forecasters because dependence on the actual weather varies case by case according to the weather condition, which is very difficult when the space–time resolution of the forecast is high.

An artificial neural network is a helpful tool because of its ability to approximate an uncertain function that relates forecast data to the actual weather. The main benefit of using a neural network is that it can account for nonlinear relationships between predictors and predictand. And also, unlike the multiple regression method, which is often used in applying the model output statistics method, the neural network might have a large number of predictors. Indeed, neural networks are less prone to overfitting data than many other models (Bishop 1996). Therefore, various kinds of predictors can be used, including numerical model results and recent observations. Moreover, information from a large extent of the atmosphere can be extracted by using values from a number of grid points that are not necessarily near the forecast area.

The neural network technique has already been applied to prediction of various weather events (McCann 1992; Marzban and Stumpf 1996, 1998). For example, McCann made forecasts of severe thunderstorms using a neural network. His neural network used the lifted index and moisture convergence as input and gave a value between 0 and 1 corresponding to nonoccurrence and occurrence of thunderstorms, respectively. He showed that the critical success index of human thunderstorm forecasts improved from 0.17 to 0.22 when provided with the neural network output. The neural network of McCann used only observational data as input. At the Japan Meteorological Agency (JMA), on the other hand, neural networks are used as substitutes for multiple linear regression traditionally used in model output statistics applications. The predictors used in the networks of JMA are the same ones that were used in the multiple regression method. They are taken only from numerical model products and are “translated” to weather forecasts. To date, there has been no neural network application to weather forecasting that tries to use both numerical model results and observational data.

In the present research, a neural network technique is applied to make precipitation coverage forecasts using all available data including both numerical model output and weather data obtained later than the initial time of numerical weather prediction (NWP) model. Its results can be used as a basis for decision making by forecasters. Section 2 describes the structure and the learning procedure of the network. Section 3 provides the evaluation of the network. Section 4 gives concluding remarks.

2. Neural network configuration

a. Structure of the network

The neural network in the present research has a three-layer structure: input layer, hidden layer, and output layer.
All available data that seem to be related to precipitation over the forecast area were included in the predictors. The numerical models used in the present research are the Asia Spectral Model (ASM) and the Japan Spectral Model (JSM) of the Japan Meteorological Agency; both models were used operationally when the research of the present paper was done (the operational NWP model was renovated in March 1996 and the new Regional Spectral Model has been running since then). ASM and JSM ran twice a day: the initial times were 0000 and 1200 UTC. And their products were delivered to local weather stations in the form of gridpoint values.

From ASM, divergence of $Q$ vector (Hoskins et al. 1978) at the 500-hPa level, gradient of equivalent thickness (Huber-Pock and Kress 1989), and relative humidity calculated from equivalent thickness (HIX in Huber-Pock and Kress 1989) were input to the network. From JSM, the gridpoint values of vertical velocity at the 700-hPa level, $u$ and $v$ components of wind at the 850-hPa level, total cloud amount, middle-level cloud amount, and 3-h precipitation amount were put to the network and HIX, Showalter’s stability index, temperature advection at the 500-hPa level, and divergence of water vapor flux at 900 hPa were calculated from the gridpoint values of height, wind, temperature, and dewpoint depression at 500-, 700-, 850-, and 900-hPa levels and used as predictors.

Twenty-five grid points of the ASM and 117 grid points of the JSM were selected to cover the forecast area. Nine-point averages of the JSM gridpoint values were made in order to reduce the amount of input data. The numerical prediction data that were valid at the beginning of the specified forecast time were used together with the data that were valid at the end of the forecast time. The number of predictors is 150 for ASM (three kinds of data $\times$ 25 grid points $\times$ two valid times) and 260 for JSM (10 kinds of data $\times$ 13 nine-point averages $\times$ two valid times).

From observational data, temperature difference between surface observation and 850-hPa forecast of JSM, $u$ and $v$ components of surface wind, divergence of surface wind, the radar-observed precipitation amount calibrated with rain gauges (Makihara 1996; Makihara et al. 1996), and satellite-observed infrared imagery were used.

The surface wind and temperature observations are from the Automated Meteorological Data Acquisition System (AMeDAS) interpolated to $\frac{1}{2}^\circ$ lat–long grid points. The interpolation method is based on Barnes (1973), which makes gridpoint value as follows:

$$x_g = \frac{\sum_{R \in R^*} x_o \exp(-\alpha R^2)}{\sum_{R \in R^*} \exp(-\alpha R^2)},$$

where $x_g$ is the gridpoint value, $x_o$ the observed value, and $R$ the distance between the grid point and the observation point. The summation is made for the observation of which the distance is less than $R^*$. The $R^*$ was set to be the same as the grid distance in the present research. Here, $\alpha$ is the smoothness parameter. The smaller the $\alpha$ is, the smoother the interpolated field becomes. In the present research, the $\alpha$ was set to be 0.4 after some trials. Locations of AMeDAS and the grid points are shown in Fig. 1. Forty-two grid points are taken and hence the number of predictors from AMeDAS is 168 (four kinds of data $\times$ 42 grid points).

The radar-observed precipitation amount and satellite-observed infrared imagery are averaged over the 20 areas shown in Figs. 2 and 3, respectively. In order to take into account seasonal change, $\sin(2\pi T/365)$ and $\cos(2\pi T/365)$ were included in the predictors, where $T$ is the Julian date. The total number of predictors including a constant is 621 ($150 + 260 + 168 + 20 + 20 + 2 + 1$).

All input values are transformed as follows to have a value between 0 and 1:

$$\hat{x} = \frac{x - x_{\min}}{x_{\max} - x_{\min}},$$

where $x$ is the predictor, $x_{\max}$ the maximum value, and $x_{\min}$ the minimum value of $x$ in the training dataset and $\hat{x}$ is the input value to the network.

The predictors have six types of frequency distribution. Surface wind, divergence of surface wind, temperature difference between surface observation and
850-hPa JSM forecast, and wind at the 850-hPa level of JSM have a Gaussian type of distribution (Fig. 4a). Divergence of $Q$ vector, temperature advection at the 500-hPa level, vertical velocity at the 700-hPa level, and divergence of water vapor flux at the 900-hPa level have distributions with a steep peak (Fig. 4b). Distribution of HIX and Showalter’s stability index have no definite peaks of frequency (Fig. 4c). Distribution of gradient of equivalent thickness and satellite imagery is biased to the lower side of the value range (Fig. 4d).

Total cloud amount and the middle-level cloud amount of JSM have high frequency at 1.0 and relatively high frequency at 0.0 (Fig. 4e). Radar-observed precipitation amount and JSM precipitation forecast have definitely high frequency at 0.0 and the frequency decreases along the value increase (Fig. 4f).

Although some predictors (especially gridpoint values of neighboring grids) are highly correlated, no steps were taken to handle the collinearity.

The hidden layer of the network has 200 neurons. The number of hidden neurons is related to the memory of the neural network; that is, the network can memorize more patterns if it has more hidden neurons. On the other hand, however, the network tends to “overfit” to noisy data when it has too many hidden neurons. Hence it is crucial to set a “proper” number of hidden neurons. In the present research, the number of hidden neurons was set to be maximum within the limit of the computational resources and at the same time an algorithm to avoid overfitting was employed.

The output layer has 120 neurons corresponding to precipitation forecasts for each of the 120 areas shown in Fig. 5. As a predictand, the ratio of radar-observed rainfall area to forecast area is employed.

Each hidden and output neuron takes the linear combination of all values of the previous layer and transforms it with the sigmoid function $1/[1 + \exp(-x)]$, and gives the result to the next layer (Fig. 6). The weights of the linear combination are adjusted in the course of training in order to simulate the input–output relationship of the given training data. This involves the minimization of an error function, which in this article is taken to be the sum of the square error.

The multiple linear regression method was also applied to the same training data for comparison. For each one of 120 forecast areas, one regression function was built. Since the predictors in the present research are
prepared for all 120 area forecasts, it might not be necessary for a regression function to use all the predictors. Hence, the stepwise algorithm was employed to select only necessary predictors for each regression function. $F$ values of the stepwise algorithm were set to be 10.0 for acceptance of a predictor and 7.0 for removal of a predictor after some trials. The number of accepted predictors was between 13 and 40.

Although the selection of the “best” predictors might improve the performance of a neural network, the predictors chosen by the stepwise analysis are not always the “best” for the neural network, because the stepwise method evaluates the importance of predictor only with linear relationship between the predictor and predictand while neural networks can reproduce both linear and nonlinear relationships. Little is known of how to choose the “best” predictors for a neural network before training it.

**Fig. 4.** Histograms of (a) divergence of surface wind, (b) divergence of $Q$ vector, (c) HIX of ASM, (d) pixel value of satellite-observed infrared imagery, (e) total cloud amount of JSM, and (f) radar-observed precipitation amount.
b. Learning procedure of the network

In the present research four neural networks were constructed: one neural network is for 0–3-h forecast, one for 3–6-h forecast, one for 6–9-h forecast, and one for 9–12-h forecast. Each network is supposed to make a forecast every 3-h. For example, given observational data of 0900 UTC, the network for 6–9-h forecasts makes a forecast of 120 areas’ precipitation coverage during 1500–1800 UTC using observational data of 0900 UTC and the numerical model results of 0000 UTC initial, which are valid at 1500 and 1800 UTC. If the time of observation is between 0300 and 1200 UTC, the numerical model results of 0000 UTC initial are used and otherwise those of 1200 UTC initial are used.

Four datasets were constructed for training of each network using the results of numerical models and observational data from March 1994 to February 1995. The number of samples in each set is 2679, 2682, 2676, and 2678 for 0–3-, 3–6-, 6–9-, and 9–12-h forecasts, respectively. The numbers are smaller than the supposed 2920 (eight times a day for 365 days) because samples lacking some of its components were removed from the set.

Among the various kinds of training algorithms, the conjugate-gradients method (Fletcher and Reeves 1964) was chosen, since it converges faster to a minimum value than the backpropagation algorithm and is applicable to a large-size neural network. In order to minimize a given function, the conjugate-gradients method makes a search for a minimum point along the “conjugate-gradient direction.” When a minimum point is found, the conjugate-gradient direction at that point is calculated and a search is made again from the point along the new direction. The above procedure is repeated until the derivative of the function becomes sufficiently small. About 200 iterations were taken in the present research. While conjugate-gradient direction can be calculated in several ways, Fletcher and Reeves proposed one described as follows:

$$d_k = -\nabla F(x_k) + \frac{\|\nabla F(x_{k-1})\|^2}{\|\nabla F(x_k)\|^2}d_{k-1},$$

where $F$ is the function to be minimized, $d_k$ the direction of the $k$th search, and $x_k$ the minimum point found at the $(k-1)$-th search. Usually, $d_k$ is given as $-\nabla F(x)$.

The weight decay method (e.g., Bishop 1996) is also introduced into the training algorithm. The network in the present paper has 148 320 parameters to be adjusted, 124 200 (= 621 × 200) between the input and hidden layers, and 24 120 (= 201 × 120) between the hidden and output layers, and such a large network tends to overfit the training data and loses generalization because the number of parameters to fit is much larger than the number of cases in the developmental sample. The weight-decay method is a way to avoid overfitting, which adds a penalty term to the error function as follows:

$$E = \sum_{i=1}^{N} \sum_{j=1}^{120} [y_i(x_j) - y_j]^2 + \eta \sum_{i=1}^{148320} w_i^2,$$

where $E$ is the error function.
where $E$ is the error function, $N$ the number of training samples, $f_j$ the network output for the $j$th predictand, $x_i$ the input vector of the $i$th sample, $y_i$ the true output of the $j$th predictand of the $i$th sample, and $w$ the connection weights in the neural network. The penalty term, constraining the size of weights, prevents the network from overfitting to the given samples, for, with large parameter values, the sigmoid function becomes very steep and has strong nonlinearity as a result the whole neural network represents a very nonlinear function. The positive value $\eta$ controls the extent of constraint. When $\eta$ is too large, the weights are strongly constrained and the neural network becomes a too smooth function and fails to approximate the input–output relationship of samples properly. With too small $\eta$, on the contrary, the neural network tends to fit to a noisy detail of the input–output relationship of samples. Hence, to select a proper value of $\eta$ is crucial. Although a method for the selection of $\eta$ value is presented with Bayesian theory (MacKay 1995), it was not employed in the present research because the method requires several iterations of all the training procedure and it takes too much computational time, which is not affordable at this time. The value $\eta$ was set to be 0.1 in the present research in order that the two terms of the error function are comparable when an average size of error $|f_j(x_i) - y_i|$ is around 0.2 and an average size of parameter $|w|$ is around 1.0. As the value is an arbitrary one, other values of $\eta$ should be tested for improving the performance of the network in the future.

3. The network’s skill

The neural network in the present research was designed to be a tool to make rain/no-rain forecasts for 120 forecast areas. The network’s output equal to or above a threshold value $\theta$ is taken as the “rain” forecast and output below $\theta$ is taken as the “no rain” forecast for a specified forecast area. One threshold value is used for all the forecast areas in one month and the value varies month to month. The value $\theta$ was so defined as to maximize the Heidke skill score (HSS) in the training dataset.

The skill of the network is evaluated with HSS calculated as follows:

$$S = \frac{T - C}{N - C},$$

where $S$ is the skill score, $T$ the number of hits, $N$ the total number of forecasts, and $C$ the number of climatological hits. The value of $C$ is calculated as

$$C = \frac{F_1 \times O_1 + F_0 \times O_0}{N},$$

where $F_1$ and $F_0$ are the number of rain forecasts and no-rain forecasts, and $O_1$ and $O_0$ are the number of “actual rain” and no rain. The score becomes 1.0 for the perfect forecasts and 0.0 for random or climatological forecasts. The two-by-two contingency table was made for each month using forecast results of all 120 areas. Hence $N$ is around 28,800 ($8 \times 30 \times 120$). These scores were calculated for the period between March 1995 and February 1996, which did not overlap with the training period. The number of samples in this period is 2731, 2727, 2722, and 2716 for the 0–3-, 3–6-, 6–9-h, and 9–12-h forecasts, respectively. Samples lacking some of its components were removed from the set in the same way as that for the training set. The monthly precipitation appearance rate ($O_i/N$) during the period varied from 0.04 (December 1995) to 0.37 (July 1995).

It should be noted that training a neural network with 1 yr of data and evaluating it with another 1 yr of data cannot give a nonbiased generalization performance of the network. Hence the following results provide limited information about the performance of the neural network, as they are based on 1-yr validation, which may have some biases.

Figure 7 shows 12-month averages of monthly skill scores of the neural network, JSM, multiple linear regression method, and persistence forecast. In order to make rain/no-rain forecasts from JSM, the 3-h precipitation amount of JSM at the grid point nearest to the forecast area was taken. Both the JSM gridpoint value and the multiple linear regression result were dichotomized into two categories (i.e., rain forecast and no-rain forecast) using a threshold value defined for each month in the same way as that for the neural network. The “persistence forecast” makes the rain forecast on the areas that have 50% or over 50% precipitation coverage at present and the no-rain forecast on the other areas.
The lead time shown in Fig. 7 is the duration from the time of observation to the forecast time. Therefore, in the validation set of each lead time, the JSM forecast of various forecast times is mixed up and hence the scores of JSM are almost the same for each lead time.

Though the persistence forecast has a high score for the 0–3-h forecast, the neural network is the best of all four methods beyond 3 h.2

Figure 8 shows month-to-month skill scores of the neural network, JSM, and the multiple linear regression method. Although the scores are varying month to month, the scores of the neural network are the highest of the three methods except for a few months. JSM had difficulty in forecasting precipitation in August because the precipitation in this month is often brought by small-scale convective systems, which the numerical models can hardly predict. The neural network made better forecasts, even in this month. This may be due to the use of information from the observational data. The difference of the skill scores between the neural network and JSM is reduced according to the forecast lead time. The scores of the multiple regression are as high as the neural network from March 1995 to October 1995 while it falls behind the neural network’s from November 1995 to February 1996. It may be because the relationship between predictors and predictands varies season to season. As the multiple linear regression makes an approximation of an “average” relationship, it may work well in some seasons and not so well in others. The neural network might be able to make a proper approximation of such relationships with its nonlinearity.

Spatial distribution of 12-month-average skill score is shown in Fig. 9. The neural network’s performance shows moderate fluctuation within the region compared to that of JSM, which has, for example, low scores along the east end of the region.

Figure 10 shows a sample of the neural network forecasts compared with JSM’s precipitation prediction and the actual precipitation area. The neural network forecasts precipitation over almost the same area as the observations at 0–3 and 6–9 h, while JSM predicts a much smaller precipitation area at 0–3 and 3–6 h and a much larger one at 6–9 h. For the 9–12-h forecast, however, the neural network forecasts nearly the same precipitation area as the JSM prediction, although the actual precipitation covers a larger area than the forecasts. As shown in this case, the neural network seems to be able to make rain forecasts by taking information from observational data even when the numerical model makes no precipitation at all. And it also seems to be able to combine smoothly the latest observation and numerical model results by applying different weights to the latest weather data according to the forecast time.

4. Concluding remarks

In the present paper, an artificial neural network was applied to precipitation coverage forecasts.

The neural network was used in a somewhat “crude” manner in the present research; that is, all possible predictors were given to the network without any selection procedure, the number of hidden neurons and the weight–decay parameter were arbitrarily given, and the size of the network was a little too large compared with the volume of the training dataset. Nevertheless, after being trained with the conjugate-gradient method and the weight–decay algorithm, it performs better than the raw use of the numerical model prediction results or the multiple linear regression method. This crude use of a neural network is useful when it is difficult to spare enough time or computational resources for selecting the optimal statistical model or for making a detailed examination of a large amount of predictor candidates.

As the period of the training data is only 1 yr in the present research, the performance of the neural network will be improved when more training data become available.

It is still unclear to what extent each predictor con-

---

2 Estimation of error range of the scores requires a large amount of computational resources, which are not affordable at present. Hence the superiority of the neural network is not yet proven to any degree of statistical significance.
Fig. 9. Spatial distribution of skill score of the neural network (left column), persistence forecast (middle column), and JSM prediction (right column). From top to bottom, scores of 0–3-, 3–6-, 6–9-, and 9–12-h forecast are shown. Areas of score over 0.4 are hatched with horizontal lines and areas of score over 0.5 are hatched with crossing lines. The skill scores are calculated using all the evaluation data from March 1995 to February 1996.
Fig. 10. (Left column) Areas of precipitation amount over 0.4 mm, which is observed with the radar–AMeDAS composite. From top to bottom, the valid times of every row are 1500–1800 UTC, 1800–2100 UTC, 2100–2400 UTC 13 July 1995, and 0000–0300 UTC 14 July 1995. (Middle column) The neural network’s forecasts. Forecasts were made when observational data at 1500 UTC 13 July 1995 were given. Areas of network output over 0.5 are hatched. (Right column) JSM precipitation prediction. Initial time is 0000 UTC 13 July 1995. Areas of 3-h precipitation amount over 0.4 mm are hatched.
tributes to the forecasts and to what extent recent observations improve the forecasts. It could be resolved by constructing a neural network using only a subset of the predictors, for example, only the numerical model results, which should be tried in the future.

There is a forecasting “gap” in forecast time of 3–12 h, as Doswell (1986) described. In the gap, linear extrapolation becomes meaningless and numerical models are still in an “adjustment stage.” The neural network can be one way to fill up the gap and can support forecasters’ tasks.
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