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ABSTRACT

This study examines interannual variability produced by a recent version of the University of California, Los Angeles, coupled atmosphere–ocean general circulation model (CGCM). The CGCM is shown to produce ENSO-like climate variability with reasonable frequency and amplitude. A multichannel singular spectrum analysis identifies the simulated ENSO cycle and permits examination of the associated evolution of atmospheric and oceanic states. During the cycle, the evolution of upper-ocean heat content in the tropical Pacific is characterized by a zonal oscillation between the western and eastern equatorial Pacific and a meridional oscillation between the equator and 10°N. The zonal oscillation is related to the amplification of the cycle, and the meridional oscillation is related to the transition between phases of the cycle. It is found that the north-south ocean heat content difference always reaches a threshold near the onset of a warm/cold event.

The three-dimensional evolution of ocean temperature anomalies in the tropical Pacific during the simulated ENSO cycle is characterized by four major features: 1) a build up in the subsurface of the western equatorial sector during the pre-onset stage, 2) a fast spread from the western subsurface to the eastern surface along the equator during the onset stage, 3) a zonal extension and amplification at the surface during the growth stage, and 4) a northward and downward spread during the decay stage.

Ocean temperature budget analyses show that the buildup of subsurface temperature anomalies is dominated by the vertical advection process in the western sector and the meridional advection process in the central sector. The former process is associated with vertical displacements of the thermocline, which is an important element of the delayed oscillator theory. The latter process is associated with a Sverdrup imbalance between trade wind and thermocline anomalies and is emphasized as the primary charge-discharge process by the recharge oscillator theory. It is argued that both processes play key roles in producing subsurface ocean memory for the phase transitions of the ENSO cycle.

1. Introduction

The El Niño–Southern Oscillation (ENSO) phenomenon has long been recognized as the major interannual climate variation of the coupled ocean–atmosphere system [Bjerknes (1969); Wyrski (1975); see Philander (1990) for a review]. Warm (El Niño) and cold (La Niña) ENSO events occur quasi-periodically and are generally associated with significant anomalies in global weather patterns. Recognition of the importance of ENSO accelerated work toward successful simulations of the climate system with coupled atmosphere–ocean general circulation models (CGCMs). The work targeted both the seasonal cycle and interannual variability of the system in the understanding that these are not independent aspects of the issue. Progress has been rapid, and the problem of climate drift in many models has been greatly alleviated [compare results presented in Neelin et al. (1992) and Mechoso et al. (1995)]. In addition, several contemporary CGCMs are capable of producing ENSO-like variability without artificial flux corrections at the atmosphere–ocean interface (e.g., Philander et al. 1992; Latif et al. 1993; Yu and Mechoso 1998). Those successes strongly suggest that key components of the ENSO phenomenon are captured by contemporary CGCMs and that the models have matured to the extent that their products can be used for a critical examination of theories on ENSO.

The current paper presents the simulation of ENSO by a recent version of the University of California, Los Angeles, (UCLA) CGCM, whose atmospheric model component was extensively revised in recent years (see Yu et al. 1997; Fararra et al. 1997; Li et al. 1999; Mechoso et al. 2000). The first part of the paper describes the model, simulation performed and the interannual climate variability produced. The atmospheric and oceanic structures that compose the simulated ENSO cycle are extracted from the model results. As in observations, the simulated cycle comprises complex correlated atmospheric and oceanic structures. An effective statis-
tical method, therefore, is needed to extract the quasi-periodic phenomenon from simulated fields. For this work, we have selected the multichannel singular spectrum analysis method (M-SSA; Broomhead and King 1986; Vautard and Ghil 1989), which has been shown capable of extracting near-periodicities, and their associated spatio-temporal structures, from short and noisy time series (Robertson et al. 1995a). The M-SSA method is an extension of the principal component analysis of a time series of spatial vectors to include additionally an analysis of temporal structure (Keppenne and Ghil 1992).

The second part of the paper focuses on the simulated ENSO dynamics by analyzing the relationships between evolutions of atmospheric and oceanic structures. A considerable number of theoretical and modeling studies have already been performed in an intense effort to understand the dynamics of ENSO. Those theories have emphasized the growth and phase-transition mechanisms at work during the cycle. The former mechanism is responsible for the amplification of anomalies during the warm or cold phases of the cycle, while the latter is responsible for the transition between phases. Amplitudes and recurring timescales of ENSO events are determined by the combined effects of these two mechanisms. It is generally agreed that coupled instabilities of the atmosphere–ocean system provide the growth mechanism, as first postulated by Bjerknes (1969). Accordingly, small perturbations in sea surface temperature (SST) over the equatorial Pacific amplify through positive feedbacks with associated perturbations in surface winds and convection.

The phase-transition mechanism is less understood at present. At least three candidate mechanisms have been suggested from conceptual or highly simplified studies [see Neelin et al. (1998) for a review on ENSO theories]. Although most ENSO theories agree that the ocean provides the memory for the low-frequency oscillation of the cycle, they assign the role of carrying that memory to different processes. The delayed oscillator theory (Schopf and Suarez 1988; Battisti and Hirst 1989) suggests that the delayed negative feedback associated with free oceanic equatorial wave propagation and reflection at the western boundary is responsible for the phase reversal of the ENSO cycle. The slow SST–fast wave theory (Neelin 1991; Neelin and Jin 1993; Jin and Neelin 1993a,b) argues that oceanic surface thermodynam-ics, rather than ocean wave dynamics, provide the memory for the phase transition. There also has been a recent revival of interest in the recharge oscillator theory (Wyrtki 1975; Zebiak and Cane 1987; Zebiak 1989; Jin 1997). This theory is conceptually similar to the delayed oscillator theory in suggesting the importance of subsurface ocean adjustment processes in producing the needed delay for ENSO oscillation. The recharge oscillator, on the other hand, emphasizes the importance of the buildup (i.e., charge) and release (i.e., discharge) of zonal-mean ocean heat content in the equatorial band for the phase reversal of the ENSO cycle. Moreover, the charge and discharge are generated by the nonequilibrium between the zonal-mean ocean heat content and trade wind system. A critical analysis of the phase-transition mechanisms suggested by the different theories requires comprehensive and basinwide information of both surface and subsurface ocean states, to an extent that is currently unavailable from observations. The complete atmospheric and oceanic information produced by CGCM simulations is a most useful alternative (e.g., Collins 2000). For this purpose, we use the simulated results to examine the correlations among SST, atmospheric heat flux, and wind stress forcings, and upper-ocean heat content during the ENSO cycle.

We start in section 2 by describing the CGCM and the simulation. Section 3 examines the seasonal cycle and interannual variability produced in the simulation. Section 4 discusses the spatial and temporal structures of the leading oscillatory mode detected by the M-SSA method in the simulated fields. The relationships between atmospheric and oceanic anomalies during different phases of the cycle are discussed in section 5. The three-dimensional evolution of simulated ocean temperature in the tropical Pacific is shown in section 6. An ocean temperature budget analysis is performed in section 7 to identify the primary contributors to ocean temperature variations during the ENSO cycle. Section 8 gives a summary and discussion of the results.

2. Model and simulation

The CGCM used in this study consists of the UCLA global atmospheric GCM (AGCM; Suarez et al. 1983; Mechoso et al. 2000, and references therein) and the oceanic GCM (OGCM) known as GFDL Modular Ocean Model (MOM) (Bryan 1969; Cox 1984; Pacanowski et al. 1991). The AGCM includes the schemes of Deardorff (1972) for the calculation of surface wind stress and surface fluxes of sensible and latent heat, Katayama (1972) for shortwave radiation, Harshvardhan et al. (1987) for longwave radiation, Arakawa and Schubert (1974) for parameterization of cumulus convection, and Kim and Arakawa (1995) for parameterization of gravity wave drag. The model has 15 layers in the vertical (with the top at 1 mb) and a horizontal spacing of 4° lat × 5° long. The MOM includes the scheme of Mellor and Yamada (1982) for parameterization of subgrid-scale vertical mixing by turbulence processes. The surface wind stress and heat flux are calculated hourly by the AGCM, and the daily averages passed to the OGCM. The SST is calculated hourly by the OGCM, and its value at the time of coupling is passed to the AGCM. The ocean model domain covers the tropical Pacific from 30°S to 50°N, and from 130°E to 70°W. The model has 27 layers in the vertical with 10-m resolution in the upper 100 m. The ocean has constant depth of about 4150 m. The longitudinal spacing is 1°, the latitudinal spacing varies gradually from 1/3° between
10oS and 10oN to almost 3o at 50oN. The time-varying climatology from Alexander and Mobley (1976) is used to prescribe the SSTs outside the OGCM domain. No “ad-hoc corrections” are applied to the information exchanged by model components.

The AGCM used in this study includes several recent and important revisions in the physical parameterizations. The model version used in earlier CGCM studies (e.g., Robertson et al. 1995a,b; Ma et al. 1996; Yu and Mechoso 1999a,b) significantly underestimated subtropical marine stratocumulus in the planetary boundary layer (PBL; see Ma et al. 1996; Yu and Mechoso 1999b for discussions). The revised formulation of PBL and stratocumulus processes of Li et al. (1999) has alleviated this problem. AGCM simulations performed with this revised PBL formulation have shown better agreement with observations in the geographic distribution and frequency of stratocumulus clouds. Also, the AGCM versions used in earlier CGCM studies significantly underestimated the ozone concentration predicted in the upper troposphere and lower stratosphere. The shortwave absorptivity of ozone was also too large. To reduce these two problems, Farrara et al. (1997) prescribed ozone from a zonally averaged climatology, replaced the formulation of Katayama (1972) for shortwave absorptivity of ozone by that of Lacis and Hansen (1974), and introduced the parameterization of Manabe and Möller (1961) for calculation of the shortwave absorption by water vapor. In addition, they added momentum to the list of variables that are vertically mixed in dry, convectively unstable layers. Those revisions in radiation and ozone processes have a larger impact on the simulation of the stratospheric circulation but also improve results in the troposphere.

A new version of the UCLA CGCM was produced using the revised AGCM, and a 53-yr long integration was performed with this model. The initial oceanic condition is an ocean at rest with climatological January distributions of temperature and salinity corresponding to the climatology compiled by Levitus (1982). The initial atmospheric condition is obtained by integrating the AGCM from an analysis of 15 October 1979 to 15 January of the following year. To reduce the influences from model spinup, only SSTs from year 13 to year 52 are used for analysis in this paper. All OGCM outputs are interpolated horizontally to the AGCM grids in order to facilitate the analyses of air–sea interactions and to reduce the size of matrices in the M-SSA analysis.

3. Simulated seasonal cycle and interannual variability

Figure 1 presents the long-term mean simulated SSTs for April and October. The patterns and magnitudes of SSTs in both panels of Fig. 1 compare well with the observed except in the eastern Pacific south of the equator, where simulated values are too high. The October field includes a well-developed cold tongue in the eastern equatorial Pacific. Overall, these results are more realistic than those obtained with earlier versions of the UCLA CGCM (cf. Robertson 1995a; Mechoso et al. 1995), which were characterized by a significant cold bias in SST in association with excessive surface evaporation (Yu and Mechoso 1999a). The revisions in the PBL parameterization result in moister PBL air and decreased evaporation from the ocean surface.

The warm bias in the eastern Pacific south of the equator remains significant, although it is much reduced in comparison with that in previous model versions. The sensitivity studies of Ma et al. (1996) and Yu and Mechoso (1999b) linked this warm bias to the underestimation of Peruvian stratocumulus. The PBL revisions have resulted in improved simulation of those subtropical clouds (see Li et al. 1999) in uncoupled AGCM simulations. The improvement obtained in the CGCM, however, is not as dramatic as that in the AGCM with prescribed SSTs. Such a difference in model behaviors is at least partially due to the strong positive feedbacks between marine stratocumulus and the underlying SSTs (Philander et al. 1996). In the CGCM, clouds whose radiative properties are not captured properly will result in erroneous SSTs, which, in turn, will affect subsequent cloud formation. In the uncoupled AGCM simulations, on the other hand, clouds do not affect the SSTs. The improvement after the PBL revisions extends to the annual variations of SST in the equatorial eastern Pacific. For example, the asymmetric features between the warm and cold phases of the equatorial cold tongue discussed.
by Yu and Mechoso (1999b) are better captured (not shown). The westward propagation speed of SST deviations from the annual mean is stronger in the warm phase than in the cold phase, and the maximum SST deviations in the cold phase last longer.

Figure 2 shows the time evolution of simulated SST and zonal wind stress anomalies in the equatorial band between 4°S and 4°N. Here, anomalies are defined as the departures from the mean annual cycle. A low-pass filter was applied to the anomalies to remove the variability with timescales shorter than one year. Figure 2a shows stronger SST anomalies in the eastern-to-central sector, with peak strength around 150°W. The largest amplitude of SST anomalies is close to 2°C, which is almost four times as large as the strongest anomalies produced by earlier model versions (Robertson et al. 1995b). This improvement is consistent with the notion that an accurate simulation of the mean state and annual cycle of the coupled atmosphere-ocean system is crucial for better ENSO simulations (e.g., Meehl 1990; Jin et al. 1994; Tziperman et al. 1994). Anomalous warm SST events develop approximately every 3–4 yr (at yr 21, 25, 29, 33, 36, 40, 45, 48). This recurrence frequency of the simulated warm events is close to that of observed El Niño events (Rasmusson and Carpenter 1982).

According to Fig. 2b, most wind stress anomalies are confined to the western part of the ocean basin, with largest amplitudes close to 0.2 dyn cm⁻². It is apparent that all major warm events are accompanied by strong westerly wind stress anomalies to the west of the max-
maximum SST anomalies. The ratio between largest magnitudes of wind and SST anomalies is about 0.1 dyn cm\(^{-2}\) (°C\(^{-1}\)) which is comparable to that obtained by earlier versions of the CGCM that produced both weaker wind stress and SST anomalies (Robertson et al. 1995b). Therefore, if this ratio is interpreted as a measure of the strength of atmosphere–ocean coupling, the increase of interannual variability in the present CGCM is not primarily due to stronger feedbacks between SST and wind stress anomalies.

Figure 3 shows the evolution of SST anomalies during the warm event that develops during year 24 of the simulation, which is among the strongest produced by the CGCM. The warming starts along the South American coast and central Pacific in the earlier part of the year (Fig. 3a), and it extends toward the central equatorial Pacific during the following few months (Fig. 3b).

A local maximum in SST anomalies appears in the eastern equatorial Pacific in October. After this month, SST anomalies start to decrease in the eastern sector but continue to increase in the central sector to a maximum of 1.5°C in the following February (Fig. 3c). (The SST anomalies before the low-pass filtering is close to 2°C.)

The event begins to decay in the spring and is over before the end of the year (Figs. 3d,e). The spatial structure and time evolution of the model simulated warm event are reasonably similar to those observed during El Niño. The model, however, produces a weaker eastward propagation of the warm anomalies and tends to place the strongest SST anomalies in the central equatorial Pacific. In addition, the interevent variability is weaker than observed. Most simulated events tend to start in the northern spring and the associated anomalies tend to grow to their maximum strength in the following autumn season. The simulated warm events, therefore, exhibit a phase locking with the seasonal cycle that is close to that of observed El Niño events (Rasmusson and Carpenter 1982).

**4. The simulated ENSO cycle**

To extract the multivariate structure associated with the simulated ENSO cycle we apply the M-SSA method to combined atmospheric and oceanic variables between 20°S and 20°N. In this way, the correlative relationships between the atmosphere and ocean during the cycle can be examined. The atmospheric variables included in the input to M-SSA are the zonal and meridional components of surface wind stress and net surface heat flux. They represent the dynamical and thermal forcings (as well as response) of the atmosphere to the ocean. The oceanic variables include SST and ocean heat content, which is defined as the vertically averaged temperature in the upper 300 m. The 20°S–20°N band is selected in order to explore the possibility that the underlying ENSO dynamics involves both the equatorial and off-equatorial Pacific. The anomalies are low-pass filtered before the M-SSA method is applied. In addition, all
fields are scaled by appropriate constants to ensure that their values have similar magnitudes. The scaling factors are 1, 1, 0.05, 10, and 10 for SST, ocean heat content, surface heat flux, and zonal and meridional wind stress, respectively. The scaling factors are then taken out from the M-SSA modes. We use a 61-month window in the M-SSA, as suggested by Robertson et al. (1995a) to analyze interannual variability.

An oscillatory mode is characterized in M-SSA by a pair of eigenvectors with similar eigenvalues and principal components (PCs). The first two leading eigenvectors of the combined five-variable M-SSA explain approximately the same amount of variance (i.e., eigenvalues), and their PCs are also very similar to each other, except for a phase shift (Fig. 4). Therefore, the first pair of the eigenvectors represents an oscillatory mode that explains 23% of the variance in the combined variables. A power spectrum analysis of the PCs (not shown) reveals a dominant period of about 48 months. This is very close to the reoccurrence timescale of the ENSO-like SST anomalies in the simulation (see Fig. 2a).

Figure 5 shows the structure of this oscillatory mode along the equator during the 61-month window lag used in the M-SSA. The modal structure of SST is characterized by weakly westward-propagating anomalies in the central-to-eastern sector and by quasi-standing anomalies with opposite signs along the western end of the basin (Fig. 5a). SST anomalies in the western sector lag those in the center and east sectors by about 6 months. Large westerly (easterly) wind stress anomalies appear almost simultaneously to the west of positive (negative) SST anomalies in the central-to-eastern sector (Fig. 5b). The patterns of SST and zonal wind stress eigenvectors are similar to those of the anomaly fields shown in Fig. 2. Therefore, the leading oscillation mode obtained by the M-SSA represents the ENSO cycle produced by the CGCM and can be identified with the observed phenomenon.

Figures 5a and 5c show that strongest positive (negative) SST anomalies in the central sector are flanked by centers of southward (northward) meridional wind stress anomalies. The strongest center in the west coincides with the strongest zonal wind stress anomalies (Fig. 5b). The values shown in Fig. 5c are representative of the meridional wind stress at 2°S. Meridional wind stress anomalies at 2°N and 2°S have opposite signs (not shown), and the former have smaller magnitude than the latter. Figure 5d shows that surface heat flux anomalies (positive downward) are out of phase with SST anomalies, hence providing a negative feedback during the cycle. The coincidence between centers of largest heat flux and wind stress anomalies suggests that the primary contribution to the negative SST-heat flux feedback comes from anomalous evaporation.

Figure 6 shows the combined SST and wind stresses fields in the entire tropical Pacific during various stages of the warm and cold phases of the oscillation mode. In the onset stage of the warm phase, positive SST anomalies develop in the eastern equatorial sector (Fig. 6a). The anomalies expand rapidly toward the date line during the growing stage with the largest values still along the South American coast (Fig. 6b). In the mature stage, the center of largest SST anomalies moves toward the date line and negative anomalies appear in the western equatorial Pacific and around the pool of warm anomalies (Fig. 6c). In the decaying stage, positive SST anomalies detach from the South American coast first and then weaken in the central sector (Fig. 6d). Zonal wind stress anomalies tend to point toward the center of largest SST anomalies, while meridional wind stress anomalies point toward the equator from both the northern and southern Tropics. Also, large wind stress anomalies in both the equatorial and off-equatorial Pacific are confined to the west of the eastern edge of the SST anomaly center. The onset and mature stages of the cold phase are approximately the mirror image of those for the warm phase, with wind stress vectors pointing away from the equator.

5. Evolution of ocean heat content anomalies

A better understanding of the evolution of ocean heat content anomalies and its relationship with that of SST anomalies during the simulated ENSO can provide insight into the processes that carry the memory of the cycle. Figure 7a shows the eigenvector structure of the former anomalies at the equator obtained from the leading oscillatory M-SSA mode. Positive and negative values propagate slowly eastward and their arrival at the eastern boundary is almost simultaneous with the onset
of the warm and cold phases of the ENSO cycle, respectively (see Fig. 5a). The evolution shown in Fig. 7a is in qualitative agreement with the behavior predicted by the delayed oscillator [see Fig. 7 of Battisti and Hirst (1989)].

The two centers of large anomalies in the western and eastern sectors, however, appear to develop more in situ than via propagation. A further separation into zonal-mean and zonally asymmetric components shows that the eastward propagation depicted in Fig. 7a can be interpreted as the superposition of oscillations in the zonal-mean component and in the east-west contrast of the anomalies. Figure 7b reveals that the zonal-mean component increases gradually before the onset of the warm phase of the cycle to a maximum that is reached about the time when onset occurs. As the warm phase
develops, the zonal-mean anomalies gradually decay to completely vanish in the mature stage. As the warm phase decays (from months 28 to 37), negative ocean heat content anomalies build up and reach their largest magnitude at the onset of the cold phase. Thus, there is a 90° phase lag between the oscillations in zonal-mean ocean heat content and SST anomalies at the equator. Figures 7b and 5a suggest that the variations of the zonal-mean ocean heat content anomalies at the equator are a key part of the phase-transition processes of the ENSO cycle. This is in general agreement with the recharge oscillator theory (Wyrtki 1975; Zebiak and Cane...
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FIG. 7. Leading oscillatory mode of ocean heat content anomalies along the equator obtained from the combined 5-variable M-SSA: (a) the eigenvector, (b) its zonal-mean component, and (c) its zonally asymmetric component. The vertical coordinate spans the 61-month window used in M-SSA. Contour intervals are 0.05°C. Positive values are shaded.

As for the zonally asymmetric component, Fig. 7c shows that it is characterized by the establishment of an east-west dipole along the equator. During the warm phase, ocean heat content increases in the eastern sector with a center around 100°W, and decreases in the western sector with a center around 155°E. During the cold phase, a similar east-west contrast with opposite polarity is established. Figures 5a and 7c clearly show that the amplitude of this east-west contrast increases from zero at the onset stages of both the warm and cold phases to reach maximum strength at the mature stages of both phases. This in-phase relationship with SST anomalies suggests that the zonally asymmetric component of the ocean heat content anomalies plays a key role in the growth of the ENSO cycle.

Our CGCM results on the roles of zonal-mean and zonally asymmetric components of ocean heat content anomalies at the equator during the ENSO cycle are consistent with the findings of Schneider et al. (1995). That study contrasted integrations of an ocean model in which wind stress forcing either was taken directly from observations or had exactly the same values but opposite time evolutions. At the equator, the two experiments produced similar east-west heat content contrasts, but very different zonal-mean heat content anomalies. The zonal contrast of ocean heat content anomalies is always in equilibrium with wind stress forcing and, therefore, does not depend on the history of wind stress forcing. On the other hand, the zonal-mean component carries the memory of atmospheric forcing.

The extent to which other parts of the tropical Pacific are involved in the buildup and release of zonal-mean ocean heat content anomalies at the equator has not been discussed in previous studies. To address this issue, we examine the horizontal structures of ocean heat content anomalies in the Pacific between 20°S and 20°N. Figure 8 shows the eigenvector structures of the ocean heat content anomalies during various stages of the leading oscillatory M-SSA mode. Before the onset of the warm phase, the domain is characterized by ocean heat content anomalies that are positive around the equator and negative around 10°N (Fig. 8a). This north-south pattern changes gradually as the warm phase develops. First, positive heat content anomalies with large amplitude appear rapidly in the eastern equatorial Pacific (Figs. 8b, c). Negative anomalies later develop in the western equatorial Pacific (Fig. 8d). A strong east-west dipole of ocean heat content anomalies is established, which is strongest near the mature stage (Fig. 8e).

Figures 8c and 8d depict the establishment of a band of positive ocean heat content anomalies along 10°N starting during the mature stage of the warm phase. This 10°N band of anomalies strengthens further during the decaying phase (Figs. 8e-h). The establishment of this band in the central-to-western sector appears occurring simultaneously with the increase of negative ocean heat content anomalies in equatorial western Pacific. In the eastern sector, the 10°N band seems to be a “leakage” of the anomalies with the same sign that accumulated in the eastern sector during earlier stages. The leakage spreads first northward along the American coast and then westward along 10°N. There is no comparable development in the Southern Hemisphere. Near the end of the decaying phase, the pool of negative ocean heat content anomalies spreads rapidly to the entire equatorial band. At this stage, a south-north dipolar pattern of ocean heat content anomalies is reestablished between the equator and the 10°N with polarity opposite of that before the onset of the warm event (compare Figs. 8a and 8h).

The observational study of Zhang and Levitus (1997) reports a similar eastern boundary leakage into the
Northern Hemisphere. That study applies empirical orthogonal function (EOF) and correlation analyses to the upper-ocean temperature anomaly fields compiled by Levitus et al. (1994) from observations. Zhang and Levitus (1997) show that during El Niño (La Niña) events, positive (negative) equatorial temperature anomalies in the east move northward along the American coast and then propagate westward across the Pacific basin along 15°N. The similarity between their results and ours add credibility to the analysis strategy based on application of the M-SSA method and selection of the quasi-quadratic mode to represent ENSO.

The anticorrelation between ocean heat content at the equator and 10°N during the simulated ENSO cycle is further illustrated in Fig. 9. It is apparent that variations in zonal-mean ocean heat content anomalies in the equatorial band are approximately in phase with those south of 8°N and out of phase with those in a narrow band around 10°N. A similar north–south dipolar pattern of ocean heat content anomalies was obtained by Zebiak (1989) using a linear dynamical model forced with wind stress corresponding to the period of 1970–87. Zebiak (1989) found that ocean heat content is exchanged across the equator during the ENSO cycle. In his results, the largest differences between ocean heat content anomalies at 10°N and the equator occur approximately when SST anomalies switch from positive to negative (see his Fig. 4). Our results, obtained with a full CGCM,
support his suggestion that the meridional displacement of ocean heat content is an integral component of the ENSO cycle.

To further examine the phase relationship between SST anomalies and the north–south dipole in ocean heat content anomalies, we plot in Fig. 10 the temporal variations of those two quantities. The SST time series represents values averaged in the region where SST anomalies have larger magnitudes (180°–120°W and 4°S–4°N). The north–south dipole of ocean heat content is represented by the difference between the zonal-mean anomalies at the equator and 10°N. Figure 10 shows that several warm/cold events in the simulation are preceded by a relative maximum/minimum in the north–south difference of ocean heat content anomalies. Furthermore, peaks in the latter time series have approximately the same magnitude, although SST anomalies during warm events can have significantly different magnitudes. Figure 10, therefore, suggests that the north–south ocean heat content contrast reaches a threshold near the onset of a warm/cold event. Figure 10 also shows that not every relative maximum/minimum value of the ocean heat content difference is followed by a warm/cold event. Reaching that threshold seems to be a necessary but not sufficient condition for ENSO onset.

6. Three-dimensional evolution of ocean temperature anomalies

In this section we examine the structure of temperature anomalies in the upper ocean during the ENSO cycle and their evolutions. A three-dimensional oscillatory mode of ocean temperature anomalies is obtained by applying the M-SSA method to the low-pass filtered anomalies in the upper 300 m of the ocean between 20°S and 20°N. This mode explains about 37% of the total variance. Figure 11 displays longitude–depth cross sections at the equator of the corresponding eigenvector for the preonset, onset, growth, mature, and decay stages of the warm phase of the cycle. Figure 12 shows the corresponding latitude–depth cross sections of zonal-mean anomalies.

Figure 11a shows that before the onset of the warm phase of ENSO, a large pool of positive temperature anomalies already exists in the western equatorial Pacific at a depth of about 110 m. As mentioned in section 5, the preonset stage is characterized by a gradual increase of zonal-mean heat content anomalies at the equator (see Fig. 7b). Therefore, Fig. 11 indicates that the dominant contribution to this increase comes from the subsurface in the equatorial western Pacific. As the onset approaches, the subsurface temperature anomalies extend eastward and upward toward the surface of the eastern equatorial Pacific (Fig. 11b). This extension is approximately along the long-term mean slope of the equatorial thermocline (Fig. 11f). Similar eastward migration was also reported in an earlier CGCM study (Nagai et al. 1990). Figures 12a and b show that zonal-mean temperature anomalies during these two stages are mostly confined to the equator and are characterized by a slow upward movement from −110 m to the surface. The anomalies eventually surface in the equatorial eastern Pacific, which marks the onset of a warm event. These simulated characteristics of ocean temperature anomalies in the preonset stages of the warm ENSO phase are strikingly similar to those observed by the Tropical Oceans and Global Atmosphere Tropical Atmosphere–Ocean Array for the 1997–98 El Niño event (Trenberth 1998; McPhaden 1999). The observations show that a pool of subsurface temperature anomalies was present several months before the onset of the 1997–98 warm ENSO event. Furthermore, the observed subsurface pool was also centered approximately 100 m below the surface.

In the growth stage, Fig. 11c shows a very rapid and complete shift along the equator of positive temperature anomalies from the western subsurface to the eastern surface, and a westward extension of SST anomalies on the surface (Fig. 11c). Later in the growth stage and through the decay stage, a pool of negative anomalies begins to build up in the west at a depth of about 110 m (Figs. 11d and 11e). Simultaneously, the positive temperature anomalies near the surface eastern equatorial Pacific start expanding away from the equator (Figs. 12d and 12e). As a result, the positive anomalies in the upper part of the equatorial Pacific decrease gradually, while the negative anomalies in the lower part of the upper ocean continue to grow. This tendency continues until the decay stage of the warm ENSO phase. The zonal-mean ocean heat content anomalies at the equator, therefore, must decrease from positive to negative values from the growth stage to the decay stage. This is consistent with the variations in the zonal-mean component of ocean heat content anomalies seen in Fig. 7b. A notable feature in Figs. 12c–e is that equatorial ocean temperature anomalies expand only into the Northern Hemisphere, particularly toward 10°N. At 10°N, the
Fig. 11. Longitude–depth plots of ocean temperature anomalies at the equator during various stages of the leading oscillation mode. The mode is obtained by applying the M-SSA to the ocean temperature anomalies from 20°S to 20°N, from 130°E to 70°W, and from surface to −300 m. (a)–(e) The decay stage of the cold phase (10-month lag) and the onset (15-month lag), growing (21-month lag), mature (27-month lag), and decaying (33-month lag) stages, respectively, of the warm phase. (f) The long-term mean isotherms at the equator. Contour intervals are 0.1°C for (a)–(e) and 2°C for (f). Positive anomalies are shaded.
Fig. 12. Latitude-depth plots of zonal-mean ocean temperature anomalies during various stages of the leading M-SSA oscillation mode. See Fig. 11 for the corresponding stage and time lag of each panel. Values shown are averaged over 130°E–70°W at each latitude. Contour intervals are 0.05°C. Positive values are shaded.
anomalies move across the basin and return to the western
sector at a depth of about −110 m.

Based on the three-dimensional analysis presented in
this section, we can describe the ENSO cycle as con-
sisting of four major features in the ocean tempera-
ture anomalies (see Fig. 13): 1) a buildup in the subsurface
of the western equatorial Pacific during the preonset
stage, 2) a spread from the western subsurface to the
eastern surface along the equator during the onset
stage, 3) a zonal extension and amplification at the
surface during the growing stage, and 4) a northward and
downward spread during the decaying stage. These results
suggest that both the equatorial and off-equatorial Pa-
cific are involved in the ENSO cycle. They also suggest
that the leakage of equatorial ocean heat content anom-
aly in the equatorial western Pacific toward the subsurface at 10̊ N
during the decaying stage. The positive air–sea feedback is considered
part of the growing stage.

7. Oceanic heat budget analysis

To contrast the relative contribution of different pro-
cesses to the evolution of ocean temperature anomalies
during the ENSO cycle, we analyze the various terms
in the OGCM’s temperature equation. This can be writ-
ten as

$$\frac{\partial T}{\partial t} = -V \cdot \nabla T - w \frac{\partial T}{\partial z} + \frac{1}{\rho C_p} \frac{\partial F}{\partial z} + \frac{\partial}{\partial z} \left( K_H \frac{\partial T}{\partial z} \right),$$

(1)

where $T$ is ocean temperature, $t$ is time, $V$ is horizontal
velocity, $w$ is vertical velocity, $z$ is the vertical coor-
dinate, $F$ is the vertical heat flux, $\rho$ is density, and $C_p$
is the specific heat of water. $K_H$ is the vertical diffusion
coefficient, whose value is determined by the Mellor-
Yamada level 2½ turbulence closure scheme (Mellor and
Yamada 1982). The terms on the right-hand side of (1)
represent the horizontal advection, vertical advection,
heating due to surface heat flux, and turbulent vertical
diffusion. The temperature changes due to horizontal
diffusion and convective adjustment are not considered
but are believed to be small.

Figures 11 and 12 suggest that for analyses of the
temperature evolution during the ENSO cycle the upper
ocean can be approximated by two layers with an inter-
face at around 60–70 m deep. The vertical-mean tem-
peratures in these layers represent the surface and sub-
surface thermal anomalies. Therefore, we examine sep-
ately the vertically averaged temperature budget in the
top six model layers (surface–60 m deep) and the fol-
lowing five model layers (80–145 m deep). The cor-
responding equations can be written in the following way:

$$\frac{\partial T}{\partial t} \bigg|_{\text{upper}} = \frac{1}{\Delta z_{\text{upper}}} \int_{z_1}^{z_2} \left( -u \frac{\partial T}{\partial x} \right) dz + \frac{1}{\Delta z_{\text{upper}}} \int_{z_1}^{z_2} \left( -v \frac{\partial T}{\partial y} \right) dz + \frac{1}{\Delta z_{\text{upper}}} \int_{z_1}^{z_2} \left( -w \frac{\partial T}{\partial z} \right) dz + \frac{1}{\Delta z_{\text{upper}}} \int_{z_1}^{z_2} \left( \frac{K_H}{\rho C_p} \frac{\partial T}{\partial z} \right) dz,$$

(2)

$$\frac{\partial T}{\partial t} \bigg|_{\text{lower}} = \frac{1}{\Delta z_{\text{lower}}} \int_{z_3}^{z_4} \left( -u \frac{\partial T}{\partial x} \right) dz + \frac{1}{\Delta z_{\text{lower}}} \int_{z_3}^{z_4} \left( -v \frac{\partial T}{\partial y} \right) dz + \frac{1}{\Delta z_{\text{lower}}} \int_{z_3}^{z_4} \left( -w \frac{\partial T}{\partial z} \right) dz + \frac{1}{\Delta z_{\text{lower}}} \int_{z_3}^{z_4} \left( \frac{K_H}{\rho C_p} \frac{\partial T}{\partial z} \right) dz,$$

(3)

where $z_1 = -60$ m, $z_2 = -80$ m, $z_3 = -145$ m, $\Delta z_{\text{upper}} = 60$ m, and $\Delta z_{\text{lower}} = z_2 - z_1 = 65$ m. We start by
computing all terms in (2) and (3) based on the three-
day-mean $u$, $v$, $w$, $T$, and $K_H \partial T/\partial z$ in the model’s history files. Next we remove the annual cycle of each term,
use a low-pass filter to remove variations with time-
scales shorter than 1 yr, and apply the M-SSA method.
The leading pair of M-SSA modes together explains
33% of the total variance of $(\partial T/\partial t)_{\text{upper}}$ and $(\partial T/\partial t)_{\text{lower}}$. 

![Figure 13](http://example.com/fig13.png)
and a power spectrum of the PCs gives a dominant period of about 48 months.

**a. Upper ocean layer**

Figure 14 presents the zonally averaged structures of the eigenvectors corresponding to the first M-SSA mode for the upper ocean layer. The following discussions focus on the warm phase, since the cold phase can be approximately obtained by sign reversal. Figures in this section of the paper label the onset, mature, and termination times of the warm phase by dot-dashed, solid, and short-dashed lines, respectively.

Figure 14a shows that the largest temperature changes in the upper layer occur at the equator. Figure 14d shows that the vertical advection term is the only rhs term that has a temporal behavior similar to the temperature tendency term, although with a slight phase lag. The zonal advection term lags the tendency term by about 7 months (Fig. 14b). Thus, the contribution to temperature changes by zonal advection is strongest toward the end of the growing period. The meridional advection and surface heat flux terms are almost 90° out of phase with the tendency term. The surface heat flux term provides a negative contribution to the temperature tendency during the warm phase, while the meridional advection term provides a positive contribution. Both terms have their largest values in the Northern Hemisphere. At the equator, these terms have larger magnitudes than the other budget terms, but they tend to cancel each other due to the difference in phase. The contribution of the vertical diffusion term is very small and can be neglected for the upper ocean layer. Therefore, Fig. 14 suggests that vertical and zonal advections are the main processes that drive the changes of zonal-mean temperature in the upper ocean layer. Surface heat flux and meridional advection respond to the warm phase development but their combined effects on zonal-mean temperature changes are small.

Figure 15 displays the horizontal structures of terms in the temperature equation for the upper ocean layer at the onset and mature times of the warm phase. At the onset, most ocean temperature changes occur in the eastern and central sectors (Fig. 15a) with the largest warming along the South American coast. The major contribution to this warming is given by the vertical advection term (Fig. 15d). This can be associated either
Fig. 15. Horizontal structures of the temperature budget terms for the upper ocean layer. The left panels show the structures at the onset stage of the warm phase, and the right panels are those for the mature stage. Values shown are amplified by 10,000. Contour intervals are 5°C day⁻¹. Positive values are shaded.
with a weakening of the coastal upwelling or with a deepening of the thermocline in view of

$$
\left( -w' \frac{\partial T}{\partial z} \right) = -w' \left( \frac{\partial T}{\partial z} \right) - \frac{\partial T}{\partial z} \left( \frac{\partial T}{\partial z} \right) ,
$$

where primes indicate anomaly and bar indicate mean state. Since surface wind stress anomalies are weak during the onset, the variation in the vertical advection term is likely caused by the deepening of the thermocline, that is, $-\nabla (O T / \alpha z)$. Zonal advection contributes to the warming tendency in the eastern and central sectors by advecting positive SST anomalies westward from the coastal region (Fig. 15b). Surface heat flux also contributes to the warming tendency in the central and western sectors (Fig. 15e), but this contribution is largest off the equator in both the Northern and Southern Hemisphere.

At the equator, values are small except for the western sector, where they are negative. The meridional advection term also has largest magnitudes off the equator, but these are mostly confined to the Northern Hemisphere. The vertical and zonal advection terms continue to dominate the temperature tendency throughout the growing period (not shown), but their magnitudes decrease as the mature stage approaches.

At the mature stage, the warming tendency continues in the central-to-western sector but a cooling tendency appears in the eastern sector (Fig. 15f) where positive SST anomalies stop growing. Figure 15j shows that the surface heat flux term is the major contributor to this cooling in the eastern sector. The meridional advection term also contributes to the cooling tendency along the south-to-central American coast. This term basically reflects the eastern boundary leakage to the Northern Hemisphere discussed in sections 5 and 6. The zonal advection term is the sole contributor to the continuous warming tendency in the central-to-western sector at this time (Fig. 15g). The center of large zonal advection is always located west of the SST anomaly center and propagates westward as the warm phase develops. This behavior of advection can be described by an expression that takes into account the wind-forced ocean currents, that is, $-u' (\partial T / \partial x)$. This is a way consistent with the slow SST theory (Neelin 1991; Neelin and Jin 1993; Jin and Neelin 1993a,b). As the warm phase starts decaying, a cooling tendency spreads from the eastern to the central-to-western sector (not shown). During this period, the vertical advection is larger than the surface heat flux and meridional advection terms and determines the cooling tendency in the eastern sector until the onset of the following cold phase.

In discussing Fig. 14 we already mentioned that the meridional advection and surface heat flux terms have largest magnitudes around 6°N, not at the equator. Strong trade wind anomalies also develop during the ENSO cycle around that latitude (see Fig. 6). This coincidence suggests that surface wind stress may play an important role in determining the latitudinal structure of these two terms. To address this point, we display in Fig. 16 the latitude-time structures of both components of surface wind stress anomalies and wind stress magnitude obtained from the combined 5-variables M-SSA analysis discussed in section 4. It is apparent that both components of surface wind stress, as well as the wind stress magnitude, have their largest values around 6°N.

The latitudinal structure of the wind stress magnitude in the Northern Hemisphere is very similar to that of the surface heat flux term (compare Figs. 16c and 14f). This similarity suggests that wind-controlled surface evaporation processes are dominant in the response to ENSO of surface heat flux around 6°N.

The off-equatorial center of the meridional advection term in the Northern Hemisphere can also be linked to the trade wind anomalies distribution via Ekman transports. According to Fig. 16, there are strong easterly wind stress anomalies between 4° and 20°N with a local maximum around 6°N during the growing period of the warm phase. A northward Ekman transport and positive meridional advection can, therefore, be expected in this region. Southward of 4°S, the zonal-mean values of zonal wind stress anomalies are positive. However, only wind stress anomalies in the western part of the southern Pacific are negative with small values (see Fig. 6c). Therefore, meridional temperature advection associated with Ekman transports in this part of the South Pacific has to be positive and small. Near the equator, Ekman transports are weak. The large values of the meridional temperature advection at this latitude are located in the eastern sector (see Fig. 15h), where trade wind anomalies are small. Therefore, the advection here is likely related to the southward anomalous current induced by the weakening of upwelling, which brings the warmer mean SSTs into the equator by a term of the form: $-u' (\partial T / \partial y)$. As a result, the meridional advection term is positive between 10°S and 10°N and has a maximum center at 6°N. The large values in this region between the surface heat flux and meridional advection terms, therefore, is rooted in their mutual dependence on trade wind anomalies in the subtropical Pacific.

We can also use Ekman transport arguments to understand the latitudinal structure of the vertical advection term. Vectors in Fig. 16a represent the direction and magnitude of Ekman transport at the mature stage of the warm phase based on the zonal wind stress anomalies in the western sector. Convergence of the Ekman transport at 10°N is consistent with a deepening of the local thermocline, while divergence near 2°N and 6°S is consistent with the shoaling of the thermocline in these regions. Figure 15i shows that at the mature stage there is a positive vertical temperature advection band centered at 10°N and bands of negative vertical temperature advection centered at 2°N and 6°S. This figure also suggests that the zonal-mean values of the vertical advection term off the equator are dominated by those in the western sector. Here, vertical advection is primarily determined by wind stress forcing, and therefore...
from the combined 5-variable M-SSA. (c) The magnitude of the surface wind stress. Vectors along (a) represent the direction and magnitude of Ekman transport at the mature stage of the warm phase based on the zonal wind stress anomalies in the western sector. In this sector, vertical advection is not determined by wind stress forcing and is in phase with the tendency term. This is consistent with the latitudinal structure of the vertical advection term shown in Fig. 16d.

**b. Lower ocean layer**

Figure 17 displays the zonally averaged structures of the eigenvectors corresponding to the first M-SSA mode of the temperature budget equation for the lower ocean layer. Figure 17a shows that there are centers of large temperature changes at the equator and near 10°N. This latitudinal structure is similar to the north–south dipole pattern in ocean heat content anomalies (see Figs. 8 and 9). It appears, therefore, that variations of the north–south dipole pattern are dominated by temperature variations in the lower ocean layer. At both the equator and 10°N, temperature tendencies are largest during the mature stage. The meridional advection, vertical diffusion, and vertical advection terms have comparable magnitudes and similar phases at the equator and are all important contributors to the tendency term. The temperature tendency near 10°N, on the other hand, is dominated by vertical advection. During the mature stage, the vertical advection term has local maxima at 6°S, 2°N, and 10°N (Fig. 17d). These are the same latitudes where the upper ocean layer produces strongest vertical advection in the same stage due to Ekman pumping (see Fig. 15i). Therefore, the vertical advection term in the lower layer also reflects the deepening/shoaling of the thermocline induced by Ekman transports.

Figure 18 displays the horizontal structures of the terms in the temperature budget for the lower ocean layer. The panels correspond to the onset time for the zonal advection term and to the mature time for all other terms. Figure 18a shows that the strongest cooling tendencies at the equator occur in the central and western sectors. The vertical advection term is the principal contributor to the cooling tendency in the western sector (Fig. 18c), while the meridional advection term is the principal contributor in the central sector (Fig. 18b). The latter term is related to the Sverdrup transport forced by the curl of surface wind stress anomalies. The negative gradient of zonal wind stress anomalies between the equator and 6°N (see Fig. 16a) implies a northward
Sverdrup flow at the mature stage of the warm phase. The negative gradient between the equator and 2°S implies a southward flow. Both flows can advect warmer subsurface temperatures away from the equator and result in negative meridional temperature advection.

The vertical diffusion term also contributes to the cooling tendency in the central Pacific (Fig. 18d). The magnitude of the contribution is about 50% of that from the meridional advection term. Figure 18e displays the structure of the zonal advection term at the onset stage of the warm phase. At this stage, the zonal advection is positive in most of the equatorial band. This term basically reflects the eastward extension of the positive subsurface temperature anomalies (Fig. 11b). Therefore, this is the only budget term in the lower ocean layer that does not act to build up the subsurface temperature pool, but instead acts to bring these anomalies to the ocean surface in the eastern sector. Its role, therefore, is to provide the oceanic part of the “triggering” process for ENSO.

In summary, we can provide the following description of the temperature changes in the upper and lower ocean layers during the ENSO cycle. Prior to the warm phase, vertical advection warms the upper ocean in the far eastern sector and leads to the onset of the warm phase. Zonal advection thereafter expands SST anomalies westward toward the central Pacific. Surface heat flux tends to reduce those anomalies, but its effects are largely canceled out by warming associated with meridional advection. In the eastern sector, however, surface heat flux eventually stops the growth of SST anomalies. Surface wind responses in the western Pacific induce meridional Ekman transport in the upper ocean layer. Convergence and divergence of those transports lead to a deepening of the thermocline at 10°N and a shoaling of the thermocline at the equator, respectively. The latter process produces the negative SST anomalies in the western Pacific during the warm phase of ENSO. These downward movements of thermocline on both sides of the equator reach the lower ocean layer and produce strong cooling tendencies there. Trade wind anomalies also induce Sverdrup transport in the lower layer and result in cold meridional advection in the central sector of the equatorial Pacific. The strong cooling produced by surface heat fluxes is also partially diffused down to the lower layer and contributes to cooling there. As a result of the vertical advection, meridional advection, and vertical flux convergence processes, a pool of negative temperature anomalies is built up in the lower layer. Later, zonal advection brings those anomalies eastward to the eastern sector. As this happens, vertical advection begins cooling the upper ocean, leading to the onset of the cold phase.
8. Discussion and conclusions

This study examined the ENSO cycle produced by a recent version of the UCLA CGCM, in which the OGCM domain is restricted to the tropical Pacific. The atmospheric component of the CGCM incorporates extensive revisions, which have greatly alleviated systematic errors of previous model versions and resulted in an improved simulation of the interannual variability. In particular, warm and cold SST events are produced by the model with realistic frequency and amplitude. The simulated results, therefore, offer an opportunity to better understand the dynamical processes that determine the origin and evolution of ENSO. Analyses based on the M-SSA method provided a detailed description of the structure and evolution of atmospheric and oceanic anomalies associated with a quasi-quadrennial oscillation that we identified with ENSO. This was found to be characterized by predominantly standing oscillations of SST in the eastern Pacific, almost simultaneous zonal wind stress anomalies to the west of the SST anomalies, and preceding thermocline anomalies near the eastern edge of the basin.

In terms of the ocean heat content, which was defined as the vertically averaged temperature in the upper 300 m of the ocean, the simulated ENSO cycle is characterized by a zonal oscillation between the western and eastern equatorial sectors and a meridional oscillation between the equator and 10°N. The zonal oscillation appears related to the growth/decay processes of ENSO. The meridional oscillation has a 90° phase lag with that in SST, and therefore appears related to the phase-transition processes of the cycle. Our analyses suggest that the amplitude of this oscillation must research a threshold value for ENSO onset.

An analysis of ocean temperature anomalies in the upper 300 m of the ocean revealed that the ENSO cycle is characterized by four major features in the behavior of ocean temperature anomalies. First, anomalies build up in the western equatorial Pacific under the surface during the preonset stage. Second, they spread from the western subsurface to the eastern surface during the onset stage. Third, surface anomalies spread westward and amplified during the growth stage. Last, anomalies spread northward and downward to the Northern Hemisphere during the decay stage.

Our analyses of the ocean temperature budget for the upper ocean show that the primary contributors to the buildup of subsurface temperature anomalies are vertical advection in the western sector and meridional advection in the central sector. The former process is associated with vertical displacements of the thermocline and is an important element of the delayed oscillator

Fig. 18. Horizontal structures of the temperature budget terms for the lower ocean layer. (a)–(d) The structures at the mature stage of the warm phase; (e) the structure at the onset stage. Values shown are amplified by 10,000. Contour intervals are 5°C day⁻¹. Positive values are shaded.
theory. The latter process is associated with Sverdrup imbalance between trade wind and thermocline and is emphasized by recharge oscillator theory as the primary charge–discharge process. These results, therefore, indicate that both vertical and meridional temperature advections play key roles in producing subsurface ocean memory for the phase transitions of the ENSO cycle.
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