Stability Regimes of Finite Depth Short-Crested Water Waves
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A B S T R A C T
Stability regimes of three-dimensional surface gravity waves are provided in this study. The stability regimes for waves in water of finite depth differ significantly from those for waves in deep water. In particular, these waves are no longer unstable to phase-locked horseshoe-patterned disturbances, and the perturbed wave fields have more complex geometry than those in deep water. It is also shown that there is a critical restabilization value of the depth parameter below which the timescales of the surface wave variations shorten exponentially. This critical value depends on the wave steepness and the degree of three-dimensionality of the unperturbed wave field. Finally, it is predicted that these waves are quasi-observable.

1. Introduction

Short-crested waves are defined as doubly periodic wave patterns in both horizontal directions. They can be generated by the reflection of a two-dimensional progressive wave from a sea wall, where there is angle $\theta$ between the incident direction and the normal to the wall ($y$ direction). These waves are symmetrical about the sea wall and assumed to be monophasic propagating along the wall ($x$ direction). They are the genus three-dimensional wave patterns and their study is the first step to approach the physics of the wide range of uninvestigated three-dimensional water waves. The study of three-dimensional wave fields is suitable to obtain a more realistic description of the ocean surface. These waves admit two two-dimensional limits, $\theta = 0^\circ$ and $\theta = 90^\circ$, corresponding respectively to normally reflected standing waves and progressive Stokes waves.

Roberts (1983) pointed out harmonic resonances introduced by the three-dimensionality. The perturbation series he used has formally an everywhere zero-radius of convergence because high harmonics interact through resonances with the fundamental modes acting as a forcing propagating at the same frequency. Taking advantage of this work, Ioualalen and Kharif (1993, hereafter IK93) studied the stability of deep water short-crested waves to superharmonic disturbances in order to measure the timescales of these resonances. They identified the associated instabilities as McLean’s (1982a) class I instabilities and found that they are very sporadic and weak (long timescale evolution). This is why the authors qualified these waves as “quasi-observable.” Ioualalen and Kharif (1994, hereafter IK94) confirmed this result by comparing superharmonic instabilities to subharmonics and found that timescales of harmonic resonances are at least two $h$-order longer than timescales of subharmonic instabilities, where $h$ is the wave steepness ($h < 1$).

IK94 proposed a classification of the different instabilities involved in such a wave field by introducing subclasses of classes I and II described by McLean (1982a). Like Stokes two-dimensional progressive waves, they are unstable to class I unidirectional modulational perturbations [e.g., Benjamin and Feir (1967) and Zakharov (1968)]. Later, Kimmoun et al. (1999) found like McLean (1982a) that for a wave steepness larger than approximately $h = 0.32$ the dominant instabilities of progressive waves “close” to the Stokes wave limit (for $\theta = 80^\circ$) are three-dimensional, belong to class II, and are phase-locked with the basic wave. Critical values of $h$, for which class I instabilities stop dominating, depend on angle $\theta$ (IK94). Similarly to
Stokes waves, for wave steepnesses weaker than this critical value, class Ia subharmonic instabilities dominate and are two-dimensional (JK94). For waves close to the standing wave limit Kimmoun et al. (1999) showed (for $\theta = 10^\circ$) that subharmonic class Ia instabilities dominate whatever is the wave steepness. Fully three-dimensional short-crested waves [Kimmoun et al. (1999) for $\theta = 40^\circ$] are more subject to class Ib instabilities, which grow more slowly than two-dimensional wave instabilities and modulate the wave train in the two horizontal directions. Badulin et al. (1995) using a Hamiltonian weakly nonlinear formulation explained their stability to superharmonic perturbations in or-
serveable over a certain time. Ioualalen et al. (1996) stud-
ed their stability to superharmonic perturbations in or-
serveable because the strong superharmonic in-
35/3 ;

\[ \Delta \phi = 0, \text{ for } -d < z < \eta(x, y, t), \]
\[ \phi_z = 0, \text{ for } z = -d, \]
\[ \phi_z + \eta + \frac{1}{2}(\phi_x^2 + \phi_y^2 + \phi_z^2) = 0, \text{ on } z = \eta(x, y, t), \]
\[ \eta_i + \phi_i \eta_x + \phi_i \eta_y - \phi_i = 0, \text{ on } z = \eta(x, y, t), \]
where $d$ is the depth of the fluid, $\phi(x, y, z, t)$ is the velocity potential, and $z = \eta(x, y, t)$ is the equation of the free surface. Like Hsu et al. (1979), Eqs. (1)–(4) are given in dimensionless form with respect to the reference length $1/k$ and the reference time $(gk)^{-1/2}$, where $g$ is the gravitational acceleration and $k$ the wavenumber of the incident wave train. Let us define a frame of reference $(x^*, y^*, z^*, t^*)$ so that $x^* = x - ct$, $y^* = y$, $z^* = z$, and $t^* = t$ where $c$ represents the propagation speed of the wave train and is equal to $\omega/\alpha$. $\omega$ being the frequency of the wave and $\alpha = \sin(\theta)$ is the x-di-
rection wavenumber, the $y$-direction wavenumber being $\beta = \cos(\theta)$. One can refer to Hsu et al. (1979) and Roberts (1983) for deep water or Marchant and Roberts (1987) for a complete description of the flow geometry. In this frame of reference $(x^*, y^*, z^*, t^*)$ moving with the wave, the system of Eqs. (1)–(4) admits steady un-
perturbed solutions $\overline{\eta}(x, y)$ and $\overline{\phi}(x, y, z)$ of the following form, where the asterisks are henceforth omitted for sake of simplicity:

\[ \overline{\eta}(x, y) = \sum_{i=1}^\infty h^i \sum_{m,n} c_{i,mn} \cos(\max) \cos(n\beta y), \]
\[ \overline{\phi}(x, y, z) = -cx + \sum_{i=1}^\infty h^i \sum_{m,n} d_{i,mn} \sin(\max) \times \cos(n\beta y) \frac{\cos(\gamma_{mn}(z + d))}{\cos(\gamma_{mn}d)}, \]
\[ \omega = \sum_{i=0}^{\infty} h^i \omega_i, \]
where $\gamma_{mn} = (m^2 \alpha^2 + n^2 \beta^2)^{1/2}$. The truncated solutions given by Marchant and Roberts (1987) represent doubly periodic Fourier series expansions in a small parameter $h$ defined as the half of the nondimensional peak-to-
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through height since the peak of the wave is fixed at $(x, y) = (0, 0)$; that is, $h = (\overline{\eta}(0, 0) - \overline{\eta}(\pi, 0))/2$. These waves have been computed by Marchant and Roberts (1987) using the Padé approximation or Shanks transform to accelerate the convergence of the derived ex-

pansions. In the present study, solutions up to the 35th order have been computed. Roberts (1983) and Mar-

chant and Roberts (1987) estimated the error involved in neglecting higher-order modes to be of order $h^{35/3}$; this is sufficient for our purpose since only low harmonics are involved in noticeable instabilities. The nu-

merical convergence of the expansions is broadly dis-

"Stokes waves, for wave steepnesses weaker than this critical value, class Ia subharmonic instabilities dominate and are two-dimensional (JK94). For waves close to the standing wave limit Kimmoun et al. (1999) showed (for $\theta = 10^\circ$) that subharmonic class Ia instabilities dominate whatever is the wave steepness. Fully three-dimensional short-crested waves [Kimmoun et al. (1999) for $\theta = 40^\circ$] are more subject to class Ib instabilities, which grow more slowly than two-dimensional wave instabilities and modulate the wave train in the two horizontal directions. Badulin et al. (1995) using a Hamiltonian weakly nonlinear formulation explained their stability to superharmonic perturbations in or-
serveable over a certain time. Ioualalen et al. (1996) stud-
ed their stability to superharmonic perturbations in or-
serveable because the strong superharmonic instabilities dominate whatever is the wave steepness. Like Hsu et al. (1979), Eqs. (1)–(4) are given in dimensionless form with respect to the reference length $1/k$ and the reference time $(gk)^{-1/2}$, where $g$ is the gravitational acceleration and $k$ the wavenumber of the incident wave train. Let us define a frame of reference $(x^*, y^*, z^*, t^*)$ so that $x^* = x - ct$, $y^* = y$, $z^* = z$, and $t^* = t$ where $c$ represents the propagation speed of the wave train and is equal to $\omega/\alpha$. $\omega$ being the frequency of the wave and $\alpha = \sin(\theta)$ is the x-di-
rection wavenumber, the $y$-direction wavenumber being $\beta = \cos(\theta)$. One can refer to Hsu et al. (1979) and Roberts (1983) for deep water or Marchant and Roberts (1987) for a complete description of the flow geometry. In this frame of reference $(x^*, y^*, z^*, t^*)$ moving with the wave, the system of Eqs. (1)–(4) admits steady un-
perturbed solutions $\overline{\eta}(x, y)$ and $\overline{\phi}(x, y, z)$ of the following form, where the asterisks are henceforth omitted for sake of simplicity:
at reasonably high order is meaningful because for further modes, that is, high harmonics, dissipation processes (not considered here) dominate nonlinear processes. Like IK94, we define

\[ \eta(x, y, t) = \overline{\eta}(x, y) + \eta'(x, y, t), \]

(8)

\[ \phi(x, y, z, t) = \overline{\phi}(x, y, z) + \phi'(x, y, z, t), \]

(9)

where we assume that the surface elevation and the velocity potential are linear superpositions of a steady unperturbed wave (\( \overline{\eta}, \overline{\phi} \)) and infinitesimal unsteady perturbations (\( \eta', \phi' \)) so that \( \eta' \ll \overline{\eta} \) and \( \phi' \ll \overline{\phi} \).

After substituting (8)–(9) expressions into Eqs. (1)–(4) and linearizing, we obtain the first-order perturbation equations

\[ \Delta \phi' = 0, \quad \text{for} \ -d < z < \overline{\eta}(x, y), \]

(10)

\[ \phi'_0 = 0, \quad \text{for} \ z = -d, \]

(11)

\[ \phi'_0 = -\overline{\phi}_0 \phi'_0 - \overline{\phi}_0 \phi'_0 - \overline{\phi}_0 \phi'_0, \]

\[ - \eta'(1 + \overline{\phi}_0 \overline{\phi}_0 + \overline{\phi}_0 \overline{\phi}_0 + \overline{\phi}_0 \overline{\phi}_0), \]

(12)

\[ \eta' = \eta'(\overline{\phi}_0 - \eta_0 \overline{\phi}_0 - \eta_0 \overline{\phi}_0) - \overline{\eta}_0 \phi'_0 - \overline{\phi}_0 \eta'_0, \]

(13)

\[ \phi'_0 = \phi'_0 (\overline{\phi}_0 - \eta_0 \overline{\phi}_0 - \eta_0 \overline{\phi}_0), \]

on \( z = \overline{\eta}(x, y), \)

Note that all local time derivatives of the unperturbed solutions (\( \overline{\eta}, \overline{\phi} \)) vanish in this new frame of reference propagating at the same wave speed as the unperturbed wave. We look for nontrivial solutions of Eqs. (10)–(13) of the form

\[ \eta' = e^{-i\omega t} e^{(\alpha + q \beta)z} \sum_{n=-\infty}^{\infty} a_{jk} e^{i(\alpha x + K_0 y)}, \]

(14)

\[ \phi' = e^{-i\omega t} e^{(\alpha + q \beta)z} \sum_{n=-\infty}^{\infty} b_{jk} e^{i(\alpha x + K_0 y)}, \]

(15)

\[ \times \cosh[\kappa_{jk}(z + d)]/\cosh[\kappa_{jk}d], \]

where \( \kappa_{jk} = [(p + \alpha)^2 + (q + \beta)^2]^{1/2} \). If \( p = Na \) and \( q = Mb \) are integers (\( p \) and \( q \) are integer multiples of the main wavenumbers), the wavelengths in \( x \) direction and \( y \) direction of the perturbations are the same, respectively, as the longitudinal and the transversal wavelengths of the basic wave, and the perturbations are called superharmonic. If \( p \neq Na \) and \( q \neq Mb \), the perturbations contain components with wavelengths in the \( x \) direction and \( y \) direction greater than, respectively, the longitudinal and the transversal wavelengths of the basic wave, and the perturbations are called subharmonic. Mixed perturbations are also enabled. The stability analysis consists in determining coefficients \( a_{jk}, b_{jk} \), and the set of eigenvalues \( \sigma \). Since the system of equations (10)–(13) is real valued, the eigenvalues \( \sigma \) appear in complex conjugate pairs. Thus, an instability corresponds to \( \lambda(\sigma) \neq 0 \). For \( h = 0 \), the unperturbed wave is given by \( \overline{\eta} = 0 \) and \( \overline{\phi} = -c_{\lambda}x \) with \( c_{\lambda} = \omega_\lambda/\alpha = \tanh^{1/2}(d)/\alpha \). Then the eigenvalues are \( \sigma_{jk}(p, q) = -(p + j\alpha)c_{\lambda} + s[k_{jk} \tanh(k_{jk}d)]^{1/2} \) with \( s = \pm 1, \sgn[s(-i\alpha)] \) being the signature of the perturbation (e.g., MacKay and Saffman 1986). One can note the artificial degeneracy \( \sigma_{jk}(p, q) = \sigma_{jk+\alpha}(p + ia, q + \beta) \) introduced by expressions (14)–(15), which keeps the eigenmodes unchanged; eventually this allows us to consider only \( 0 \leq p \leq \alpha \) and \( 0 \leq q \leq \beta \). The real-valued set of eigenvalues \( \sigma_{jk} \) causes the wave to be neutrally stable for \( h = 0 \). Instabilities arise as the wave steepness \( h \) increases. We use here the work of IK94 who took advantage of the useful work of MacKay and Saffman (1986) on Hamiltonian systems: we apply the necessary condition for instability in terms of collision of eigenvalues of opposite signatures (\( s \)) or at zero frequency. An instability can arise if for some wave steepness \( h \), two modes have the same frequency; that is, \( \sigma_{j,k1}(p, q, h) = \sigma_{j,k2}(p, q, h) \). The derived condition for the waves considered is slightly different from the condition given by IK94 in their Eq. (2.12): the new condition explicitly takes the depth \( d \) as a parameter and recovers IK94 condition when \( d \) tends to infinity. The new condition takes the following form for \( s = 1 \) \((s = -1 \) corresponds to an opposite direction of propagation):

\[ [k_{j,k1} \tanh(k_{j,k1}d)]^{1/2} + [k_{j,k2} \tanh(k_{j,k2}d)]^{1/2} = (J_1 - J_2) \tanh^{1/2}(d). \]

(16)

We shall use here the same procedure as in IK94 to classify instabilities involved in such flows and use the same notation in terms of geometrical resonance conditions given by Phillips (1960), with our new condition (16).

a. Class Ia \((j = 1, K_1 = K_2 = 1)\) or class Ia’ \((j = 1, K_1 = K_2 = -1)\)

Condition (16) becomes

\[ [(p + \alpha)^2 + (q + \beta)^2]^{1/2} \times \tanh^{1/2}[d((p + \alpha)^2 + (q + \beta)^2)^{1/2}] \]

\[ + [(p - \alpha)^2 + (q + \beta)^2]^{1/2} \times \tanh^{1/2}[d((p - \alpha)^2 + (q + \beta)^2)^{1/2}] \]

\[ = 2 \tanh^{1/2}(d). \]

(17)

In a coordinate system with center of symmetry, \( P = p \) and \( Q = q + \beta \), this equation is

\[ [(P + \alpha)^2 + Q^2]^{1/2} \tanh^{1/2}[d((P + \alpha)^2 + Q^2)^{1/2}] \]

\[ + [(P - \alpha)^2 + Q^2]^{1/2} \tanh^{1/2}[d((P - \alpha)^2 + Q^2)^{1/2}] \]

\[ = 2 \tanh^{1/2}(d). \]

(18)

Figure 1 displays examples of linear resonance curves for various angles \( \theta \) and depths \( d \) and the associated geometrical construction, where
$k_1 = k_2 + k_{o1} + k_{o2}$ and $\omega'_1 = \omega'_2 + 2\omega'_0$, (19)

with $k_1 = (p + \alpha, q + \beta)$, $k_2 = (p - \alpha, q + \beta)$, $k_{o1} = k_0^+ = (\alpha, \beta)$, and $k_{o0} = k_0^- = (\alpha, -\beta)$. The frequencies in finite depth are

$$\omega'_1 = |k_1|^{|\frac{1}{2}} \tanh^{\frac{1}{2}} (d[(p + \alpha)^2 + (q + \beta)^2])^{\frac{1}{2}}),$$  
(20)

$$\omega'_2 = -|k_2|^{|\frac{1}{2}} \tanh^{\frac{1}{2}} (d[(p - \alpha)^2 + (q + \beta)^2])^{\frac{1}{2}}),$$  
(21)

$$\omega'_0 = |k_{o0}|^{|\frac{1}{2}} \tanh^{\frac{1}{2}}(d) = |k_{o2}|^{|\frac{1}{2}} \tanh^{\frac{1}{2}}(d)$$
$$= \tanh^{\frac{1}{2}}(d).$$  
(22)

Note that the symmetry of the resonance curves about the $P$ and $Q$ axes allows us to perform the numerical study for only $P \geq 0$ and $Q \geq 0$. For deep enough water (Fig. 1, $d = 2$) the shape of the curves is slightly different compared to the deep water case, while for shallower depths (Fig. 1, $d = 0.5$) the curves are strongly “compressed” with decreasing $d$. The curves tend to a fixed point $(p = q = 0)$ when $d$ tends to zero due to the bed conditions [(2) and (11)] although our formulation must be replaced by shallow water equations for very small values of $d$. 

Fig. 1. Class Ia ($j = 1$, $K_1 = K_2 = 1$). Geometrical construction for depth $d = 0.5$ and angle $\theta = 60^\circ$ (top). Resonance diagrams obtained from the linear dispersion relation for angles $\theta = 0^\circ$, $60^\circ$, $90^\circ$, and depths (left) $d = 2$ and (right) $d = 0.5$. 

$k^0_1 = k^0_2 = \tan \theta$, (19)

with $k_1 = (p + \alpha, q + \beta)$, $k_2 = (p - \alpha, q + \beta)$, $k_{o1} = k_0^+ = (\alpha, \beta)$, and $k_{o0} = k_0^- = (\alpha, -\beta)$. The frequencies in finite depth are

$$\omega'_1 = |k_1|^{|\frac{1}{2}} \tanh^{\frac{1}{2}} (d[(p + \alpha)^2 + (q + \beta)^2])^{\frac{1}{2}}),$$  
(20)

$$\omega'_2 = -|k_2|^{|\frac{1}{2}} \tanh^{\frac{1}{2}} (d[(p - \alpha)^2 + (q + \beta)^2])^{\frac{1}{2}}),$$  
(21)

and $\omega'_0 = |k_{o0}|^{|\frac{1}{2}} \tanh^{\frac{1}{2}}(d) = |k_{o2}|^{|\frac{1}{2}} \tanh^{\frac{1}{2}}(d)$

$$= \tanh^{\frac{1}{2}}(d).$$  
(22)
b. Class Ib (j = 1, K₁ = 1, K₂ = -1) or class Ib’ (j = 1, K₁ = -1, K₂ = 1)

Condition (16) becomes

\[
\left[ (p + \alpha)^2 + (q + \beta)^2 \right]^{1/4} \times \tanh^{1/2}\{d[(p + \alpha)^2 + (q + \beta)^2]^{1/2}\}
+ \left[ (p - \alpha)^2 + (q - \beta)^2 \right]^{1/4} \times \tanh^{1/2}\{d[(p - \alpha)^2 - (q + \beta)^2]^{1/2}\}
= 2 \tanh^{1/2}(d).
\] (23)

In a coordinate system with center of symmetry, \( P = p\alpha + q\beta \) and \( Q = -p\beta + q\alpha \), the equation becomes symmetrical:

\[
\left[ (P + 1)^2 + (Q^2)^{1/4} \tanh^{1/2}\{d[(P + 1)^2 + Q^2]^{1/2}\} \right]
+ \left[ (P - 1)^2 + Q^2 \right]^{1/4} \tanh^{1/2}\{d[(P - 1)^2 + Q^2]^{1/2}\}
= 2 \tanh^{1/2}(d).
\] (24)

Similarly, in Fig. 2 we have

\[
k_1 = k_2 + 2k_{01} \quad \text{and} \quad \omega_1 = \omega_2 + 2\omega_0.
\] (25)
with \( k_i = (p + \alpha, q + \beta) \), \( k_2 = (p - \alpha, q - \beta) \), and \( k_{0i} = k_i^* = (\alpha, \beta) \).

\[
\omega_i' = |k_i|^{1/2} \tanh^{1/2}[d((p + \alpha)^2 + (q + \beta)^2)^{1/2}],
\]

\[
\omega_2' = -|k_2|^{1/2} \tanh^{1/2}[d((p - \alpha)^2 + (q - \beta)^2)^{1/2}],
\]

\[
\omega_0' = \tanh^{1/2}(d). \tag{27}
\]

c. Class IIa \((j = 1, K_i = 1, K_2 = 2)\) or class IIa’ \((j = 1, K_i = -1, K_2 = -2)\) becomes

\[
\begin{align*}
((p + \alpha)^2 + (q + \beta)^2)^{1/4} \\
\times \tanh^{1/2}[d((p + \alpha)^2 + (q + \beta)^2)^{1/2}]
\end{align*}
\]

\[
+ [(p - 2\alpha)^2 + (q + 2\beta)^2]^{1/4} \\
\times \tanh^{1/2}[d((p - 2\alpha)^2 + (q + 2\beta)^2)^{1/2}]
\]

\[
= 3 \tanh^{1/2}(d). \tag{28}
\]

For this class the axes of symmetry are

\[
P = \frac{pa - (1/3)q\beta - (4/9)\beta^2}{1 - (8/9)\beta^2}
\]

\[
Q = \frac{-qa + (1/3)p\beta - (4/3)\alpha\beta}{1 - (8/9)\beta^2}. \tag{29}
\]

The resonance condition under these variables becomes, with \( A = 1 - (8/9)\beta^2 \),

\[
\begin{align*}
((P + 1)^2 + Q^2)^{1/4} & \tanh^{1/2}[d((P + 1)^2 + Q^2)^{1/2}]
\end{align*}
\]

\[
+ [(P - 2)^2 + Q^2]^{1/4} \tanh^{1/2}[d((P - 2)^2 + Q^2)^{1/2}]
\]

\[
= 3 \tanh^{1/2}(d)/A^{1/4}. \tag{30}
\]

Similarly, in Fig. 3 we have

\[
k_i = k_1 + 2k_{02} \quad \text{and} \quad \omega_i' = \omega_j' + 3\omega_0', \tag{31}
\]

with \( k_1 = (p + \alpha, q + \beta) \), \( k_2 = (p - 2\alpha, q + 2\beta) \), \( k_{01} = k_1^* = (\alpha, \beta) \), and \( k_{02} = k_2^* = (\alpha, -\beta) \).

\[
\omega_i' = |k_1|^{1/2} \tanh^{1/2}[d((p + \alpha)^2 + (q + \beta)^2)^{1/2}],
\]

\[
\omega_2' = -|k_2|^{1/2} \tanh^{1/2}[d((p - 2\alpha)^2 + (q + 2\beta)^2)^{1/2}],
\]

\[
\omega_0' = \tanh^{1/2}(d). \tag{33}
\]

d. Class IIb \((j = 1, K_i = 1, K_2 = -2)\) or class IIb’ \((j = 1, K_i = -1, K_2 = 2)\)

Condition (16) becomes

\[
\begin{align*}
((p + \alpha)^2 + (q + \beta)^2)^{1/4} \\
\times \tanh^{1/2}[d((p + \alpha)^2 + (q + \beta)^2)^{1/2}]
\end{align*}
\]

\[
+ [(p - 2\alpha)^2 + (q - 2\beta)^2]^{1/4} \\
\times \tanh^{1/2}[d((p - 2\alpha)^2 + (q - 2\beta)^2)^{1/2}]
\]

\[
= 3 \tanh^{1/2}(d). \tag{34}
\]

Within the new axes of symmetry \( P = pa + q\beta \) and \( Q = -p\beta + qa \) condition (16) becomes

\[
\frac{\theta}{(P + 1)^2 + Q^2}]^{1/4} \tanh^{1/2}[d((P + 1)^2 + Q^2)^{1/2}]
\]

\[
+ [(P - 2)^2 + Q^2]^{1/4} \tanh^{1/2}[d((P - 2)^2 + Q^2)^{1/2}]
\]

\[
= 3 \tanh^{1/2}(d). \tag{35}
\]

Similarly, in Fig. 4 we have

\[
k_i = k_1 + 3k_{0i} \quad \text{and} \quad \omega_i' = \omega_j' + 3\omega_0', \tag{36}
\]

with \( k_1 = (p + \alpha, q + \beta) \), \( k_2 = (p - 2\alpha, q - 2\beta) \), and \( k_{0i} = k_i^* = (\alpha, \beta) \).

\[
\omega_i' = |k_1|^{1/2} \tanh^{1/2}[d((p + \alpha)^2 + (q + \beta)^2)^{1/2}],
\]

\[
\omega_2' = -|k_2|^{1/2} \tanh^{1/2}[d((p - 2\alpha)^2 + (q - 2\beta)^2)^{1/2}],
\]

\[
\omega_0' = \tanh^{1/2}(d). \tag{37}
\]

For \( \theta = 90^\circ \), classes Ia and Ia’ are identical to classes Ib and Iib, respectively, and dissociate from each other as the angle \( \theta \) decreases. From this dissociation it follows that each class is exclusive to one another since one cannot observe simultaneously for the same \( p \) and \( q \) two resonances of different classes involving a same basic wave harmonic \( k_0 \).

The instabilities arising as the wave steepness increases are detected by investigating the vicinity of the linear resonances in the \((p, q)\) plane. The instabilities are computed with the numerical procedure presented in the appendix. The eigenproblem is described and the resolution and convergence of the numerical scheme is discussed.

3. Numerical results and discussion

IK94 and Kimmoun et al. (1999) have isolated three regimes of instability for three-dimensional waves in deep ocean. The first regime refers to progressive “long-crested waves” (for example \( \theta = 80^\circ \), Fig. 1—left in IK94). While propagating in one direction they have long crests in the transverse direction compared to the wavelength of the propagating direction. Such waves look similar to progressive Stokes waves that have crests of infinite length. For weak wave steepness (approximately for \( h < 0.20 \)), these waves are unstable to class Ia modulational instabilities: modulations of the wave train occur in the direction of propagation and groups appear while angle \( \theta \) is kept unchanged. Like Stokes waves, it is likely that the unstable subharmonic mode that modulates the wave train might become dominant in the wave spectrum through probable input of energy from higher modes; this can lead to subharmonic transitions that make the wave train longer and longer after successive transitions, while higher modes could be dissipated quicker through viscous processes, that is, the frequency downshifting phenomenon. The process yielding to such transitions is not yet clear although some studies like that of Skandran et al. (1996) found numerically that viscous damping might play a key role while taking into account viscosity, rotationality, and capillarity, but it is not the purpose of the present study.
To compute the time evolution of the fully nonlinear problem. For higher wave steepnesses the wave train is unstable to class IIa instabilities: these unstable modes are phase-locked with the wave train and are three-dimensional. They are illustrated in Su (1982) and in Caulfield and Collard (1997), that is, the horseshoe-patterned wave fields.

The second regime is the fully three-dimensional wave field (e.g., $\theta = 45^\circ$, Fig. 1—right in IK94). They are short-crested waves; that is, the wavelengths in both horizontal directions are of same order. For a very large range of the wave steepness (up to around $h = 0.6$) these waves are unstable to class Ib modulational instabilities, which are similar to class Ia instabilities except that they change angle $\theta$ and modulation also occurs in the transverse direction. For very steep waves, class IIb instabilities dominate. These instabilities have a complex three-dimensional structure.

The third regime is close to the standing wave limit although they are still progressive and the wavelength in the direction of propagation is much longer than that of the transverse direction. These waves are unstable to class Ia instabilities, whatever the wave steepness. In this study we will keep in mind this parameter regime of instability and see how it can be perturbed when the flow becomes shallower.
Fig. 4. Same as Fig. 1 but for class IIb ($j = 1, K_1 = 1, K_2 = -2$).

The first step to locate the instabilities in the $(p, q)$ wavenumber plane is to represent the instability diagrams in the linear approximation (for $h = 0$). They are plotted in long dashed lines in Figs. 5–7 for $\theta = 80^\circ$, and they are the locations where the two perturbative modes are in resonance with each other; that is, for the respective frequencies the two modes involved coalesce through interaction with the basic wave, which provides two or three basic modes (at least quartet-resonances for class I and quintet-resonances for class II instabilities): when varying one parameter, the frequencies of the two perturbative modes are crossing through mutual exchange of energy via the basic wave and the coalescence gives rise to an instability. Once the linear interactions are known, we simply investigate numerically in the vicinity of the linear diagrams the “nonlinear” instability while the wave steepness (nonlinearity) increases. Nonlinearities create bands of instability. Their widths increase with the wave steepness in the vicinity of the linear diagrams as plotted in Figs. 5–7. The classes of instability are identified by inspecting the eigenvectors corresponding to each eigenmode. The next step is to look numerically for the dominant instability within these bands for each class (the location of the maximum
Fig. 5. Diagrams of instability for angle $\theta = 80^\circ$ and depth $d = 2.0$: (top) $h = 0.10$, (bottom) $h = 0.20$. Dashed lines correspond to axes of symmetry, dot-dashed lines correspond to linear resonance diagrams, crosses ($\times$) and circles ($\bigcirc$) are locations of class IIa zero-frequency and maximum growth rate. Solid circles ($\bullet$) locate the overall dominant instability.

Fig. 6. Same as Fig. 5 but for depth $d = 1.5$.

growth rate) and thus predict which $(p, q)$ instability is more likely to appear first in the propagative motion. The bandwidths increase with the wave steepness.

For long-crested waves “close” to progressive Stokes waves (for $\theta = 80^\circ$), class Ia instability is no longer dominant earlier in $h$ with the decreasing depth (e.g., Fig. 8), that is, at $h = 0.18$ for $d = 2$, $h = 0.15$ for $d = 1.5$, and at $h = 0.10$ for $d = 1$. This is in agreement with results of Kimmoun et al. (1999) who found this critical value to be around $h = 0.32$ for deep water. Class IIa horseshoe-patterned instability is still phase-locked with the basic wave for depths 2.0 and 1.5 (e.g., Figs. 5–7) but propagates at different frequency for $d = 1$; that is, the dominant class IIa instability does not propagate at zero frequency (note here that the eigenproblem is solved within the frame of reference moving with the basic wave). This class IIa instability is, however, not any more dominant in contrast to deep water for which it takes the lead around $h = 0.32$. For finite depth flow, class IIb instability becomes dominant beyond the above critical values for which class Ia stops dominating. This in turn generates a more complex three-dimensional flow composed of groups with no particular property like phase-locking.

In Fig. 7 (bottom) note that the band of class IIa instability passes the axis of symmetry: this is due to interactions between the classes of instability. Another class of instability or a degeneracy repulses the band of
instability of class IIa if a same perturbative harmonic is involved. The class IIa resonance corresponding to a coalesce of two eigenmodes is then delayed/reported elsewhere in the $p-q$ plane. This process is generic in these wave–wave interactions and is broadly discussed in Badulin et al. (1995).

In Fig. 9 growth rates for class I instabilities are represented: both classes present a restabilizing depth depending on the wave steepness for which these instabilities are neutrally stable. This can be seen as an extension of Whitham’s (1967) criterion, which predicted a restabilization of two-dimensional class I instability for Stokes waves at depth $d_0 = 1.363$. Below this value McLean (1982b) found that class Ia instability becomes three-dimensional and increases exponentially with decreasing depth. The growth rates plotted in Fig. 9 present
Fig. 9. Growth rate maxima for angle $\theta = 80^\circ$: (solid-open circle) class Ia, $h = 0.10$, (solid-cross) class Ia, $h = 0.20$, (dashed-open circle) class Ib, $h = 0.10$, and (dashed-cross) class Ib, $h = 0.20$.

Fig. 10. Same as Fig. 8 for angle $\theta = 40^\circ$.

For fully three-dimensional short-crested waves (for $\theta = 40^\circ$), class Ib dominates down to depth $d = 1.5$ in accordance with results of IK94 and Kimmoun et al. (1999) for deep water. Below this value class Ia dominates, although there is a tendency for class IIa to take the lead around $h = 0.26$ with, however, a nonzero frequency (we did not find it useful to report the fastidious tables mentioning the frequencies of the unstable modes). For this range of three-dimensional waves, Fig. 10 suggests that the value of the restabilizing depth is delayed (below $d = 1$) and occurs at weaker wave steepness for class Ib.

For progressive long-crested waves close to standing waves (for $\theta = 10^\circ$), class Ia dominates for depths $d = 2$ and $d = 1.5$. Below, these instabilities and those of class Ib decrease with depth, and the value of the restabilizing depth is delayed much below depth $d = 1$. In contrast, class IIa instability (not phase-locked with the basic wave train) grows with decreasing depth until taking the lead (e.g., at $h = 0.22$ for $d = 1$).

These results denote how drastically the depth parameter can change the parameter regime of three-dimensional water waves while they propagate toward the coast. This has already been mentioned by Ioualalen et al. (1996), who found that very locally, such waves can be subject to strong superharmonic instabilities and thus the authors questioned their observability. Their Fig. 4 indicates that the growth rates are getting more and more important with decreasing depth, that is, of order $h^4$ for $d = 1$, $h^3$ for $d = 0.6$. As mentioned earlier, generally we have not been able to perform computations below $d = 1$. Ioualalen et al. (1996) found that for this value harmonic resonances have growth rates of order $h^2$ around $\theta = 65^\circ$. In such a parameter regime, Fig. 7 (bottom) indicates that class IIb instabilities are of order $h^3$. This indicates that, although harmonic resonances are strong compared to deep water, they are, however one order weaker than class IIb instabilities for the same
have generated cnoidal water waves rather than sinusoidal wave fields. For that reason a comparison with our predictions is not recommended because our calculations are not valid for very shallow water (say shallower than approximately \( d = 0.5 \)). That would be necessary to replace our formulation by the Kadomtsev–Petviashvili equation and derive a numerical procedure similar to the one we have processed.

Besides the question of how modes interact within a short-crested wave field, the predictions derived from this study provide a framework for interpreting observations or initiating relevant experiments or numerical simulations. The overall propagations and their timescales that occur in such a wave field are provided, considering the wide parameter regime of these waves (depth \( d \), angle \( \theta \), and wave steepness \( h \), all of them varying continuously in their own limits).
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APPENDIX

Numerical Scheme

The numerical scheme is an extension to finite-depth fluid of the procedure developed by IK94. An optimization has also been performed. Once the series (14)–(15) are truncated up to the order \( M \) and \( N \) and the basic wave solutions given by Marchant and Roberts (1987) are obtained up to the 35th order in \( h \) and both substituted in surface conditions (11)–(13), the resolution of the perturbation equations leads to a generalized eigenvalue problem of the form

\[
A u = \sigma B u,
\]

where \( \sigma \) is the set of eigenvalues to be computed together with the corresponding eigenvectors \( u = (a_\mu, b_\beta) \); \( A \) and \( B \) are complex matrix functions of the basic flow and wave-numbers \( p \) and \( q \). IK94 used both collocation and Galerkin methods to solve the eigenvalue problem, and they found the latter technique much more efficient because it dissociates explicitly the sampling of the collocation points and the order \( (M, N) \) of truncation of the eigenmodes. We have consequently employed the Galerkin method to solve the eigenproblem. Taking advantage of the periodicity of both basic wave solutions and eigenmodes, Eqs. (12)–(13) are numerically integrated over one spacial period in the two horizontal directions using fast Fourier transforms over a range of \( n \times m \) points whose coordinates are \( x = 2\pi n/\alpha p \), \( u = 0, \ldots, n - 1 \) and \( y = 2\pi m/\beta p \), \( v = 0, \ldots, m - 1 \). The following eigenproblem is obtained at \( z = \vec{\eta}(x, y) \):
Table A1. Convergence of the eigenvalue (\(\sigma\)) associated to the dominant instability for class Ia, \(\theta = 65^\circ\), \(d = 1.5\): Comparison between IK94 method and the present one (IKR). Eigenvectors are also computed.

<table>
<thead>
<tr>
<th>(M = N)</th>
<th>(h = 0.1, p = 0.084, q = 0.0)</th>
<th>(h = 0.25, p = 0.26, q = 0.0)</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0.4702481 (−1) 0.7746467 (−3)</td>
<td>0.1411487 0.2987638 (−2)</td>
<td>IK94 51</td>
</tr>
<tr>
<td>9</td>
<td>0.4702492 (−1) 0.7747131 (−3)</td>
<td>0.1411751 0.3000529 (−2)</td>
<td>103</td>
</tr>
<tr>
<td>11</td>
<td>0.4702492 (−1) 0.7747109 (−3)</td>
<td>0.1411817 0.2993672 (−2)</td>
<td>231</td>
</tr>
<tr>
<td>13</td>
<td>0.4702492 (−1) 0.7747099 (−3)</td>
<td>0.1411797 0.2995516 (−2)</td>
<td>517</td>
</tr>
<tr>
<td>15</td>
<td>0.4702492 (−1) 0.7747095 (−3)</td>
<td>0.1411806 0.2995001 (−2)</td>
<td>1094</td>
</tr>
</tbody>
</table>

\[
\sum_{j=-M}^{M} \sum_{k=-N}^{N} F_{j,-l,k} \left[ E_{jk}^{(1)} \right] d_{jk} + \sum_{j=-M}^{M} \sum_{k=-N}^{N} F_{j,-l,k} \left[ G_{jk}^{(2)} \right] b_{jk} = \imath \alpha_{\sigma},
\]

\[
\sum_{j=-M}^{M} \sum_{k=-N}^{N} F_{j,-l,k} \left[ E_{jk}^{(1)} \right] a_{jk} + \sum_{j=-M}^{M} \sum_{k=-N}^{N} F_{j,-l,k} \left[ G_{jk}^{(2)} \right] b_{jk} = \imath \sigma \sum_{j=-M}^{M} \sum_{k=-N}^{N} F_{j,-l,k} \left[ H_{jk} \right] b_{jk},
\]

where

\[
E_{jk}^{(1)} = \left[ -\delta_{x} + i(p + J\alpha)\delta_{y} + i(q + K\beta)\delta_{z} + \eta_{j} \delta_{x} + \eta_{j} \delta_{y} \right],
\]

\[
G_{jk}^{(1)} = \left[ \left\{ \eta_{j}(p + J\alpha) + \eta_{j}(q + K\beta)i \right\} \cosh(K_{jk} (\eta + d)) - \kappa_{jk} \sinh(K_{jk} (\eta + d)) \right] \frac{1}{\cosh(K_{jk} d)},
\]

\[
E_{jk}^{(2)} = (1 - \delta_{x} \delta_{y} + \delta_{x} \delta_{z} + \delta_{y} \delta_{z}),
\]

\[
G_{jk}^{(2)} = \left[ \left\{ \delta_{x}(p + J\alpha) + \delta_{y}(q + K\beta)i \right\} \cosh(K_{jk} (\eta + d)) + \kappa_{jk} \sinh(K_{jk} (\eta + d)) \right] \frac{1}{\cosh(K_{jk} d)},
\]

\[
H_{jk} = \frac{\cosh(K_{jk} (\eta + d))}{\cosh(K_{jk} d)}.
\]

The functions \(F_{j,-l,k} \{ f_{jk} \} = \sum_{l=-M}^{M} \sum_{l=1}^{m} e^{imK_{y} \pi y} e^{il\theta x} \) are computed using a two-dimensional fast Fourier transform. We take \(l = -M, \ldots, M\) and \(r(l) = -N(l), \ldots, N(l)\) (with a step of 2) such that \(r\) has the same parity so that the eigenproblem is of order \(L = (2M + 1)(2N + 1) + \delta_{\eta} \), where \(\delta_{\eta} = 0\) if \(l\) and \(r\) have the same parity and \(\delta_{\eta} = -1\) elsewhere. IK94 took independent value of \(r\) and \(l\) so that they obtained an eigenproblem of order \(L = 2(2M + 1)(2N + 1)\). At the end, since only perturbations of the same \(x = y\) parities can interact with the basic unperturbed wave considering their complete classification of instabilities, their problem is redundant. In practice eigenvalues corresponding to mixed-parity modes are neutrally stable, and all mixed-parity components of all eigenvectors vanish so that there is no interaction with the short-crested wave field.

Table A1 displays the significant improvement in CPU computational time of the method on a Cray J90. For \(h = 0.1\) convergence up to the seventh digit is obtained with \(M = N = 15\) (up to the fifth digit for \(h = 0.25\)) and the present method uses a quarter of the CPU time required for the IK94 method. This is a substantial improvement since the procedure we use to localize and evaluate the dominant instability is sequential (one run initializes parameters of the next run). The numerical convergence procedure is such that \(\nu\) and \(\mu\) are increased until the Fourier coefficients have converged, that is, the surface wave is efficiently described, then the convergence of the eigenvalues \(\sigma\) is obtained by increasing \(M\) and \(N\).
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