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ABSTRACT

In operational applications lateral-boundary coupling data are provided to one-way nested limited-area models with time intervals of more than an order of magnitude larger than the time step of the coupled model. In practice, these fixed coupling-update frequencies are established by common-sense guesswork and by technical restrictions rather than by rigorous methods. As a result, situation-dependent failures are never completely excluded when coupling data enter the domain more rapidly than can be sampled by the a priori fixed frequency. To avoid misinterpreting such failures, the data transfer between the coupling and the coupled model should be monitored.

The present paper approaches this as a problem of undersampling. It investigates how the coupling-update frequency can be monitored by using a digital recursive filter in the coupling model. A response function for such a filter is derived. Its implementation in a NWP model is discussed and some extensive tests are presented. A possible application is discussed in which this monitoring is used for assessing the data transfer to the coupled model and additionally for adapting the coupling updates to the actual meteorological content of the coupling-model output.

1. Introduction

Warner et al. (1997) gave an extensive overview of the limitations to be critically taken into account when using limited-area models (LAMs). One of them is the use of lateral-boundary data of a much poorer temporal resolution than the time step of the coupled model. Surprisingly almost no efforts have been made to invent methods to evaluate these coupling-update frequencies in a well-founded way. Termonia (2003) showed in a specific setup that it is possible to monitor the efficiency of the coupling-update frequency, allowing the data transfer between coupling and coupled model to be improved. This paper proposes a more general approach.

The problem of using large coupling-update time intervals can be stated as follows: In the process of preparing and providing coupling data from the coupling model to an operational one-way nested coupled model, the time series of the coupling data of the coupling model is resampled with a typical time resolution of, say, 3, 6, or 12 h. This is at least an order of magnitude larger than the current model time steps. As a result, the original time series may be severely undersampled. Any information potentially present in those frequencies in the temporal spectral decomposition larger than the Nyquist sampling frequency of the new time resolution is irrevocably lost. Moreover, the frequencies lower than the Nyquist frequency may be corrupted because of aliasing. These undersampled data are then temporally interpolated to get data for each time step of the coupled model (which is not necessarily the same as for the coupling model).

In operational applications, the frequency of these coupling updates are fixed by common-sense guesswork and pragmatically considered in data transfer. Once this coupling-update frequency is established, the user of the LAM has no choice but to trust it; no guarantee is given that situation-dependent cases in which crucial information is lost in the higher frequencies will never occur.

In the present paper, the problem is approached from the viewpoint of signal sampling. It is investigated to what extent the information loss due to the undersampling of the coupling data in the coupling model can be estimated before its use in the coupled model. This is done by filtering the time series of some pertinent model variable in the coupling model to estimate the information present in the high frequencies, that is, higher than the Nyquist frequency of the resampling.

A detailed discussion of an implementation of a recursive digital filter in the source code of the ALADIN limited-area model (ALADIN International Team 1997) is discussed. It is argued that this implementation is sufficiently independent from the specifications of the
ALADIN model to be adapted to other models. Tests are presented for December 1999. During this month some of the severest storms passed over France. It is explained how the coupling-data information loss can be monitored for such storms.

The present paper shows that the data transfer can be monitored in a better way than proposed in Termonia (2003), providing a useful tool for the person using some particular LAM output. When crucial information turns out to be missing in the data transfer, the user of the coupled model has to consider relying on the model output of the coupling model, instead of misinterpreting the corrupted forecast of the coupled model while mistakenly believing that it improves the coupling-model forecast.

In a second stage, one may try to optimize the data transfer between the coupling and the coupled model. Ideally, coupling data should be provided with the time resolution of the coupled-model time step. In operational applications this can never be accomplished. However, it is explicitly shown in a specific example that the occasional damage caused by the resampling can be kept within predetermined limits by adapting the coupling updates according to the estimated information loss.

A detailed discussion of an operational failure due to this problem can be found in Termonia (2003).

2. The information loss in interpolated data

This section investigates the resampling and the linear interpolation of the time evolution $\Phi_n$ of a model variable $\Phi$, where $n$ labels the time step; that is, $\Phi_n = \Phi(n\delta t)$ is the value of $\Phi$ at $t = n\delta t$, with $\delta t$ the model time step.

To consider the effect of the resampling, the Fourier transform of $\Phi_n$ has to be considered:

$$\Phi_n = \int_{-\omega_N}^{\omega_N} d\omega \gamma(\omega) e^{i\omega t},$$

where $\gamma(\omega)$ are the Fourier components and where the integral is restricted to the interval $[-\omega_N, \omega_N]$, with $\omega_N = \pi/\delta t$ the Nyquist frequency of the original time resolution.

After resampling with a new time interval $\Delta t > \delta t$, any information in the modes with frequencies larger than the new Nyquist frequency $\Omega_N = \pi/\Delta t$ is lost; that is, the information contained in the coefficients $\gamma(\omega)$ with $|\omega| > \pi/\Delta t$ is not passed from the coupling model to the coupled model. Given the time series of a variable $\Phi$, this information loss can be computed in the time domain by means of a high-pass filter with a pass band for all the frequencies $|\omega| > \pi/\Delta t$, having a frequency response function of $1$.

There is some arbitrariness in the choice of such a response function in the lower part of the frequency domain $|\omega| < \pi/\Delta t$. However, a response function can be chosen in order to mimic the output of the linear interpolation in this frequency interval. Denoting the linear interpolation between step $n_1$ and time step $n_2$ by

$$\mathcal{L} \Phi(t) = \frac{n_2 \delta t - t}{\Delta t} \Phi_{n_1} + \frac{t - n_1 \delta t}{\Delta t} \Phi_{n_2},$$

with $\Delta t = (n_1 - n_2) \delta t$ the time interval in which the interpolation is taken, the linear interpolation of $\Phi$ can be written as

$$\mathcal{L} \Phi(t) = \int_{-\omega_N}^{\omega_N} d\omega \gamma(\omega) e^{i\omega t}.$$

The interpolation can thus be completely characterized by the linear interpolation of each mode $e^{i\omega t}$,

$$\mathcal{L} e^{i\omega t} = (\mathcal{L} e^{i\omega t}) \times e^{i\omega t},$$

with $t_0 = n_1 \delta t$ and $\tau = t - t_0$ taken in the interval $[0, \Delta t]$. In fact, the interpolation of

$$c(\tau) = \exp(i\omega \tau),$$

at $\tau_{0.5} = \Delta t/2$ in the middle of the interval $\Delta t$ is given by

$$L c(\tau_{0.5}) = \cos\left(\frac{\omega \Delta t}{2}\right) c(\tau_{0.5}).$$

This is geometrically illustrated in Fig. 1. The mode $c(\tau)$ moves in time along the unit circle from 1 to $c(\Delta t)$, Figure 1a shows a mode with frequency satisfying $|\omega| < \pi/\Delta t$. In this case the interpolation dampens the mode with a factor $\cos(\omega \Delta t/2)$ at $\tau = \Delta t/2$, losing $1 - \cos(\omega \Delta t/2)$ of the amplitude. Figure 1b shows a mode with $\pi/\Delta t < \omega < 2\pi/\Delta t$, where the interpolation generates the opposite phase (dashed line), completely corrupting the mode, as expected since it exceeds the Nyquist frequency.

So the loss of the information in a mode with frequency $\omega$ at time $t_{0.5}$ in the middle of the time interval $[t_0, t_0 + \Delta t]$ can be estimated by filtering with a frequency response function,

$$\Lambda(\omega, \Delta t) = \begin{cases} 1 - \cos\left(\frac{\omega \Delta t}{2}\right) & \text{if } |\omega| < \frac{\pi}{\Delta t} \\ 1 & \text{if } |\omega| \geq \frac{\pi}{\Delta t} \end{cases} \tag{7}$$

In this way, the arbitrariness in the choice of the response function in the low frequencies $|\omega| < \pi/\Delta t$ is used to have a response that mimicks the effect of the linear interpolation in this part of the spectrum.

In the conclusions of Termonia (2003), it was proposed to try to use the root-mean-square difference between the original forecast and the interpolated value. It is now interesting to see what this yields on modes of the form in Eq. (5). In particular, the difference between the interpolated and the original field becomes
Fig. 1. Illustration of the linear interpolation of an oscillating mode \( c(t) = \exp(i\omega t) \) with given frequency \( \omega \) in a time interval \( \Delta t \). The mode moves in time along the unit circle from 1 to \( c(\Delta t) \). A distinction can be made between (a) a mode with frequency satisfying \( |\omega| < \pi/\Delta t \), in which case the interpolation dampens the mode with a factor \( \cos(\omega\Delta t/2) \) at \( t = \Delta t/2 \), losing \( 1 - \cos(\omega\Delta t/2) \) of the amplitude, and (b) a mode with \( \pi/\Delta t < \omega < 2\pi/\Delta t \), where the interpolation generates the opposite phase (dashed line), completely corrupting the mode.

\[
\Delta \Phi(t_0 + \Delta t/2) = \Phi(t_0 + \Delta t/2) - \Phi(t_0 + \Delta t/2) = \int_{-\pi/\Delta t}^{\pi/\Delta t} d\omega \gamma(\omega) \left[ 1 - \cos \left( \frac{\omega \Delta t}{2} \right) \right] \times e^{i\omega(t_0 + \Delta t/2)}.
\]

The components with frequency \( \omega = 4\pi/\Delta t \) do not contribute to this integral, whereas they are 4 times bigger than the Nyquist frequency \( \pi/\Delta t \) and are lost after the resampling. Physically, this corresponds to time scales of the order of \( \Delta t/4 \). For a coupling-update interval of \( \Delta t = 3 \) h this corresponds to completely missing the information loss in phenomena with typical time scales of about 45 min. For a coupling-update interval of \( \Delta t = 12 \) h this corresponds to 3 h. So using measures based on some norms of the differences \( \Delta \Phi(t_0 + \Delta t/2) \) in (8) may deceptively underestimate the loss of phenomena of such time scales.

In fact, it could be argued that the usefulness of a measure based on differences of the kind in (8) depends on whether frequencies of about \( \omega = 4\pi/\Delta t \) occur in operational forecasts or not. To exhaustively answer this question, the frequency analysis should be performed explicitly. Moreover these \( 4\pi/\Delta t \) modes depend on the used time interval \( \Delta t \). So such an analysis should be repeated when changing this coupling-update interval in other setups. Spectral decompositions in the time domain are not part of NWP models. To tackle this question, some techniques to perform such a spectral analysis should be investigated or developed first. In contrast, by implementing a digital filter in the coupling model having a response function resembling \( \gamma \) in (7) close enough, the signal can be filtered in the time domain to obtain an estimate of the information loss. Such an implementation in the ALADIN model will be explained in the next section.

3. Implementation in the ALADIN model

To estimate the information loss in the linearly interpolated undersampled coupling data, it has been investigated whether model variables can be filtered during the integration of a coupling model.

Although the filter should in principle be applied to all model variables, it is applied here with the aim to monitor the coupling of storms only. The best variable to detect a passing storm is the pressure. In the hydrostatic ALADIN limited-area model the logarithm of the surface pressure \( P = \ln P_s \) is the prognostic variable. Hence the filter was implemented for \( P \).

The tests presented in this paper were performed in an implementation of ALADIN on a domain having France in its center, henceforth referred to as ALADIN-France. ALADIN-France receives its coupling data from the global model Action de Recherche Petite Echelle Grande Echelle (ARPEGE) of Météo France, but provides the coupling data for the ALADIN implementation over Belgium used at the Royal Meteorological Institute of Belgium, that is, ALADIN-Belgium. Hence, the tests in the ALADIN-France model pertain to the monitoring of the data transfer from ALADIN-France to ALADIN-Belgium. It is explained later that the results obtained here do not depend on this specific setup of the ALADIN model but can also be applied to the data transfer between, say, a global model and a LAM.
To apply a filter operationally during the forecast run of the coupling model, a filter is needed that only uses a marginal amount of the computing resources. Indeed, the monitoring cannot delay the operational run of the coupling model in a substantial way. For this reason, a second-order recursive filter was chosen, since recursive filters are known to be computationally cheap, see, for example, Shanks (1967). Moreover, it was argued by Lynch and Huang (1994), in the context of digital filtering initialization (DFI), that they may be applied during a forecast run (e.g., for noise control in climate modeling). To approximate the function $\Lambda$ in (7), Butterworth high-pass filters (Holtz and Leondes 1966) were tested, having a response function $H(\omega)$ whose modulus square has the form

$$|H(\omega)|^2 = \frac{\left(\frac{\tan\delta t/2}{\tan\omega_0 \delta t/2}\right)^{2N}}{1 + \left(\frac{\tan\delta t/2}{\tan\omega_0 \delta t/2}\right)^{2N}},$$

where $|\cdot|$ denotes the modulus of the complex number, $\delta t$ the resolution of the digital signal (in this case the coupling-model time step), $N$ the order of the filter, and $\omega_0$ the critical frequency defining the high-pass band. A filter with such a response can be realized by the recursive formula

$$y_k = \sum_{m=0}^{N} a_m x_{k-m} - \sum_{n=1}^{N} b_n y_{k-n},$$

where $x_k$ is the incoming signal and $y_k$ the filtered output. This expression is particularly convenient for use during the forecast of the coupling model. Indeed, $k$ corresponds to model time step $t = k\delta t$, and $k - m$ to $t - m\delta t$. To monitor the coupling-update frequency for coupling storms, $x$ was taken to be $\Pi$ and $y$ yields the filtered $\Pi^{th}$ at time $t$. For given $\omega_0$, $N$, and $\delta t$, the coefficients $a_m$ and $b_n$ can be computed as explained in the appendix.

The recursive expression (10) only uses values of the fields computed at previous time steps. These can be kept in computer memory during the coupling-model run. For the two-dimensional field $\Pi$ this constitutes very little memory. The implementation of Eq. (10) in a model code is easy. The computation of Eq. (10) itself for one two-dimensional field is very cheap compared to the rest of the model integration.

Figure 2 shows the response $|H(\omega)|$ function of a Butterworth filter with $\omega_0 = 0.9\pi\delta t$ and $\delta t = 415.385$ s as a fraction of the coupling-update frequency $\Delta t$, for $\Delta t = 12$ h (solid line) and $\Delta t = 30$ min (dashed line). For $\Delta t = 6$ h, 3 h, 1 h, the curves lie between these two curves (not shown).

The group delay expression (10) shows the group delay $\tau(\omega)$ as a fraction of the coupling-update frequency $\Delta t$, for the recursive filters in (9) with $\omega_0 = 0.9\pi\delta t$ and $\delta t = 415.385$ s, for $\Delta t = 12$ h and $\Delta t = 30$ min. For $\Delta t = 6$ h, 3 h, 1 h, the curves lie between these two curves (not shown on the figure). So for the second-order Butterworth filters used in this paper, this causes a group delay of about half the coupling-update frequency of the modes with frequencies close to $\omega = \pi\Delta t$. For higher frequencies it is less than 0.5. The filter slightly distorts the form of the feature representing the information loss. Nevertheless, the variability is the same as would be obtained by a filter with an equal real response function, but with a constant time delay.

In fact, such phase shifts can be avoided by applying the recursive filter twice: once in the forward time direction and once in the backward time direction, see, for
example, Lynch and Huang (1994). The aim of the present paper is to keep the implementation as minimalistic as possible, in order to keep the used resources in the coupling model as small as possible. So results are only shown for the forwardly applied recursive filter, which is the most straightforward to implement in a model code. The price to be paid is the phase shift, but it will be shown in the examples later that this does not constitute a serious problem for the monitoring.

The monitoring of the coupling-update frequency is entirely done in the coupling model ALADIN-France at the end of each time step. This model was run with a time step of $\Delta t = 415.385$ s. In fact, ALADIN is a spectral model (Haugen and Machenhauer 1993) so that at the end of each time step, $\Pi$ is available by its spectral coefficients $\hat{\Pi}$ defined by

$$\hat{\Pi}_{IJ} = \sum_{k=0}^{M-1} \sum_{l=1}^{N-1} \hat{\Pi}_{P} e^{2\pi i (2mI) J} e^{2\pi i (2nJ) P},$$

(11)

where $\Pi_{IJ}$ are the values of $\Pi$ in the grid points with spatial indices $I = 0, \ldots, M - 1$, and $J = 0, \ldots, N - 1$; $n$ is the time index; and $\hat{\Pi}_{P}$ the complex spectral coefficients with $k = 0, \ldots, M - 1$ and $l = 0, \ldots, N - 1$, where the complex conjugate of $\hat{\Pi}_{P}$ satisfies the relation $\hat{\Pi}_{P}^{*} = \hat{\Pi}_{P}^{M-N-k-1}$ to have reality of $\hat{\Pi}_{P}$. It can be seen from this expression that the recursive filter can be applied to the gridpoint values $\Pi_{IJ}$ as well as on the spectral coefficients $\hat{\Pi}_{P}$. Indeed, filtering the spectral coefficients first and transforming them to gridpoint space gives the same result as applying them on gridpoint space directly, and vice versa. In this spectral model the spectral coefficients $\hat{\Pi}_{P}$ are filtered by Eq. (10) to obtain $\hat{\Pi}_{P}^{\text{filt}}$.

The model is run on a domain with $M = N = 300$, including an artificial extension zone to make the fields periodic (see Haugen and Machenhauer 1993) and a spatial resolution of $\Delta x = \Delta y = 9.51$ km.

For the coupling of storms only the large-scale part of $\Pi$ is of interest. In spectral space this is obtained by using only those components having wavelengths larger than a certain scale. As will be shown later it is useful to retain lengths larger than 158 km, corresponding to a truncation in wavenumber space to the modes with wavenumber $k$ and $l$ satisfying

$$(k^2 + l^2)^{1/2} \leq 10.$$  

(12)

As will be shown later, it is useful in the spectral model to compute the sum of the moduli of these spectral coefficients $\hat{\Pi}_{P}^{\text{filt}}$ for diagnostic purposes. This yields an upper bound for the values of the gridpoint field $\Pi_{IJ}^{\text{filt}}$.

$$|\Pi_{IJ}^{\text{filt}}| \leq \sum_{0 \leq (k^2 + l^2)^{1/2} \leq 10} |\hat{\Pi}_{P}^{\text{filt}}| = \mu,$$

(13)

which is obtained from the Schwarz inequality applied to (11). When $\mu$ is small, $\Pi_{IJ}^{\text{filt}}$ is small in all grid points. In that case there will be no information loss larger than $\mu$ after the resampling anywhere on the ALADIN-France domain.

The ALADIN code was adapted to use five filters of the type (10) on the components of $\hat{\Pi}$, reserving some extra memory to hold $\hat{\Pi}_{P}^{\text{filt}, M-k=n}$ and the previous time steps of $\hat{\Pi}_{P}^{\text{filt}, M-k=n}$, and to compute $\hat{\Pi}_{P}^{\text{filt}, M-k=n}$ at the end of each time step. Additionally, at forecast times in the middle of the predefined 3-h coupling time intervals 0130, 0430, 0730 UTC, etc., the norm $\mu$ is computed. If it exceeds a predetermined value $\mu$, the spectral field $\hat{\Pi}_{P}^{\text{filt}}$ is transformed to gridpoint space and $\Pi_{IJ}^{\text{filt}}$ is written to the output files.

4. Tests

This section discusses some tests with the implemented filters as described in the previous section.

a. Details about a single model run

The case of an ALADIN-France forecast of one of the French Christmas storms on 26 December 1999 is discussed here. The results for the rest of December 1999 will be discussed in the next subsection.

Figure 4 shows the ALADIN-France forecast of the mean sea level pressure of one of the French Christmas storms at 0300, 0600, 0900, and 1200 UTC 26 December 1999, based on the 0000 UTC analysis. The monitoring of the coupling-update frequency is illustrated on the indicated rectangular domain. The storm enters this domain between 0300 and 0600 UTC and leaves the domain at 1200 UTC.

Please note that a limited-area model on such a small domain is not suited to improve the forecasts of such a storm since it crosses the entire domain in less than 12 h. The forecast is in that case completely dominated by the lateral-boundary conditions. However, this domain is used here solely for the sake of the presentation; the actual coupling itself is not studied. The problems of the limitations in temporal resolution of the coupling data treated in the present paper are also present on the boundaries of larger domains. On such domains the impact on the forecast quality in a central region of interest is estimated based on knowledge of the error propagation from the lateral boundaries to the interior; see, for example, Errico et al. (1993), Warner et al. (1997), and Vannitsem (2003) for a recent paper. In contrast to this standard practice, the monitoring of the information loss studied in the present paper anticipates the errors at the lateral boundaries.

Figure 5 shows the filtered field $\Pi_{IJ}^{\text{filt}}$ obtained after spectrally truncating $\Pi$ by Eq. (12), and filtering it according to Eq. (10), with $\Delta t = 3$ h, for the forecast in Fig. 4, at 0430, 0730, 1030, and 1330 UTC, in the middle of the 3-h coupling-update time intervals [0300, 0600], [0600, 0900], [0900, 1200], and [1200, 1500], respectively. The estimated information loss of the storm is clearly distinguishable. The time delay can be noticed by comparing this figure to Fig. 4. Indeed, the information loss at, for instance, 1030 UTC on Fig. 4c almost coincides with position of the storm at 0900 UTC on Fig. 4c.
In fact, when using the gridpoint fields only (e.g., in a gridpoint model), it turns out not to be necessary to truncate the spectrum as in (12). However, in that case, some tests showed that the filter became unstable during the first few hours of the forecast because of some small residual noise in the small scales left over after the DFI\[ this has been verified by computing $\Sigma_{ij} |\partial P_i/\partial t_j |$ as in Lynch and Huang (1992), but is not shown here]. This instability could be avoided by applying the filter from 0300 UTC onward.

Figure 6 shows the untruncated filtered surface pressure field $P_{\text{filt}}$ at 1030 UTC. It can be verified that Fig. 5c shows the same signal as Fig. 6 but without the small-scale details. If the aim is to monitor the coupling update frequency for coupling storms between the two models, the untruncated field $P_{\text{filt}}$ can be used as well as the truncated $P_{\text{filt}}$ by (12).

Figure 7a shows the norm (13) of the truncated $P_{\text{filt}}$ by Eq. (12). After some initial period during the first 3 h of the forecast, the storm can be recognized. The maximum takes place between 0900 and 1200 UTC 26 December 1999. In the afternoon of 27 December 1999 the norm starts to increase again, indicating the creation of a second storm (as is explained in the next subsection).

Figure 7b similarly shows this norm computed without truncation. Please note that the filter starts at 0300 UTC, as explained above. Considering the interval between 1200 UTC 26 December and 0000 UTC 27 December, it turns out that the information loss in the large scales of the storm is hidden in the small-scale noise. So the norm (13) has to be computed after truncating the spectral coefficients.

---

1 See Lynch and Huang (1992), Lynch (1997), and Lynch et al. (1997) for details in the ALADIN context.
The information in Fig. 5 (or Fig. 6) is useful for correctly interpreting the ALADIN forecast on the exemplifying domain indicated on the maps. Indeed, it can be checked whether some values of $\Pi^{\text{in}}$ are exceeded in the domain of the coupled model. By testing the values of $\Pi^{\text{in}}$ restricted to the coupled-model domain, the person using the coupled model is capable of assessing the information loss in the coupling data before interpreting the forecast of the coupled model. Establishing a critical information loss of, for instance,

$$\Pi^{\text{in}} = 0.003,$$

it is decided that such loss propagates through the domain in the model output from 0600 until 1200 UTC. Based on this the user, keeping in mind the time delay due to the phase shift, is warned about a potential lack in the data transfer between the coupling and the coupled model, and more precisely between the coupling time 0300 and 0600 UTC. In that case it is advisable to take the model output of the coupling model more seriously than the higher-resolution coupled model.

### b. Systematic tests and operational implications

This subsection shows how the user can be warned automatically in the case of some predetermined information loss and how the coupling updates can be adapted to the meteorological situation to improve the data transfer. This is illustrated by means of the ALADIN-France runs during the month December 1999.

Figure 8 shows the norm (13) computed for the ALADIN-France forecasts during the month December 1999 at the forecast times 0430, 0730, 1030, . . . , 2530 UTC of the filtered surface pressure with the second-order Butterworth filter.
Fig. 6. Filtered $\Pi = \ln P_s$ by the second-order Butterworth filter, without truncating the spectral decomposition, at 1030 UTC 26 Dec 1999, to be compared to Fig. 5c. The contour interval is 0.001 hPa.

Fig. 7. Time series of the norm of the filtered field $\Pi = \ln P_s$ as a function of the time of (a) the truncated field for scales larger than 158 km only and (b) summing over all length scales.

Fig. 8. Spectral norms of the filtered field $\Pi = \ln P_s$ by the second-order high-pass filters with $\omega_c = 0.9m\Delta t$ and $\delta t = 415.385$ s for $\Delta t = 3$ h (diamonds), $\Delta t = 1$ h (triangles), and $\Delta t = 30$ min (squares) at forecast time ranges 0430, 0730, 1030, ..., 2530 UTC during Dec 1999.

Taking a critical value of

$$\mu_c = 0.004$$

for the coupling-update interval of $\Delta t = 3$ h, exceedance is found 19 times in the five runs listed in Table 1. Of a total of 232 times considered in Fig. 8, this constitutes 8% of the total 3-h model output of the ALADIN-France model. The spectral representation $\Pi^{\text{filt}}$ is transformed to the gridpoint $\Pi^{\text{filt}}$ field at these times only.

These five dates, of course, include the forecast based on the 0000 UTC analysis on 26 December. Figure 9 shows the mean sea level pressure of the other runs. It can be seen that all these forecasts contained a storm propagating through the ALADIN-France domain. Note that this also includes a storm during the night between 27 and 28 December 1999, for which increased values of $\mu$ can be seen in Figs. 7a and 8. Figure 10 shows the filtered truncated fields $\Pi^{\text{filt}}$ at the corresponding times.

The user of the coupled model on the exemplifying domain, considering the different storms in Figs. 4 and 9, needs to be only concerned about a failing data transfer in the 0000 UTC forecast on 26 December. Indeed, in
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the other four cases the information loss takes place outside the coupled model domain, as can be seen in Fig. 10. So using the information in Figs. 5, 8, and 10, the user has to consider taking the output of ALADIN-France instead of the coupled model on the indicated coupled domain in the run on 26 December 1999.

Additionally, as was shown in Termonia (2003), the forecast of the French Christmas storm on 26 December can be improved by using a 1-h coupling-update interval instead of a 3-h interval to give qualitatively comparable results as the forecast of the coupling model ALADIN-France. In fact, the reduction of the upper bound \( \mu \) when using \( \Delta t = 1 \) h or even \( \Delta t = 30 \) min, can be also seen in Fig. 8. Even if the coupled model cannot improve the ALADIN-France forecast of the storm on 26 December 1999, the information in this figure can be used to keep the information loss below the predefined limit \( \mu \), by providing the coupling data with \( \Delta t = 1 \) h in the time intervals when this value is exceeded. This avoids some serious underestimation by an unaware interpreter of the coupled-model output.

The field \( \Pi^{\mu} \) in Figs. 5 and 10 can be treated as part of the postprocessing of the ALADIN-France output. It can then be decided operationally at script level to provide coupling data by ALADIN-France to the coupled model with \( \Delta t = 1 \) h for the forecast ranges with exceedance only. For the other forecast ranges, a default 3-h coupling update can still be used. For the illustrated domain on Figs. 5 and 10, this only increases the data transfer for December marginally, that is, for the two or three coupling intervals when the storm crossed the boundary of the exemplifying coupled domain. This represents about 1% of the total data transfer of that month and is technically feasible.

In fact, other technical solutions to deal with the information loss could be investigated. For instance, in the
case of the storm entering the exemplifying domain on 26 December 1999, Fig. 5 shows that it was inside the domain at 0600 UTC. The standard practice is to take LAM domains as large as possible hoping the cyclogenesis takes place inside the domain. Based on the operational monitoring it could be decided to provide the 0600 UTC coupling-model state as an “analysis” for the coupled model instead of the analysis at 0000 UTC, to have the storm present in the initial conditions of the coupled forecast.

In this respect it might also be useful to investigate spectral nudging techniques in spectral models of the kind used by von Storch et al. (2000) for downscaling analyses in a regional climate model. Specifically, it could be investigated whether the large scales of the coupled model could be spectrally nudged to the large scales of the coupling model (having the storm inside the coupled area) after the information loss has been detected.\textsuperscript{2}

5. Discussion and conclusions

A strategy was proposed to monitor the data transfer between coupling and coupled models by filtering the forecast of the coupling model during the forecast run. Some critical values can be established to decide whether the data transfer is insufficient. Specifically, this paper studied the values for $\Pi_{\text{c}}$ and $\mu_C$ taken as in (14) and (15). Lower values imply more severely assessing in-

\textsuperscript{2} In the operational ALADIN setup, the coupling files contain the spectral coefficients. So the information is present for the complete domain of the coupled model.
formation loss and more overall data transfer, as can be seen from Fig. 8. Note that taking a value of, for instance, \( \mu_s = 0.001 \), \( \Delta t = 1 \text{ h} \) could be taken as a default coupling interval, and \( \Delta t = 30 \text{ min} \) has to be used five times. Whether this is feasible is a technical question and not a scientific one. The strategy proposed in the present paper allows us to do this in a quantitative way.

The values studied here were fixed with the aim to improve storms of the type in Figs. 4 and 9. To improve or to motivate the choice for \( \Pi^{\text{grid}} \) and \( \mu_s \), more profoundly, the sensitivity of the forecast to lateral-boundary coupling errors corresponding to the data-transfer information loss should be studied as a function of \( \mu_s \) and \( \Pi^{\text{grid}} \). This lies outside the scope of this paper.

A first attempt to monitor the coupling frequency was done in the paper of Termonia (2003). Compared to this first trial the monitoring strategy proposed here has a number of serious advantages:

- **Flexibility.** In Termonia (2003), \( \Delta t = 3 \text{ h} \) was taken and it was difficult to change such a setup to monitor other coupling-update intervals. In contrast, the coefficients \( a_m \) and \( b_n \) can be specified as arguments of the model, and the information loss can be estimated at any candidate time step.

- **Robustness.** This strategy does not depend on assumptions about the cases to be encountered operationally, as would be needed to apply norms of the differences between interpolation and coupling-model output in Eq. (8) and also for the method proposed in Termonia (2003).

- **Maintenance.** The filter is easy to implement—see Eq. (10)—in way that is easy to understand. This is also an advantage for the maintenance of the code.

- **Usage.** It is possible to understand the output of the filter in terms of signal handling, whereas norms of differences as in (8) are potentially deceptive depending on the chosen coupling-update interval and the meteorological situation in the forecasts.

- **Independence of model structure.** It was argued in the paper that the recursive filter can be implemented on spectral coefficients as well as on gridpoint values.

Applying the filter to gridpoint fields in a gridpoint model has the advantage that the spatial distribution of the information loss is obtained immediately, in contrast to the need of a spectral transform in a spectral model. Removing the small scales is less straightforward in this case. However, looking at Fig. 6 it can be seen that the minimum value of \( \Pi^{\text{grid}} \) for the storm is smaller than \(-0.008\). Elsewhere it does not become smaller than \(-0.001\), except west of Brittany, where a small low present on Fig. 4c is detected. This suggests that for a solution in a gridpoint model, this spatial truncation is not really necessary.

There are no constraints to implement the filter in a global model. For spectral global models the filtering can be done on the spectral coefficients of the decomposition in spherical harmonics. However, in that case computing the norm \( \mu \) as in the ALADIN-France model may become useless, since \( \mu \) could depend on storms at the other side of the globe that are of no interest for the regional forecasts under interest. So, the filtered fields should be written to the output files at regular times as part of the model output and be used in the postprocessing to get spatial details about the information loss to be encountered in the created coupling data.

The obtained results can also help establishing the coupling-update frequencies for LAMs in other contexts than operational NWP, in particular, in regional downscaling studies. It could be investigated whether filtering coupling-model fields are useful for establishing the coupling-update intervals for phenomena other than severe storms. This paper did not profoundly treat the choice of the digital filter. The recursive filter was explicitly chosen here to have a minimum of computing costs in the coupling model and to have a good fit of the information loss derived in section 2. Extra research of the benefits and disadvantages of alternative time-symmetric nonrecursive digital filters or recursive filters with nearly constant time delay could be beneficial, even if this might be of little practical importance when it comes to operational implementation details.
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**APPENDIX**

### The Coefficient of the Recursive Filter

This appendix shows how the coefficients \( a_m \) and \( b_n \) in Eq. (10) were obtained. For details about computing such coefficients see, for instance, Kulhánek (1976).

The coefficients \( a_m \) and \( b_n \) of the filter in Eq. (10) are obtained by first writing the response function \( H(\omega) \) in Eq. (9) as a quotient,

\[
H(z) = \frac{A(z)}{B(z)},
\]

where \( z = e^{-i\omega \tau} \). To obtain the coefficients \( a_m \) and \( b_n \), it is useful to consider the poles of the function \(|H(z)|^2\),

\[
z_m = \frac{1 - 2iF \cos \left( \pi \frac{\alpha}{N} - \frac{1}{2N} \right) + F^2}{1 - 2F \sin \left( \pi \frac{\alpha}{N} - \frac{1}{2N} \right) + F^2}
\]

with \( \alpha = -(N-1), \ldots, N \),

and with
Choosing the \( N \) poles \( z_n \) with \( n = 1, \ldots, N \) lying outside the unit circle in the complex plane to get a stable filter, the coefficients \( b_n \) are determined by the relation

\[
B(z) = 1 + \sum_{n=1}^{N} b_n z^n = \prod_{n=1}^{N} \left( 1 - \frac{z}{z_n} \right).
\]

(A4)

The coefficients \( a_m \) with \( m = 0, \ldots, N \) are obtained by

\[
A(z) = \sum_{m=0}^{N} a_m z^m = Q(1 - z)^N.
\]

(A5)

with \( Q \) a normalization factor such that \( |H(z = -1)| = |H(\omega = \pi/\Delta t)| = 1 \).

It is important to know that recursive filters generate a phase shift. By construction \( H(z) \) has a frequency-dependent phase \( \phi(\omega) \)

\[
\frac{H(z)}{|H(z)|} = e^{i\phi(\omega)}.
\]

(A6)

Taking the convolution with the signal, this means that \( e^{i\phi} \) is multiplied by this complex factor. Such a phase shift causes a time delay \( \phi(\omega)/\omega \). It is more useful to consider the group delay

\[
\alpha(\omega \Delta t) = \frac{1}{\Delta t} \frac{d\phi(\omega)}{d\omega},
\]

(A7)

expressed as a fraction of the time interval \( \Delta t \), showing the backward time shift of the signal as a function of the frequency \( \omega \).
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