Determination of regional stress tensors from fault-slip data
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SUMMARY
Stress tensors are regularly determined from fault-slip and/or earthquake focal mechanism data in structural geology and seismotectonics. The inverse problem is non-linear, unless empirical rules of rupture and friction are employed. All the methods used to date to determine the stress tensor to this non-linear inverse problem are of a local nature, and thus cannot guarantee that the global optimal stress tensor has been obtained. We apply a hybrid global optimization method to find the global optimal stress tensor. Although the inverse problem is non-linear, the effect of non-linearity on the biases of stress tensors has not been investigated. We will examine the biases of inverted stress tensors and their effect on the principal orientations of stress and the shape parameter of the stress ellipsoid. The biases of stress parameters have been shown to be comparable with the estimated stress parameters numerically. We compare the accuracy of the four stress parameters, with and without taking the errors in fault planes into account. If the errors in fault planes are not taken into account, the stress parameters are too optimistically estimated by a factor of 4 to 9 in the example. We will also mathematically reformulate the assumption that the directions of maximum shear stress represent those of slips on fault planes as two functionally independent but equivalent constraints of equality. The new formulation is computationally more effective and provides a correct method for calculating the accuracy of stress parameters.
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1 INTRODUCTION
Knowledge of the state of stress in the Earth’s crust and upper mantle is important in the Earth sciences, to understand geological structure, plate motion and plate tectonics, for instance. Earthquakes are one of the most obvious manifestations of stress. Wallace (1951) investigated the relationships among faults, maximum shear stress and slip on fault planes, showed how to use graphical methods to determine the orientations of the maximum shear stress, and concluded that the orientations and nature of the stress system can be determined from a set of fault planes and associated slip vectors. Bott (1959) further developed a mathematical model in order to deal with faults of all kinds by assuming that the direction of slip/striae on the fault plane represents the direction of maximum shear stress on the fault. The theoretical analysis by Wallace (1951) and Bott (1959) is significant in providing a mathematical model to connect fault planes and striae to the causative stress tensor and is now well-known as the Wallace–Bott model. Under an extra assumption that one of the nodal planes can be unambiguously identified as the fault plane, McKenzie (1969) was able to establish a relation between earthquake focal mechanisms and the stress tensor, which is essentially the same as that of Bott (1959) but is important for the computation of stress tensors from earthquake focal mechanisms. Among many applications of stress tensor inversion, we mention the World Stress Map project (Zoback 1992).

Following the pioneering theoretical analysis by Wallace (1951) and Bott (1959), and after the first practical attempt to determine regional stress or palaeostress tensors from fault plane and striae data by Carey & Brunier (1974), studies of stress tensor inversion may be classified into three major categories. First, a number of methods have been proposed to reduce or eliminate the effect of outliers on the stress tensor (Gephart & Forsyth 1984; Will & Powell 1991) and to deal with heterogeneous data (see e.g. Angelier & Manousis 1980; Huang 1988; Wyss & Lu 1995; Albarello 2000; Yamaji 2000). Second, keeping in mind that only a reduced deviatoric stress tensor can be found from fault planes and slip/striae directions, Angelier (1989) used empirical relations pertaining to rupture, friction and depth to constrain the principal stresses and orientations, and showed that the full stress tensor can be completely determined with these extra constraints. Graphical methods were also designed to determine the orientations of a stress tensor (e.g. Lisle 1992). The disadvantage of graphical methods is twofold: (i) the orientations of the stress tensor can only be conveniently represented as areas on the unit sphere and (ii) the shape parameter of the stress ellipsoid cannot be produced. Graphical methods can, however, be used to help separate heterogeneous data sets in some cases (e.g. Fry 1999). For an excellent review on some of these and other methods, the reader is referred to Angelier (1994).

Inversion of stress tensors from fault-slip or earthquake focal mechanism data is non-linear, unless additional prior assumptions...
are imposed on the magnitudes of shears (Michael 1984) or empirical rules of rupture and friction are used to linearly constrain the three principal stresses (Angelier 1989). It should be noted that if earthquake focal mechanisms are used to invert for stress tensors, one has to either first distinguish the true fault plane from the auxiliary plane (see e.g. Ellsworth & Xu 1980) or resort to some special estimation techniques so that the true fault planes can be automatically selected in the process of inversion (e.g. Gephart & Forsyth 1984). For an excellent description of inverting stress from earthquake focal mechanisms, the reader is referred to a recent paper by Angelier (2002). Angelier (2002) also proposed an inversion technique which does not need to distinguish between two nodal planes. In order to obtain the global optimal stress tensor that best fits the data, two strategies are commonly employed: (i) use the Monte Carlo method to sample a number of points in the space of stress tensors, and then choose the best possible point from the samplings and start applying a local optimization algorithm to find a solution (see e.g. Etchecopar et al. 1981; Angelier et al. 1982); and (ii) use the grid method to find a solution (see e.g. Gephart & Forsyth 1984; Xu et al. 1992; Horiiuchi et al. 1995; Yamaji 2000). These types of methods have been reported to fail to find the globally optimal stress tensor \( \mathbf{T} \), unless the initial point is in a small neighbourhood of \( \mathbf{T} \) or the gridding is made sufficiently fine (see e.g. Etchecopar et al. 1981; Angelier et al. 1982; Gephart & Forsyth 1984). How to find the globally optimal stress tensor provides the first motivation for this work.

Statistical assessment of the estimated stress tensor is almost as important as finding the optimal solution itself. Angelier et al. (1982) first estimated both the fault-slip parameters and the reduced stress tensor simultaneously, and took errors in both the fault planes and slips into account for the computation of accuracy. Gephart & Forsyth (1984) used the \( L_1 \)-norm to simultaneously estimate the fault plane parameters and the stress tensor. Yin & Ranalli (1993) proposed a probabilistic model to deal with errors of the fault planes and slips from the point of view of directional statistics. Choi et al. (1996) did a large-scale simulation to investigate the effect of random errors in fault planes and slips on the stress tensor solutions and the cost functions. If the probabilistic distribution of the estimated stress tensor is known, one can then conduct a rigorous statistical analysis of the tensor (Xu 1999). Michael (1987) and Albarello (2000) used bootstrap resampling to estimate the confidence region of the reduced tensor and to test the assumption of stress uniformity. As noted above, the observational model of fault-slips with respect to the stress tensor is non-linear. On the other hand, the fault plane uncertainties are propagated in determining the stress tensor. Furthermore, the mapping from the stress tensor to the principal stresses and their directions is non-linear as well. From a statistical point of view, the non-linearity in the observational model and tensor mapping biases the estimated stress tensor. To date, the issue of bias has never been investigated, although the issue of confidence regions for the estimated reduced stress tensor has been well addressed by Angelier et al. (1982), Gephart & Forsyth (1984), Michael (1987) and Yin & Ranalli (1993), among others. We will use the bias analysis approach of Box (1971) to investigate the biases of the estimated stress tensor from fault-slip and/or earthquake focal mechanism data. A statistical analysis of stress tensors provides the second motivation for this work.

The purpose of this paper is twofold: (i) we will apply the non-linear optimization method of Xu (2002, 2003a,b) to determine the stress tensor from fault-slip and/or earthquake focal mechanism data. Unlike the local iterative and grid methods, our method will always correctly produce the global optimal stress tensor; (ii) we will investigate the bias and accuracy of the estimated stress tensor, due to the non-linearity of slip directions with respect to fault-slip measurements and the maximum shear stress direction with respect to the reduced deviatoric stress tensor, mapping into the eigenspace, and the multiplicative nature of noise of the fault planes. The paper is organized as follows. In Section 2, we will briefly outline the principle for inverting stress tensors from fault-slip data. It will then become clear that for each fault-slip pair, there are two independent constraints among the fault plane parameters, the slip direction and the reduced stress tensor. Angelier et al. (1982) used one independent but mathematically equivalent constraint for each pair of fault-slip data in the simultaneous estimation of stress tensors and fault-slip parameters (see also Will & Powell 1991). As will be seen later, a direct consequence of using the equivalent constraint for each fault is that the accuracy of the estimated stress parameters is incorrectly computed. Gephart & Forsyth (1984) also used one constraint only (see also McKenzie 1969; Gephart 1990). However, unlike Angelier et al. (1982), this constraint will be shown later to not be mathematically equivalent to the assumptions of Wallace (1951) and Bott (1959). Thus, strictly speaking, the method of Gephart & Forsyth (1984) is not a simultaneous estimation technique in the sense of Angelier et al. (1982). Section 3 will discuss the solutions to the inverse problem. First we will provide an alternative formulation to simultaneously estimate the fault-slip parameters and the reduced stress tensor. Then we will focus on the inverse problem of stress tensors with four parameters, since this formulation has been widely used by most of researchers. In Section 4, we will work out the statistical measures of bias and accuracy for the inverted stress tensor, with and without taking the errors of fault planes into account. Since the errors in fault planes and slips are not necessarily small, we will derive the accuracy measure of higher orders as well. Section 5 will summarize an example of the practical implementation of the new solution strategy and the computation results.

2 THE PRINCIPLE FOR INVERTING STRESS TENSORS

Inversion of stress tensors involves the following three basic elements: fault planes, slip vectors on the fault planes, and stress tensors. A fault plane is completely specified by two angles: the fault strike \( \phi \) defined as the azimuth of the strike direction in seismology and the dip \( \delta \) defined as the angle between a horizontal plane and the fault plane. With respect to a reference system in which the \( x \)-axis points north, the \( y \)-axis points east and the \( z \)-axis points upwards (Fig. 1), the outward normal \( \mathbf{n} \) to the fault plane can be described by its three components:

\[
\begin{align*}
  n_x &= - \sin \delta \sin \phi, \\
  n_y &= \sin \delta \cos \phi, \\
  n_z &= \cos \delta.
\end{align*}
\]

The direction of a slip on a fault plane is conveniently described by the rake, which is the angle \( \lambda \) between the slip and strike directions. The unit slip vector \( \mathbf{s} \) is then given as:

\[
\begin{align*}
  s_x &= \sin \lambda \cos \delta \sin \phi + \cos \lambda \cos \phi, \\
  s_y &= - \sin \lambda \cos \delta \cos \phi + \cos \lambda \sin \phi, \\
  s_z &= \sin \lambda \sin \delta.
\end{align*}
\]
The normal and slip unit vectors (1) and (2) can also be derived by transforming the corresponding formulae in Angelier et al. (1982) and Koyama (1997) into our coordinate system.

As the first assumption for determining stress tensors from fault-slip data, we assume that the stress tensor \( T \) is symmetric. The traction vector \( \sigma \) acted on the fault plane by \( T \) can be computed as follows:

\[
\sigma = Tn. \tag{3}
\]

By projecting \( \sigma \) onto the fault plane, we obtain the component of \( \sigma \) on the fault plane:

\[
\tau_s = \sigma - n^T \sigma n = Tn - (n^T Tn)n, \tag{4}
\]

(see e.g. Etchecopar et al. 1981; Angelier et al. 1982), where \( n^T \) stands for the transpose of \( n \). \( \tau_s \) is better known as (resolved) shear stress. In the Earth sciences, two different conventions of sign have been used to represent the stress tensor \( T \). The first convention of sign conforms with that generally used in elasticity, in which tensions are positive and compressions negative (e.g. Amadei & Stephansson 1997; Ramsay & Lisle 2000). The second convention of sign is more often used in rock mechanics, with tensions designated as negative and compressions as positive (e.g. Amadei & Stephansson 1997; Mandl 2000). In the second case, (3) and (4) become

\[
\sigma = -Tn
\]

and

\[
\tau_s = -Tn + (n^T Tn)n
\]

respectively.

Although the shear stress \( \tau_s \) has been represented mathematically, we are still not able to determine the stress tensor \( T \) since \( \tau_s \) is not directly observable. It is physically reasonable to believe that the shear stress \( \tau_s \) must be related to the slip \( s \), although such relationships may be complex. The simplest relation assumes that the direction of shear stress \( \tau_s \) is the same as that of slip \( s \) (Wallace 1951; Bott 1959), which comprises the second assumption used in determining stress tensors from fault-slip data. Normalizing \( \tau_s \) as

\[
f_n = \tau_s/\|\tau_s\| = (Tn - (n^T Tn)n)/\|Tn - (n^T Tn)n\|, \tag{5}
\]

and equating it to the slip vector by using the second assumption, we obtain

\[
s = f_n = (Tn - (n^T Tn)n)/\|Tn - (n^T Tn)n\|. \tag{6}
\]

where \( \|x\| \) is the length of \( x \). Alternatively, Michael (1984) first assumed that the slip vector \( s \) can be transformed into the maximum shear stress and then equated it to \( \tau_s \). Obviously, in addition to the condition (6), the method of Michael (1984) introduced one more assumption that a slip vector can be linearly converted into a force. It has been shown that (6) can be erroneous in highly fractured zones with complex faulted systems, due to kinematic interaction among faults (Dupin et al. 1993; Pollard et al. 1993; Nieto-Samaniego & Alaniz-Alvarez 1997).

We rewrite the stress tensor \( T \) as

\[
T = t_s D + t_f I, \tag{7}
\]

where \( t_s \) and \( t_f \) are two scalar parameters, \( D \) is a symmetric deviatoric stress tensor specified by four unknown parameters, \( I \) is an identity matrix. Inserting (7) into (6) yields

\[
s = (Dn - (n^T Dn)n)/\|Dn - (n^T Dn)n\|, \tag{8}
\]

which is the starting equation for stress tensor inversion. It is obvious from (8) that the slip direction \( s \) contains no information on the isotropic component and absolute magnitude of the stress tensor \( T \). We can only hope to determine the scale-free deviatoric stress tensor \( D \) from fault-slip data. \( D \) is often referred to as the reduced stress tensor in the literature. The most widely used four-parameter

\[\text{Figure 1. Geometrical illustration of fault planes, slip directions, the normal direction to the fault plane, and the directions of the normal and shear stresses on the fault plane. The slip vector is the movement of the hanging wall block relative to the footwall block (shown in this figure). Note that the traction } Tn \text{ is not on the fault plane.} \]
representation of $D$ is as follows:

$$D = \begin{bmatrix}
\cos \varphi & \alpha & \gamma \\
\alpha & \cos(\varphi + 2\pi/3) & \beta \\
\gamma & \beta & \cos(\varphi + 4\pi/3)
\end{bmatrix} \quad (9)$$

(e.g. Angelier 1979, 1984; Angelier et al. 1982). Once the deviatoric tensor $D$ is estimated, one can compute its three principal stresses $d_1 \geq d_2 \geq d_3$ and their directions which correspond to the principal stress directions of $T$ also. One can also use the inversion results to compute a single magnitude parameter of the stress ellipsoid, defined as

$$R = \frac{d_1 - d_2}{d_1 - d_3}, \quad (10)$$

where $0 \leq R \leq 1$.

If each fault corresponds to one different stress tensor, then no inversion can be possible. As the third assumption for determining stress tensors from fault-slip data, we assume that the stress state that governs slips on a set of fault planes is uniform. As a consequence of this assumption, the total number of unknown stress parameters is reduced to four. In practical applications, one has to first classify data, which can generally be heterogeneous (Angelier & Manoussis 1980; Huang 1988; Yamaji 2000). For example, given a set of faults/striae, we must first check whether they should be clustered into a number of subsets, and as a result, decide a proper area and time span for each subset of data. This pre-processing or classification of data may help resolve the different geophysical interpretations of the same data set (compare Hardebeck & Hauksson 1999; Townend & Zoback 2001). Thus on the basis of these three assumptions, and if sufficient fault-slip data are collected, we can reconstruct the causative stress state using the least-squares method or other criteria.

2.1 Further discussions on the second assumption

Assume two unit vectors $u_A$ and $u_B$ on the unit sphere (Fig. 2). $u_A$ and $u_B$ will point to the same direction, if and only if all the three components of $u_A$ and $u_B$ are equal to each other. $u$ has only two degrees of freedom however, since $\|u\| = 1$. One method of representing $u$ is to use two independent variables, longitude and latitude, for example. Thus we can rewrite the three-component equations $u_A = u_B$ as the following two equivalent but independent equations:

$$\lambda_A = \lambda_B, \quad (11a)$$

$$\phi_A = \phi_B. \quad (11b)$$

Comparing $u_A$ and $u_B$ to the slip vector $s$ and the normalized unit vector $f_{sn}$ respectively, we can readily obtain two functionally independent constraints of equality from (8) in the four stress parameters of $D$ for each pair of fault-slip data, as in (11). To emphasize the dependence of (11) on fault-slip data and the four stress parameters, we can directly rewrite the two independent constraints of equality as follows:

$$\lambda_s(\delta, \phi, \lambda) = \lambda_f(\delta, \phi, D), \quad (12a)$$

$$\phi_s(\delta, \phi, \lambda) = \phi_f(\delta, \phi, D), \quad (12b)$$

for each pair of fault-slip data. Here the subscripts $s$ and $f$ denote the unit vectors $s$ and $f_{sn}$ respectively.

Instead of fully implementing the second assumption proposed by Wallace (1951) and Bott (1959), McKenzie (1969) and Gephart & Forsyth (1984), among others, have used only part of the information inherent in the second assumption, or more specifically the parallel condition of shear stress and slip directions. As a consequence, only one independent constraint can be derived. This single constraint is not equivalent to (11) mathematically, however. We note that some authors use the term parallel to mean exactly eqs (12) (e.g. Michael 1984).

More generally, let us assume that there exists ambiguity in the sense of slip. In other words, we do not know which angle, $\lambda$ or $(\lambda \pm 180^\circ)$, is correct to represent the direction (sense) of slip. We will now show that even in this case of ambiguity, we should still derive two independent constraints of type (12). As the first step, we can reformulate $\lambda$ and $(\lambda \pm 180^\circ)$ as two quasi-observables, one for the correct and the other for the erroneous sense of slip, and then

![Figure 2](https://academic.oup.com/gji/article-abstract/157/3/1316/2110178)
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obtain two sets of (8) or equivalently (12). The erroneous set will be automatically eliminated in the process of inversion by using a robust estimation method, as in the case of automatically choosing the true fault plane from the two nodal planes of an earthquake focal mechanism for the determination of stress tensors (see e.g. Gephart & Forsyth 1984). Thus, for the correct sense of slip, we again automatically obtain two non-linear independent constraints of equality.

Since both slip directions and fault planes contain random errors, Angelier et al. (1982) first recast the model of stress tensor inversion from fault-slip data as a least-squares problem with non-linear constraints on the fault-slip parameters and the reduced stress tensor, and then estimated all the parameters and the tensor simultaneously. Although each fault-slip datum and the reduced tensor must satisfy two independent constraints, as explicitly represented by (12), Angelier et al. (1982) actually reformulated (6) or (8) as:

\[ \|s - f_{in}\|^2 = 0, \]

and obtained an equivalent new constraint,

\[ s^T D n = \|Dn - (a^T Dn)n\|. \]

which is formula (5) of Angelier et al. (1982). From a programming point of view, (8), (12) and (13b) are all equivalent mathematically. Thus Angelier et al. (1982) successfully used (13b) to simultaneously estimate the reduced stress tensor and were able to correct the fault planes and slip directions. However, from a statistical point of view, the linearization of (13b), or equivalently (13a), cannot be directly used to compute the accuracy of the stress parameters. The correct method for accuracy computation must be based on two functionally independent constraints of type (12). The proof of this conclusion is rather straightforward and is thus omitted here.

Unlike Angelier et al. (1982), McKenzie (1969) and Gephart & Forsyth (1984) only used the parallel condition of maximum shear stress and slip directions. Since that condition is not equivalent to the equality of \( s \) and \( f_{in} \), mathematically, one independent constraint has been missing in the work of Gephart & Forsyth (1984). Strictly speaking, the method of Gephart & Forsyth (1984) is not a technique for simultaneously estimating the stress tensor and fault-slip corrections (see also Liang & Wyss 1991; Gillard & Wyss 1995; Lu et al. 1997).

### 3 Solutions of the Inverse Problem

The inverse problem of determining stress tensors from fault-slip data has generally been solved in one of two ways: (i) treat both fault-slip and the reduced stress tensor as the unknown model parameters, and then solve them from the fault-slip data (see e.g. Angelier et al. 1982; Gephart & Forsyth 1984; Gephart 1990; Will & Powell 1991); but more often, (ii) treat fault planes as if they were free of random errors, and then determine the reduced tensor. Numerically, the inverse problem has been solved using iterative and/or grid search methods. Iterative methods are local optimization techniques and thus generally are not able to correctly find the global optimal stress tensor that best fits the cost function. Practical implementation of the grid search method does not correctly find the global optimal tensor either, as mentioned in Gephart & Forsyth (1984), since gridding cannot be made arbitrarily fine. If both types of method correctly find the optimal stress tensors, the difference in solutions may be small. However, the error estimate can be significantly different by one order of magnitude, as will be seen in Section 5. In this section, we will first give an alternative formulation of Angelier et al. (1982), and then propose using the global optimization method described in Appendix A to determine the global optimal reduced stress tensor.

#### 3.1 Simultaneous determination of fault planes, slips and the tensor

Given \( n \) fault-slip measurements, namely, \( \phi_i, \delta_i, \lambda_i \ (i = 1, 2, \ldots, n) \), and denoting the corresponding true unknown fault plane angles and the slip angle by \( \phi, \delta, \lambda \ (i = 1, 2, \ldots, n) \), then we have, for each fault-slip datum, the following observation equations:

\[ \phi_i = \phi + \epsilon_{\phi i}, \]
\[ \delta_i = \delta + \epsilon_{\delta i}, \]
\[ \lambda_i = \lambda + \epsilon_{\lambda i}, \]

and two functionally independent constraints on \( \phi, \delta, \lambda \) and the reduced stress tensor \( D \):

\[ g_1(\phi, \delta, \lambda, D) = 0, \]
\[ g_2(\phi, \delta, \lambda, D) = 0. \]

Here \( g_1 \) and \( g_2 \) can be derived from and are mathematically equivalent to (8) or \( s_i = f_{in} \) for the \( i \)th fault plane. \( \epsilon_{\phi i}, \epsilon_{\delta i} \) and \( \epsilon_{\lambda i} \) are the random errors of \( \phi_i, \delta_i \) and \( \lambda_i \), statistically independent and with zero means and variances \( \sigma_{\phi i}^2, \sigma_{\delta i}^2, \sigma_{\lambda i}^2 \), respectively.

We introduce the following notation:

\[ y_i = (\phi_i, \delta_i, \lambda_i)^T, \]
\[ V_i = \text{diag}(\sigma_{\phi i}^2, \sigma_{\delta i}^2, \sigma_{\lambda i}^2), \]
\[ p_i = (\phi_i, \delta_i, \lambda_i)^T, \]
\[ g_i = [g_1(p_i, \phi, \delta, \lambda, D), g_2(p_i, \phi, \delta, \lambda, D)]^T. \]

We collect the four tensor parameters of \( D \) in the following vector

\[ d = (\psi, \alpha, \beta, \gamma)^T, \]

and denote the derivative matrices by

\[ A^k_i = \begin{bmatrix} \frac{\partial g_{11}}{\partial \phi} & \frac{\partial g_{11}}{\partial \delta} & \frac{\partial g_{11}}{\partial \lambda} \\ \frac{\partial g_{12}}{\partial \phi} & \frac{\partial g_{12}}{\partial \delta} & \frac{\partial g_{12}}{\partial \lambda} \\ \frac{\partial g_{13}}{\partial \phi} & \frac{\partial g_{13}}{\partial \delta} & \frac{\partial g_{13}}{\partial \lambda} \end{bmatrix}, \]
\[ B^k_i = \begin{bmatrix} \frac{\partial g_{11}}{\partial \phi} & \frac{\partial g_{11}}{\partial \alpha} & \frac{\partial g_{11}}{\partial \beta} & \frac{\partial g_{11}}{\partial \gamma} \\ \frac{\partial g_{12}}{\partial \phi} & \frac{\partial g_{12}}{\partial \alpha} & \frac{\partial g_{12}}{\partial \beta} & \frac{\partial g_{12}}{\partial \gamma} \\ \frac{\partial g_{13}}{\partial \phi} & \frac{\partial g_{13}}{\partial \alpha} & \frac{\partial g_{13}}{\partial \beta} & \frac{\partial g_{13}}{\partial \gamma} \end{bmatrix}. \]

where \( k \) stands for the \( k \)th iteration, and \( A^k_i \) and \( B^k_i \) are computed at points \( p^k_i \) and \( d^k \).

In order to estimate \( p_i \ (i = 1, 2, \ldots, n) \) and \( d \) simultaneously, we collect all the fault-slip data of (14) and the constraints of (15) together. The inverse problem can now be formulated as follows:

\[ \min\sum_{i=1}^{n} \left\{ \frac{1}{\sigma_{\phi i}^2} (\phi_i - \phi)^2 + \frac{1}{\sigma_{\delta i}^2} (\delta_i - \delta)^2 + \frac{1}{\sigma_{\lambda i}^2} (\lambda_i - \lambda)^2 \right\} \]

subject to \( 2n \) non-linear constraints of equality (15). Applying the solution technique of Britt & Luecke (1973) and Seber & Wild (1989), we ultimately obtain the iterative formulæ:
\[ d^{k+1} = d^k + N_k^{-1} \sum_{i=1}^{n} (B_i^T)^T \left[ A_i^T V_i (A_i^T)^{-1} \right]^{-1} \times \left[ g_i^k + A_i^T (y_i - p_i^k) \right], \] (18a)

with which to estimate the reduced stress tensor, and

\[ p_i^{k+1} = y_i - V_i (A_i^T)^{-1} \left[ A_i^T V_i (A_i^T)^{-1} \right]^{-1} \times \left[ g_i^k + A_i^T (y_i - p_i^k) + B_i^T (d^{k+1} - d^k) \right], \] (18b)

\((i = 1, 2, \ldots, n)\), with which to correct the fault-slip parameters for each fault plane, where

\[ N_k = \sum_{i=1}^{n} (B_i^T)^T \left[ A_i^T V_i (A_i^T)^{-1} \right] B_i. \]

Eqs (18) are the mathematically correct solution to the constrained least-squares problem (17). However, it is only locally optimal, since there exists no guarantee that it converges to the global optimal solution of (17) subject to the constraints of equality. It is much simpler than equation (18) of Angelier et al. (1982), because we need only invert \((2 \times 2)\) matrices to compute \(p_i^{k+1}\) \((i = 1, 2, \ldots, n)\) of (18b) and a \((4 \times 4)\) matrix to compute \(d^{k+1}\) of (18a) at each iteration, whereas Angelier et al. (1982) needed to solve for all the fault-slip parameters and the reduced stress tensor by inverting a matrix of dimension \((n + 4)\). Thus our alternative formulation is computationally more effective. More importantly, after the solution has been found, our formulation can be directly used to compute the accuracy of the solution. From a statistical point of view, the formulation given by Angelier et al. (1982) cannot be used to compute the accuracy of the solution, as will be confirmed in Section 5.

### 3.2 Determination of the reduced tensor with fixed fault-slip parameters

In the second common approach to stress tensor inversion, most researchers fix fault planes and slip angles as if they were free of errors, and then focus on the determination of the four parameters that describe the reduced stress tensor. A major limitation of this practice is that the errors in the fault planes are used in statistical assessment of the resultant stress tensor. Fixing the fault planes as if they were free of errors is equivalent to applying no corrections to the fault plane and slip parameters. Thus the starting equation (8) has been effectively turned into observation equations. Since fault planes and slips are never error-free, (8) cannot be exact. Nevertheless, the majority of research is focused on establishing optimal criteria with which to estimate the reduced stress tensor from fault-slip data. A number of such criteria have been proposed, either with or without prior information about the stress tensor (see e.g. Carey & Brunier 1974; Armijo & Cisternas 1978; Angelier 1979, 1980; Etchecopar et al. 1981; Angelier et al. 1982; Gephart & Forsyth 1984; Will & Powell 1991; Yin & Ranalli 1993).

Suppose that an optimal criterion has been described by a proper positive scalar function \(\rho\) to measure the difference between the left- and right-hand sides of (8). Then estimating the reduced stress tensor is equivalent to solving the following unconstrained minimization problem:

\[ \min_{i} \sum_{i=1}^{n} \rho \left( s_i, \{ D_n - (n_i^T D_n) n_i \} / \| D_n - (n_i^T D_n) n_i \| \right) \]

where \(i\) is the index of the \(i\)th fault plane and the, positive scalar function \(\rho(s)\) is a weighted \(L_1\)-norm, weighted \(L_2\)-norm, \(\cos^2 x\), or other similar functions.

To date, none of the solutions to (19) in the literature on stress tensor inversion are guaranteed to produce the global optimal reduced tensor. We will use the new global optimization method described in Appendix A to solve (19). The advantage of using the new method is that we can always correctly find the global optimal reduced tensor(s). In this paper, we will use the \(L_2\)-norm to estimate \(d\) of (16e). If fault-slip data are of different accuracy, then a weight matrix describing the different importance of different fault-slip data should be used. For this particular cost function, we will use the damped least-squares (Gauss–Newton) method to find the local optimal solution in the neighbourhood of a given feasible point, because it is locally convergent for almost all non-linear least-squares problems (Dennis & Schnabel 1996). The algorithm of the damped least-squares method is given as follows:

\[ \mathbf{d}^{k+1} = \mathbf{d}^k - \mu_k \left( \sum_{i=1}^{n} (B_i^T)^T B_i \right)^{-1} \sum_{i=1}^{n} (B_i^T)^T g_i^k, \] (20)

where \(k\) is the iterate index, the positive scalar \(\mu_k\) is obtained by a line search, and the three components of \(g_i^k\) are defined as follows:

\(g_{1i}(\phi_i, \delta_i, \lambda_i, \mathbf{d}^k) = f_{1i}^\mu(\phi_i, \delta_i, \mathbf{d}^k) - s_1(\phi_i, \delta_i, \lambda_i),\)

\(g_{2i}(\phi_i, \delta_i, \lambda_i, \mathbf{d}^k) = f_{2i}^\mu(\phi_i, \delta_i, \mathbf{d}^k) - s_2(\phi_i, \delta_i, \lambda_i),\)

\(g_{3i}(\phi_i, \delta_i, \lambda_i, \mathbf{d}^k) = f_{3i}^\mu(\phi_i, \delta_i, \mathbf{d}^k) - s_3(\phi_i, \delta_i, \lambda_i),\)

for each fault-slip datum. \(f_{1i}^\mu, f_{2i}^\mu\) and \(f_{3i}^\mu\) are three components of the unit vector \(f_i\). The matrix \(B_i^T\) is given by

\[ B_i^T = \begin{bmatrix} \frac{\partial g_{1i}}{\partial \phi} & \frac{\partial g_{1i}}{\partial \delta} & \frac{\partial g_{1i}}{\partial \lambda} & \frac{\partial g_{1i}}{\partial \mu} \\ \frac{\partial g_{2i}}{\partial \phi} & \frac{\partial g_{2i}}{\partial \delta} & \frac{\partial g_{2i}}{\partial \lambda} & \frac{\partial g_{2i}}{\partial \mu} \\ \frac{\partial g_{3i}}{\partial \phi} & \frac{\partial g_{3i}}{\partial \delta} & \frac{\partial g_{3i}}{\partial \lambda} & \frac{\partial g_{3i}}{\partial \mu} \end{bmatrix}. \]

Alternatively, one may also use the Levenberg–Marquardt algorithm:

\[ \mathbf{d}^{k+1} = \mathbf{d}^k - \left( \sum_{i=1}^{n} (B_i^T)^T B_i + \mu_k I \right)^{-1} \sum_{i=1}^{n} (B_i^T)^T g_i^k, \] (21)

to find a local optimal solution. Here \(\mu_k\) is positive and can be chosen by using a number of strategies (see e.g. Dennis & Schnabel 1996).

As one of the components of our global optimization algorithm (Appendix A), we implement the damped least-squares method (20) as a local optimizer. Unlike the gridding method of Gephart & Forsyth (1984), our algorithm will automatically detect the degeneracy of the system, since the geometry of faults/striae has been fully taken into account. As a result, outputting a degenerate solution as the optimal stress tensor is avoided.

Eq. (19) can also be reformulated as a simultaneous estimation problem. In order to do so, we first fix any two of \((\phi_i, \delta_i, \lambda_i)\) and leave the remaining one as an unknown parameter to be estimated in (19). We can then eliminate the two functionally independent non-linear constraints of equalities (15) by representing \(\delta_i\) and \(\lambda_i\) and the four tensor parameters, say, symbolically,

\[ \phi = h_1(\phi_0, \varphi, \alpha, \beta, \gamma), \]

\[ \delta = h_2(\phi_0, \varphi, \alpha, \beta, \gamma). \]

By inserting (22) into (17), we finally obtain a new least-squares problem of type (19) without constraints of any kind for simultaneously estimating \(d\) and fault-slip corrections.
4 The Effect of Non-linearity on Inverted Stress Tensors

In this section, we analyse the statistical measures of bias and accuracy of the estimated global optimal tensor. Because most stress tensor inversions are concerned with estimating the four stress parameters \( \mathbf{d} \) from fault-slip data by minimizing (19), we will use the \( L_2 \)-norm in (19) and focus on the bias and accuracy analysis of the reduced stress tensor. Here we follow the second common approach and thus apply no corrections to the fault-slip data. However, we will fully take all the errors in the fault planes and slips into consideration for the computation of biases and accuracy. In what follows, we assume that the fault-slip data are stochastically independent from one fault to another, namely,

\[
E(\epsilon_i) = 0,
\]

(23a)

\[
E(\epsilon_i \epsilon_j^T) = \mathbf{V}_i,
\]

(23b)

for all \( i \) and

\[
E(\epsilon_i \epsilon_j) = 0,
\]

(23c)

if \( i \neq j \). Here \( \epsilon_i = (\epsilon_{\phi i}, \epsilon_{\delta i}, \epsilon_{\lambda i})^T \), \( \mathbf{V}_i \) is a (positive-definite) variance-covariance matrix of \( \epsilon_i \). Given a scalar function \( f(x, y) \) and a vector function \( \mathbf{f}(x) \), we denote the matrix of second-order partial derivatives of \( f(x, y) \) with respect to \( x \) and \( y \) by

\[
\mathbf{f}_{x y} = \left[ \frac{\partial^2 f(x, y)}{\partial x \partial y} \right],
\]

and the matrix of first-order partial derivatives of \( \mathbf{f}(x) \) with respect to \( x \) by

\[
\mathbf{f}_x = \left[ \frac{\partial \mathbf{f}(x)}{\partial x} \right].
\]

The derivatives higher than the second order will be neglected in the computation of biases and accuracy. For brevity, we will replace the unit vector \( \mathbf{f}_u \) with \( \mathbf{f} \), and assign a subscript \( i \) to \( \mathbf{f} \) or \( \mathbf{s} \) to stand for the \( i \)th fault-slip data.

4.1 Biases of the parameters of the inverted stress tensor

Denote the estimated and true but unknown stress tensor parameters by \( \hat{\mathbf{d}} \) and \( \mathbf{d} \), respectively, and denote the biases of \( \hat{\mathbf{d}} \) by \( \mathbf{b}(\hat{\mathbf{d}}) \). Then by definition, \( \mathbf{b}(\hat{\mathbf{d}}) \) is computed as follows:

\[
\mathbf{b}(\hat{\mathbf{d}}) = E(\hat{\mathbf{d}} - \mathbf{d}),
\]

(24)

where \( E(\cdot) \) stands for the expectation operator. If the \( L_2 \)-norm is used to solve (19), we obtain

\[
\mathbf{b}(\hat{\mathbf{d}}) = \left( \sum_{i=1}^{n} \mathbf{f}_{x i}^T \mathbf{f}_{x i} \right)^{-1} \left( \sum_{i=1}^{n} \mathbf{f}_{x i} \mathbf{b}_i \mathbf{f}_{x i} + \mathbf{b}_i \right),
\]

(25)

after a lengthy derivation, where \( \mathbf{b}_i, \mathbf{b}_k, \mathbf{b}_l, \) and \( \mathbf{b}_{\ell} \) are all given in Appendix B.

It is obvious from (25) (also compare Appendix B) that the contribution to the biases of the inverted stress tensor parameters is fourfold: (i) the non-linearity of the unit slip vector \( \mathbf{s} \) with respect to the fault-slip errors; (ii) the non-linearity of the resolved maximum shear with respect to the fault-slip errors; (iii) the non-linearity of the resolved maximum shear with respect to the four stress tensor parameters; and (iv) the combined non-linearity of the resolved maximum shear with respect to the stress parameters and the fault plane errors. These results are quite interesting, since they indicate that the linear inversion for stress tensors from fault planes and slip directions, together with prior assumptions on the magnitudes of shears (Michael 1984) or empirical relationships of the three principal stresses (Angelier 1989), is also biased. In this case, although the inversion is linear with respect to the stress tensor parameters, only (40d), namely the bias term involved with the second derivatives of the resolved maximum shear with respect to the stress parameters, will disappear from (25). The non-linearity of fault-slip data will still bias the estimated stress tensor obtained with linear inversion.

4.2 Accuracy of the inverted stress tensor

Although exact computation of the variance–covariance matrix of \( \hat{\mathbf{d}} \) is complicated, one can easily obtain its first-order approximation. Actually, by discarding the second-order term \( \mathbf{q} \) from (36) and then applying the error propagation law to the linear approximation, we obtain

\[
\Sigma^1_d = \mathbf{H} \mathbf{V} \mathbf{H}^T = \sum_{i=1}^{n} \mathbf{H}_i \mathbf{V}_i \mathbf{H}_i^T,
\]

(26)

where \( \Sigma^1_d \) is the first-order approximation to the variance-covariance matrix of \( \hat{\mathbf{d}} \). If the errors in fault planes are not taken into account in the accuracy computation for \( \hat{\mathbf{d}} \), then we will have to remove the terms of \( \mathbf{f}_i \) from (26). Thus the linear approximation of accuracy without taking the errors of fault planes into account becomes:

\[
\Sigma^2_d = \left( \sum_{i=1}^{n} \mathbf{f}_{x i} \mathbf{f}_{x i} \right)^{-1} \left( \sum_{i=1}^{n} \mathbf{f}_{x i} \mathbf{b}_i \mathbf{f}_{x i} \right) \left( \sum_{i=1}^{n} \mathbf{f}_{x i} \mathbf{f}_{x i} \right)^{-1}.
\]

(27)

If the non-linearity of the model with respect to the fault-slip errors and stress parameters is severe and if the ratio of stress signal to stress noise is small, then the linear approximation (26) can be erroneous. In order to obtain a variance-covariance matrix of higher order, we will have to assume the moment information of higher order on fault-slip data accordingly. For instance, if we assume that \( E(\epsilon_i \epsilon_j \epsilon_k) = 0 \) for any \( i, j, \) and \( k \), and also assume that the fourth statistical moments of errors \( E(\epsilon_i \epsilon_j \epsilon_k \epsilon_l) \) are all known, then we can compute the variance-covariance matrix of \( \hat{\mathbf{d}} \) to second-order approximation, which is given by

\[
\Sigma_d = E[(p - E(p))(p - E(p))^T] = \sum_{i=1}^{n} \mathbf{H}_i \mathbf{V}_i \mathbf{H}_i^T + E(\mathbf{q} \mathbf{q}^T) - \mathbf{b}(\hat{\mathbf{d}}) \mathbf{b}(\hat{\mathbf{d}})^T.
\]

(28)

If the derivatives higher than second order are negligible, then (28) is sufficiently accurate. Since \( E(\mathbf{q} \mathbf{q}^T) - \mathbf{b}(\hat{\mathbf{d}}) \mathbf{b}(\hat{\mathbf{d}})^T \geq 0 \), the first-order approximation will often overestimate the accuracy of the inverted stress tensor from fault-slip data.

5 Fault-Slip Data and Results

The fault-slip data in this paper are taken from Angelier et al. (1982). This data set consists of 33 fault orientations measured at Agia Varvara, central Crete. All the faults are normal. Since three of the fault-slip data were found to be anomalously inconsistent with the other 30 faults, they will be excluded from this investigation, as they were by Angelier et al. (1982). The measured values (\( \phi_i, \delta_i, \lambda_i \)) for
all the retained faults are presumed to be statistically independent and of the same accuracy of 7°. Since our coordinate system and definition of fault-slip data are slightly different from those used by Angelier et al. (1982), we have transformed the data used in our computation. However, in order to compare our results with those of Angelier et al. (1982), we will have to give all the tensors and tensor parameters in the rest of this paper by using the second sign tensor convention. The data set with the three problematic faults removed is shown in Fig. 3. For more details on the data, the reader is referred to Angelier et al. (1982).

In order to apply the new hybrid global optimization method to finding the global optimal stress tensor(s), we assume that no prior information is available on the four stress parameters \( d \). Since the smallest domain of definition for \( \psi \) is between 0 and 2\( \pi \), the initial box for \( \psi \) is naturally chosen to be \([0, 2\pi]\). For the other three stress parameters \( \alpha, \beta \) and \( \gamma \), in order not to miss the optimal stress tensor(s), we have to use the largest possible initial bounding box for them. More specifically, \( \alpha, \beta \) and \( \gamma \) are all supposed to be within \([-10^8, 10^8]\). The convergence criteria of the damped least squares are set to be \( |\delta x_i| < 10^{-8} \), where \( x_i \) is any one of the four stress parameters \( \psi, \alpha, \beta \) or \( \gamma \). Test computation has shown that there exist many local solutions in the small neighbourhood of the global optimal solution. In order not to spend too much time searching for negligibly different solutions within a very small box, we will stop searching if any side of the box under investigation is smaller than 0.001.

Although a starting point does not affect our method to find correctly the global optimal stress tensor(s) (see e.g. Xu 2002, 2003a), it may influence the convergence speed. Generally, one may randomly sample a number of points and then choose the best one from...
Table 1. The four stress parameters from linear inversion, simultaneous inversion of fault-slips and stress tensors, the first local inversion and the global inversion.

<table>
<thead>
<tr>
<th>Methods</th>
<th>(\psi)</th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>(\gamma)</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>2.415</td>
<td>0.306</td>
<td>-0.318</td>
<td>0.033</td>
<td>0.685063</td>
</tr>
<tr>
<td>Constrained</td>
<td>2.471</td>
<td>0.481</td>
<td>-0.260</td>
<td>-0.055</td>
<td>0.962133</td>
</tr>
<tr>
<td>Local</td>
<td>2.361</td>
<td>0.270</td>
<td>-0.323</td>
<td>-0.023</td>
<td>0.651680</td>
</tr>
<tr>
<td>Global</td>
<td>2.381</td>
<td>0.286</td>
<td>-0.371</td>
<td>-0.030</td>
<td>0.633044</td>
</tr>
</tbody>
</table>

Table 2. The shape parameters of stress ellipsoids and the principal orientations (in degrees) of four stress tensors with the stress parameters in Table 1. The principal directions of stress are arranged from most compressive to least compressive (or tensile).

<table>
<thead>
<tr>
<th>Tensors</th>
<th>Shapes</th>
<th>1st principal axis</th>
<th>2nd principal axis</th>
<th>3rd principal axis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Azimuth</td>
<td>Plunge</td>
<td>Azimuth</td>
</tr>
<tr>
<td>Linear</td>
<td></td>
<td>0.60</td>
<td>84.24</td>
<td>75.10</td>
</tr>
<tr>
<td>Constrained</td>
<td></td>
<td>0.47</td>
<td>69.07</td>
<td>73.98</td>
</tr>
<tr>
<td>Local</td>
<td></td>
<td>0.66</td>
<td>78.48</td>
<td>75.20</td>
</tr>
<tr>
<td>Global</td>
<td></td>
<td>0.66</td>
<td>77.90</td>
<td>73.07</td>
</tr>
<tr>
<td>Bias-corrected</td>
<td></td>
<td>0.70</td>
<td>60.31</td>
<td>71.24</td>
</tr>
</tbody>
</table>

The four stress parameters from the global stress inversion are listed in the last row (Global) of Table 1. For convenience, we have also listed in Table 1 the results obtained with the linear inversion of Michael (1984) (Linear), the results from the first iteration of our global optimal inversion (Local), and the results from the linear inversion of Michael (1984). We have also tested some other different starting points; some of these local solutions, (6.283, 8.336, -3.989, 1.567) with the cost value of 22.006, for example, can be far away from the global optimal tensor, however. Table 2 lists the three principal orientations and the shape parameter for each of the four stress ellipsoids with the stress parameters in Table 1, and the stress ellipsoid with the bias-corrected stress parameters. The orientations of the three principal stresses for each of the tensors in Table 2 except Local are also shown in Fig. 3. All the five stress tensors are very close to each other in terms of the three principal orientations and the shape parameter, except for the azimuthal component of the third axis of the bias-corrected tensor.

We may note from the point of view of invariance that \(\mathbf{D}\) cannot be distinguished from the whole class of tensors \(\mathbf{T} = \mathbf{D} + \mathbf{t} \mathbf{I}\). This implies mathematically that the first and third principal stress directions of \(\mathbf{D}\) could correspond, respectively, to the third and first principal stress directions of \(\mathbf{T}\), although the second (intermediate) principal stress direction remains unchanged. For this specific set of data, since we know the type of fault, we can correctly conclude that the reduced stress tensor matches the normal faults exactly. For practical applications, if the type of fault is known without ambiguity, as in the above example, it is trivial to correctly identify the reduced stress tensor that matches the data. In the case of earthquake focal mechanism data, since we have no prior knowledge about the type of faulting before computation, we suggest a practical guide in order to check or confirm the correct reduced stress tensor \(\mathbf{D}\). As a first step, one simply computes the (ambiguous) reduced stress tensor by using a robust version of the method described in this paper. Secondly, substitute the estimated \(\mathbf{D}\) back into the focal mechanism data and eliminate the incorrect nodal planes from the focal mechanism data. And finally, use the remaining, unambiguous fault planes to decide the reduced stress tensor that matches the data, and continue for geophysical interpretations.

Table 3 lists the first-order accuracy of the four stress parameters, with and without taking fault plane errors into account. If the uncertainties in fault planes are not taken into account, the estimated accuracy is too optimistic by a factor of 4 to 9. Using the variance–covariance matrix of the global optimal stress tensor, we
also compute the accuracy of the corresponding principal stresses, which are shown in the bottom plot of Fig. 3. Also shown in this part of the figure are the 99 per cent probability confidence ellipses for the three principal directions of the global optimal stress tensor. In conclusion, although fault planes could be treated as fixed in the stress inversion from fault-slip/focal mechanism data, their errors must be fully considered in order to obtain realistic accuracy for the resolved stress tensor. It is surprising that the accuracy of the four stress parameters given in Angelier et al. (1982) is generally worse than that obtained here with the errors of fault planes taken into account. Theoretically speaking, the simultaneous inversion should have produced a better measure of accuracy. This deviation of accuracy can be explained theoretically based on Section 3, since it has been found there that the formula in Angelier et al. (1982) does not account the discrete estimated quantities correctly from the statistical point of view. The biases of the four stress parameters are also listed in Table 3. Although they are generally quite small, the biases for $\varphi$ and $\gamma$ are equivalent to their respective uncertainties. In particular, note that the estimated values of $\alpha$, $\beta$ and $\gamma$ are of the same order as the bias of the estimated $\gamma$, however. This component of bias is even about six times larger than its estimated value numerically. In order to gain more insight into the effect of different sources of non-linearity, we have also computed the contribution of each type of non-linearity to the total biases $\mathbf{b}_j$ and shown them in Table 4. It is obvious that the most significant source of biases comes from the non-linearity of the maximum shear with respect to $\varphi$, $\delta$ and $\lambda$, and has resulted in an even bigger bias of 0.293 for $\gamma$ (compare the last row of Table 3 with the row labelled $f_{\delta}$ of Table 4). The effect of the non-linearity of the maximum shears with respect to the four stress parameters is also significant for this example. If empirical rules on rupture and friction are implemented, the inversion is known to be linear and the full stress tensor can be completely determined (Angelier 1989). In this case, the effect of $f_{\delta}$ will be eliminated. To further see how the biases of the four stress parameters affect the stress tensor, we have corrected the estimate of $\mathbf{d}$ and shown the principal stress orientations and the shape parameter of the stress ellipsoid in Table 2 (the row Bias-corrected). As a consequence of the bias in the parameter $\gamma$, the bias-corrected tensor is significantly different from the global optimal stress tensor in the azimuth of the first principal axis by about 20$^\circ$.

### 6 CONCLUSIONS

The inverse problem of determining stress from fault-slip and/or earthquake focal mechanism data is non-linear, unless empirical rules on rupture and friction are employed. Solutions to this non-linear inverse problem have generally been either based on a local optimization algorithm or on grid search. The global optimal stress tensor can usually not be guaranteed by these methods. We have applied the global optimization method developed recently to finding the global optimal stress tensor from fault-slip data. The example has also shown that the constrained linear inversion solution is a very good starting point to find a better local solution which is close to the global optimal solution.

Confidence regions for the estimated stress tensor have been investigated in detail using the results of grid searches (Gephart & Forsyth 1984) or the bootstrap resampling approach (Michael 1987; Albarello 2000). However, the bias issue of the estimated stress tensor has not been addressed in the literature. We have shown that four types of non-linearity contribute to the biases of the four stress parameters: (i) the non-linearity of the unit slip vector $s$, with respect to the fault-slip errors; (ii) the non-linearity of the resolved maximum shear with respect to the fault-slip errors; (iii) the non-linearity of the resolved maximum shear with respect to the four stress tensor parameters; and (iv) the combined non-linearity of the resolved maximum shear with respect to the stress parameters and the fault plane errors. The second and third types of non-linearity are found to be significant in the case study. The bias of $\gamma$ is greater than the accuracy level and of the same magnitude as the three stress parameters $\alpha$, $\beta$ and $\gamma$. It is obvious that any linear inversion for stress from fault-slip data is biased as well, because only the third type of non-linearity will disappear. Although the stress tensor can be determined by fixing the fault planes and slip directions, their errors must be fully taken into account in the accuracy computation, otherwise the accuracy of the solution will be erroneous.

One of the basic assumptions for stress inversion is that the directions of maximum shear stress represent those of slips on a fault plane (Wallace 1951; Bott 1959). We have reformulated this assumption as two independent constraints of equality, and thus provided an alternative formulation to that of Angelier et al. (1982). Our formulation is computationally more effective and provides the correct way to compute the accuracy of the stress parameters. Since Gephart & Forsyth (1984), among others, only used the parallel condition, the method of Gephart & Forsyth (1984) may not be said to be a technique for simultaneously estimating the stress tensor and fault-slip corrections.

Finally, we note that the estimated reduced stress tensor may or may not match the type of fault correctly, since the parameters $s_i$ and $t_i$ in $\mathbf{T}$ are free. Given a set of fault-slip data without ambiguity, it is easy to identify the correct reduced stress tensor that matches the type of data. In the case of earthquake focal mechanism data, since we have no prior knowledge about the type of faulting before computation, we suggest the following practical guide in order to identify the correct reduced stress tensor $\mathbf{D}$: (i) compute the (ambiguous) reduced stress tensor by using a robust version of the method described in this paper; (ii) substitute the estimated $\mathbf{D}$ back into the focal mechanism data and eliminate the incorrect nodal planes from the focal mechanism data; and (iii) use the remaining, unambiguous fault planes to decide the reduced stress tensor that matches the data, and continue for geophysical interpretations.
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APPENDIX A: A HYBRID GLOBAL OPTIMIZATION METHOD

Inverse problems are generally non-linear and non-convex. Simulated annealing and genetic algorithms have most often been used in order to find the global optimal solutions to non-linear non-convex inverse problems in Earth Sciences. Since the algorithms of these types are of a random search nature, they are in practice not capable of correctly finding the global optimal solutions.

In this appendix we will briefly outline a hybrid global optimization method recently proposed by Xu (2002) in the 1-D case and then further extended by Xu (2003a,b) to the multidimensional case. The method consists of two basic components: local optimizers and feasible point finders. Local optimizers provide the efficiency and speed of finding a local optimal solution in the neighbourhood of a feasible point. Feasible point finders either guide the algorithm to produce a better local optimal solution or theoretically confirm that the local solution obtained at the previous step is globally optimal.

Consider the following non-linear non-convex optimization model:

$$\min f(x),$$

subject to the constraint,

$$x \in X,$$

where $f(\cdot)$ maps $X$ into $\mathbb{R}$, $X$ is a subset of $\mathbb{R}^n$ and is either given explicitly or determined implicitly by some (linear or non-linear) constraints, and $\mathbb{R} \in R$. Here we assume that $X$ is a parallelepiped box. If the box $X$ is sufficiently large, the minimization problem (29) becomes unconstrained.

By local optimizers, we mean any optimization algorithm that can produce a local optimal solution in the neighbourhood of a starting point. Optimization methods of local nature have been well developed and shown to be robust, reliable and fast in finding such a solution (e.g. Bertsekas 1982; Dennis & Schnabel 1996; Fletcher 1999; Nocedal & Wright 1999). A local optimizer can be formally represented by the following iteration procedure:

$$x_{k+1} = x_k + \alpha_k u_k,$$

where $k$ is the iteration index, $\alpha_k$ is a positive parameter that determines the length of a step for the next search from $x_k$, and $u_k$ is a unit vector that guides the direction of the next search. Local optimizers differ in the method of computing $u_k$. As a consequence, the performance of local optimization methods can vary significantly, depending on whether $u_k$ is determined with or without derivative information. In the Earth sciences, the simplex method and the damped least squares are most often used to find a local optimal solution; these belong, respectively, to the classes of derivative-free and derivative-based methods. For more details on local optimizers, the reader is referred to the books mentioned above.

By feasible point finders, we mean any method that can be used to correctly find a point $x_f$ satisfying the following constraint:

$$g(x_f) \leq 0, \quad x_f \in X.$$  

A number of methods have been proposed to find a solution to (31) (see e.g. Polyak 1964; Pshenichnyi 1970; Robinson 1972; Daniel 1973; Dennis et al. 1999). These methods are of local nature and depend on a starting point. Thus there is no theoretical guarantee of finding a solution of (31). Recently, Xu (2003b) proposed a numerical method to find the smallest box(es) for bounding feasible points of (31). As a result of this development, we can always find a feasible point of (31) or conclude that (31) cannot be true for any point $x$ in $X$. Xu (2003b) has also shown that (31) is representative in the sense that a number of inequalities can be mathematically represented equivalently by (31).

In the 1-D case, the feasible point finder is simply equivalent to finding all the zero points of the equation

$$g(x) = 0, \quad x \in [\chi, \Upsilon],$$

where $\chi$ and $\Upsilon$ are the lower and upper bounds of $x$, respectively. (32) can be solved by using the interval Newton method (e.g. Hansen 1992; Xu 2002). The multidimensional case is much more complicated and requires much more space to describe. Since the basic idea is the same as the 1-D case, we will not discuss it here. The interested reader should refer to Xu (2003a).
Now we are in a position to demonstrate how to assemble local optimizers and feasible point finders together and build up our hybrid global optimization algorithm. As the first step, one can apply a local optimization method to (29). We denote the local optimal solution set by \((x_0^*, f_0^*)\). Then we can reformulate (29) as follows:

\[
\begin{align*}
\text{min:} & \quad f(x), \\
\text{subject to the constraint,} & \quad f(x) \leq f_0^*, x \in \mathbb{X}.
\end{align*}
\]

(33a)

Applying feasible point finders to (33b), we can then either obtain a feasible point \(x_0^*\) such that \(f(x_0^*) < f_0^*\) or find the global optimal solution(s). If the global optimal solution of (29) is unique, then we confirm at this step that \(x_0^*\) is globally optimal. Without loss of generality, assume that we do obtain a feasible point, say \(x_0^*\). Restarting the local optimizer from \(x_0^*\), we are assured of obtaining a better local solution set \((x^*, f^*)\) such that \(x^* \neq x_0^*\) and \(f^* < f_0^*\). Replacing \(f_0^*\) with \(f^*\) in (33b), storing \(x^*\) as \(x_0^{**}\), and then repeating the above procedure, we guarantee theoretically that the global optimal solution(s) of (29) can always be found correctly. For more theoretical and technical details, the reader is referred to Xu (2002, 2003a,b).

APPENDIX B: THE BIASES OF THE FOUR STRESS PARAMETERS AND DERIVATIVES OF THE MAXIMUM SHEAR DIRECTIONS WITH RESPECT TO \(D\)

B1: The biases of the four stress parameters

Assume that the \(L_2\)-norm is used to (19). We have

\[
\sum_{i=1}^{n} \left[ f_i(e_i, \hat{d}) - f_i(e_i, \hat{d}) - \nabla f_i(e_i, \hat{d}) \cdot (s_i(e_i) - f_i(e_i, \hat{d})) \right] = 0,
\]

(34)

where

\[
f_i(e_i, \hat{d}) = \frac{\hat{D}n_i - (n_i^T \hat{D}n_i)n_i}{\| \hat{D}n_i - (n_i^T \hat{D}n_i)n_i \|}.
\]

\(\hat{d}\) stands for the estimate of \(d\). We use \(s_i(e_i)\) and \(f_i(e_i, \hat{d})\) to emphasize that the unit vectors \(s_i\) and \(f_i\) are functions of \(e_i\), and \(e_i\) and \(\hat{d}\), respectively.

To obtain a formula describing the biases of \(\hat{d}\), we have to expand all the terms in (34) up to the second order approximation at the points \(e_i = 0\) and \(\hat{d} = d\), as follows:

\[
s_i(e_i) = s_i + s_i e_i + \frac{1}{2} G_{ij} e_i e_j,
\]

(35a)

where

\[
G_{ij} = \{s_1 e_i, s_2 e_i, s_3 e_i\}^T.
\]

\(s_1, s_2, s_3\) are all computed at the point \(e_i = 0\). Similarly, we have

\[
f_{id}(e_i, \hat{d}) = f_{id} + e_i f_{id} + \frac{1}{2} \left[ e_i^T \hat{f}_{tid} + \frac{e_i^T \hat{f}_{tid} + p^T \hat{f}_{tid} p}{2} \right] p^T f_{tid} + e_i f_{id}^T + \frac{1}{2} \left[ e_i^T \hat{f}_{tid} + \frac{e_i^T \hat{f}_{tid} + p^T \hat{f}_{tid} p}{2} \right] p^T f_{tid} + e_i f_{id}^T.
\]

(35b)

where \(p = \hat{d} - d\), \(d\) is the true but unknown vector of stress tensor parameters. \(f_{id}, f_{tid}, \hat{f}_{tid}\) are all computed at the points \(e_i = 0\) and \(\hat{d} = d\). Finally,

\[
f_i(e_i, \hat{d}) = f_i + e_i f_i + \frac{1}{2} \left[ e_i^T \hat{f}_{tid} + e_i^T \hat{f}_{tid} + p^T \hat{f}_{tid} p \right]
\]

(35c)

Here \(f_i\) and all the derivatives of (35c) are computed at the same points.

If all the fault-slip data were without errors, then the estimate \(\hat{d}\) should reproduce \(d\) by minimizing (19). By Taylor-expanding \(p\) and truncating it at the second order approximation, we have

\[
p = H \epsilon + q,
\]

(36)

where \(H\) is a \((4 \times 3n)\) matrix to be determined,

\[
\epsilon = \{e_1^T, e_2^T, \ldots, e_n^T\}^T,
\]

and

\[
q = \{e_1^T M_1 \epsilon, e_2^T M_2 \epsilon, e_3^T M_3 \epsilon, e_4^T M_4 \epsilon\}^T.
\]

\(M_i, i = 1, 2, 3, 4\) are four unknown symmetric matrices.
Inserting (35a), (35b), (35c) and (36) into (34), and putting all the linear terms of $\epsilon$ together, we obtain

$$\sum_{i=1}^{n} \left\{ f_{id}^{T} s_{i} e_{i} - f_{id}^{T} f_{id} e_{i} - f_{id}^{T} f_{id} H e_{i} \right\} = 0,$$

from which we can immediately find $H$ as follows:

$$H = \left( \sum_{i=1}^{n} f_{id}^{T} f_{id} \right)^{-1} \left\{ f_{id}^{T} (s_{1} - f_{id}) , f_{id}^{T} (s_{2} - f_{id}) , \ldots , f_{id}^{T} (s_{n} - f_{id}) \right\}.$$

(37)

Similarly, by putting all the quadratic terms of $\epsilon$ together and after some derivations and rearrangement, we obtain

$$q = \left( \sum_{i=1}^{n} f_{id}^{T} f_{id} \right)^{-1} (q_{r} + q_{f} + q_{fs} + q_{fsd}).$$

(38)

where

$$q_{r} = \frac{1}{2} \sum_{i=1}^{n} f_{id}^{T} \begin{bmatrix} e_{id}^{T} (s_{1} - f_{id}) e_{i} \\ e_{id}^{T} s_{2} e_{i} \\ e_{id}^{T} s_{3} e_{i} \end{bmatrix},$$

$$q_{f} = -\frac{1}{2} \sum_{i=1}^{n} f_{id}^{T} \begin{bmatrix} e_{id}^{T} \dot{f}_{id} e_{i} \\ e_{id}^{T} \dot{f}_{id} e_{i} - e_{id}^{T} f_{id} (\dot{H} e_{i}) \end{bmatrix},$$

$$q_{fs} = -\frac{1}{2} \sum_{i=1}^{n} f_{id}^{T} \begin{bmatrix} e_{id}^{T} (\dot{H}^{2} f_{id}^{2} e_{i}) - e_{id}^{T} H e_{i} \dot{H} e_{i} - e_{id}^{T} H e_{i} \dot{H} e_{i} \\ e_{id}^{T} f_{id} f_{id}^{T} H e_{i} \end{bmatrix} + \sum_{i=1}^{n} f_{id}^{T} \begin{bmatrix} e_{id}^{T} \dot{H} e_{i} \dot{f}_{id}^{T} H e_{i} \\ e_{id}^{T} \dot{H} e_{i} \dot{f}_{id}^{T} H e_{i} \end{bmatrix} - \sum_{i=1}^{n} f_{id}^{T} \begin{bmatrix} e_{id}^{T} \dot{f}_{id} e_{i} \dot{H} e_{i} \\ e_{id}^{T} \dot{f}_{id} e_{i} \dot{H} e_{i} \end{bmatrix} (\ddot{f}_{id} e_{i} + \dddot{f}_{id} H e_{i}).$$

The biases of the four estimated stress parameters $\hat{d}$ can now be readily obtained by applying the expectation operator to $q$, namely,

$$b(\hat{d}) = E(\hat{d} - d) = E(q)$$

$$= \left( \sum_{i=1}^{n} f_{id}^{T} f_{id} \right)^{-1} (b_{r} + b_{f} + b_{fs} + b_{fsd}),$$

(40a)

where

$$b_{r} = E(q_{r}) = \frac{1}{2} \sum_{i=1}^{n} f_{id}^{T} \begin{bmatrix} \text{tr} \{ s_{1} V_{i} \} \\ \text{tr} \{ s_{2} V_{i} \} \\ \text{tr} \{ s_{3} V_{i} \} \end{bmatrix},$$

$$b_{f} = E(q_{f}) = -\frac{1}{2} \sum_{i=1}^{n} f_{id}^{T} \begin{bmatrix} \text{tr} \{ \dot{f}_{id} V_{i} \} \\ \text{tr} \{ \dot{f}_{id} V_{i} \} \end{bmatrix},$$

$$b_{fs} = E(q_{fs}) = -\frac{1}{2} \sum_{i=1}^{n} f_{id}^{T} \begin{bmatrix} \text{tr} \{ \dot{H}^{2} f_{id}^{2} V_{i} \} - \text{tr} \{ \dot{H} f_{id}^{2} V_{i} \} \\ \text{tr} \{ \dot{H} f_{id}^{2} V_{i} \} \end{bmatrix} \text{vec} \{ \dot{H} V f_{id}^{T} \}$$

$$+ \sum_{i=1}^{n} f_{id}^{T} \begin{bmatrix} \ddot{f}_{id} V_{i}^{T} \end{bmatrix} - \sum_{i=1}^{n} f_{id}^{T} \begin{bmatrix} \dddot{f}_{id} V_{i}^{T} \end{bmatrix},$$

(40d)
Substituting the reduced deviatoric stress tensor $b_{tsd}$, we get
\[ b_{tsd} = E(q_{tsd}) = \sum_{i=1}^{n} \left[ \vec{f}_{tsd} \right]^{T} \text{vec} \{ \mathbf{V} s_{n} \} - \sum_{i=1}^{n} \left[ \text{tr} \{ \mathbf{f}_{tsd} \mathbf{H} \mathbf{V} \} \right] \left( \vec{f}_{tsd} \right)^{T} \text{vec} \{ \mathbf{V} (\mathbf{f}^{T} \mathbf{f} + \mathbf{H}^{T} \mathbf{f}) \}. \] (40c)

and
\[ \mathbf{V} = \text{diag}(\mathbf{V}_{i}). \] (40f)

\[ \mathbf{H} = \left( \sum_{i=1}^{n} \vec{f}_{id} \vec{f}_{id} \right)^{-1} \vec{f}_{id} (s_{i} - \bar{f}_{id}). \] (40g)

Here $\text{tr} \{ \mathbf{A} \}$ stands for the trace of the matrix $\mathbf{A}$, and $\text{vec} \{ \mathbf{A} \}$ for the vectorizing operation of $\mathbf{A}$.

**B2. Derivatives of the maximum shear directions with respect to $d$**

Substituting the reduced deviatoric stress tensor $\mathbf{D}$ of (9) into (4), we obtain after some derivations
\[ \mathbf{f} = \mathbf{C} \mathbf{d}, \] (41)

for each fault, where
\[ \mathbf{d} = (\cos \varphi, \sin \varphi, \alpha, \beta, \gamma)^{T}, \]

and the matrix $\mathbf{C}$ is given as follows:
\[ \mathbf{C} = \left[\begin{array}{ccccc}
-\frac{1}{2} n_{x} (2 n_{x}^{2} - n_{y}^{2} - n_{z}^{2} - 2) & \sqrt{3}/2 n_{y} (n_{y}^{2} - n_{z}^{2}) & n_{x} (1 - 2 n_{z}^{2}) & -2 n_{x} n_{y} n_{z} & n_{x} (1 - 2 n_{z}^{2}) \\
-\frac{1}{2} n_{y} (2 n_{x}^{2} - n_{y}^{2} - n_{z}^{2} + 1) & \sqrt{3}/2 n_{y} (n_{y}^{2} - n_{z}^{2} - 1) & n_{x} (1 - 2 n_{z}^{2}) & n_{y} (1 - 2 n_{z}^{2}) & -2 n_{y} n_{x} n_{z} \\
-\frac{1}{2} n_{z} (2 n_{x}^{2} - n_{y}^{2} - n_{z}^{2} + 1) & \sqrt{3}/2 n_{z} (n_{y}^{2} - n_{z}^{2} + 1) & 2 n_{x} n_{y} n_{z} & n_{y} (1 - 2 n_{z}^{2}) & n_{z} (1 - 2 n_{z}^{2})
\end{array}\right]. \] (42)

For each of the three components of the normalized unit vector of the maximum shear stress $\mathbf{f}_{i}$, we obtain its derivatives with respect to the four stress parameters:
\[
\frac{\partial f_{im}}{\partial \varphi} = \frac{c_{i2} \cos \varphi - c_{i1} \sin \varphi}{\| \mathbf{C} \mathbf{d} \|^{1/2}} - \frac{(\mathbf{c} \cdot \mathbf{d}_{i}) \left( \sum_{j=1}^{3} c_{i2} \cos \varphi - \sum_{j=1}^{3} c_{i1} \sin \varphi \right)}{\| \mathbf{C} \mathbf{d} \|^{3/2}},
\] (43a)
\[
\frac{\partial f_{im}}{\partial \alpha} = \frac{c_{i3}}{\| \mathbf{C} \mathbf{d} \|^{1/2}} - \frac{(\mathbf{c} \cdot \mathbf{d}_{i}) \sum_{j=1}^{3} c_{i3}}{\| \mathbf{C} \mathbf{d} \|^{3/2}},
\] (43b)
\[
\frac{\partial f_{im}}{\partial \beta} = \frac{c_{i4}}{\| \mathbf{C} \mathbf{d} \|^{1/2}} - \frac{(\mathbf{c} \cdot \mathbf{d}_{i}) \sum_{j=1}^{3} c_{i4}}{\| \mathbf{C} \mathbf{d} \|^{3/2}},
\] (43c)
\[
\frac{\partial f_{im}}{\partial \gamma} = \frac{c_{i5}}{\| \mathbf{C} \mathbf{d} \|^{1/2}} - \frac{(\mathbf{c} \cdot \mathbf{d}_{i}) \sum_{j=1}^{3} c_{i5}}{\| \mathbf{C} \mathbf{d} \|^{3/2}}.
\] (43d)

Here $i$ stands for the $i$th component of $\mathbf{f}_{\text{max}}$, $\mathbf{c}_{i}$ is the $i$th row of $\mathbf{C}$, and $c_{ij}$ ($i = 1, 2, 3; j = 1, 2, \ldots, 5$) are the elements of $\mathbf{C}$. 
