Generation of patterns from gene expression data by assigning confidence to differentially expressed genes
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Abstract

**Motivation:** A protocol is described to attach expression patterns to genes represented in a collection of hybridization array experiments. Discrete values are used to provide an easily interpretable description of differential expression. Binning cutoffs for each sample type are chosen automatically, depending on the desired false-positive rate for the predictions of differential expression. Confidence levels are derived for the statement that changes in observed levels represent true changes in expression. We have a novel method for calculating this confidence, which gives better results than the standard methods. Our method reflects the broader change of focus in the field from studying a few genes with many replicates to studying many (possibly thousands) of genes simultaneously, but with relatively few replicates. Our approach differs from standard methods in that it exploits the fact that there are many genes on the arrays. These are used to estimate for each sample type an appropriate distribution that is employed to control the false-positive rate of the predictions made. Satisfactory results can be obtained using this method with as few as two replicates.

**Results:** The method is illustrated through applications to macroarray and microarray datasets. The first is an erythroid development dataset that we have generated using nylon filter arrays. Clones for genes whose expression is known in these cells were assigned expression patterns which are in accordance with what was expected and which are not picked up by the standards methods. Moreover, genes differentially expressed between normal and leukemic cells were identified. These included genes whose expression was altered upon induction of the leukemic cells to differentiate. The second application is to the microarray data by Alizadeh et al. (2000). Our results are in accordance with their major findings and offer confidence measures for the predictions made. They also provide new insights for further analysis.

**Availability:** Software is available on request from the authors.

**Contact:** manduchi@pcbi.upenn.edu

Introduction

The goal of this paper is to provide tools for the investigator to aid in the analysis of data collected from highly parallel gene expression experiments, such as hybridization array experiments. In particular we wanted to generate descriptive, yet dependable, expression patterns representing the differential expression of genes across cell types. Figure 1 illustrates how an excerpt from a typical ‘raw’ input might be transformed into an easily interpretable list of patterns.

Suppose we are comparing between two sample types, type A and type B (e.g. these could be two different filter arrays, or the two channels on a microarray, or the red-to-green ratios from two separate two-channel microarrays using the same reference for one of the channels). With highly parallel experiments we are presented with gene expression data from hundreds to thousands of genes simultaneously. We wish to identify those genes that are ‘most likely’ to be differentially expressed. Variation in
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the data (biological and/or experimental) can result in the observed level for a given gene in type B to be higher than in type A when in fact the gene is not truly up-regulated in type B. However, if C is a constant and if the intensity of a gene in type B is more than C times the intensity in type A, then if C is sufficiently large it will be unlikely that this observation is due just to variation. If C is too large, then some true cases of up-regulation will be missed unnecessarily. Therefore, the determination of an appropriate C should be based on explicit measures of confidence in order to effectively guide the predictions about differential expression. The measures of confidence should be based on the variability in the data with replicates used to gauge this variation.

Claverie in his survey paper (Claverie, 1999) points out that most published studies are ‘quite elusive about measurement reproducibility and the confidence levels of the observed changes in expression are rarely assessed using standard methods.’ He examines several studies that do provide replicate data and evaluates their thresholds with the standard methods, showing that rather high thresholds must be chosen when there are only two or three replicates, in order to get significance levels of 5%. Furthermore, the significance measure computed is the probability of predicting a gene is differentially regulated when it is actually not (which we call the false-positive rate). Because we are searching for a small set of genes from a large pool, one needs a very small false-positive rate to have a reasonable confidence in the predictions. For example, suppose that 50 of 1000 genes are up-regulated in type B, and our false-positive rate is 0.05, then there will be on average 47.5 genes falsely predicted to be up-regulated, nearly as many as are truly up-regulated. So the confidence in the prediction that a gene is up-regulated cannot be much higher than 50%. For many applications, this confidence level is much too low to be acceptable. To get the false-positive rate down and maintain reasonable cutoffs, standard methods require many replicates (see Claverie, 1999), on the order of ten or more. We have developed a method which gives reasonable cutoffs with as few as two replicates and which gives false-positive rates low enough to maintain good confidence levels. Our method exploits the fact that there are hundreds of genes to estimate appropriate gene-independent distributions in each sample type. By integrating over these distributions, false-positive rates are calculated directly. Finally, measures of confidence are then computed using Bayes theorem. Note however, this is not a Bayesian approach, we simply use Bayes theorem to reverse the conditionality clauses to turn the false-positive rate into a confidence measure.

We note that in Chen et al. (1997) a statistical analysis procedure is presented to determine differential expression for the special case of comparisons between the two channels of a single microarray. In contrast, our techniques are general and can be applied to many types of data. In Section Results we illustrate applications of the method to macroarray hematopoietic data that we have generated. We also illustrate an application to two-channel microarray data described in Alizadeh et al. (2000). (In the latter the comparisons are between red-to-green ratios from separate two-channel microarrays using the same reference for the green channel.) Software implementing the pattern generating algorithm has been developed and is available from the authors together with the documentation.

We end this introduction by defining some terminology that will be used throughout this paper. The gene expression data is taken from a collection of
samples. Here we use the generic term ‘sample’ to denote either an individual cell, or a cell type, or a tissue type, at a certain time point and under certain conditions. In hybridization arrays, data for one sample are in the form of intensities of spots on the array, where each spot corresponds to a gene. Arrays usually have gene tags on them, of some sort or another, for example clones or oligonucleotides, and often they have different tags for the same gene. The intensities of such tags might be merged into one datum. However, all occurrences are not always known, so to be precise we will often need to refer to expression levels and expression patterns of gene tags rather than of genes themselves.

**Methods and Algorithm**

In this section we describe our protocol for defining expression patterns. The input consists of normalized data, where the normalization procedure depends on the kind of experiments conducted and is therefore left to the user. In Sections Application to an erythroid development nylon filter dataset and Application to a two-channel microarray lymphocyte dataset we describe the normalization procedures used respectively for our nylon filter data and for the two-channel microarray data of Alizadeh et al. (2000). The input normalized intensities are subjected to preprocessing steps, which might include a shift of the intensities by a constant. These steps, together with the details on the binning procedure, are presented in Figure 2 and also discussed in Sections Implementation and Results. The reason for and the effect of the numerical shift are discussed below and in Sections Comparison with standard statistical analysis methods and Discussion.

In what follows, we will assume that the necessary preprocessing steps have taken place (including all appropriate normalizations and elimination of data with values too low to be distinguishable from background and including any numerical shift) and we describe our rationale in assigning a pattern to each gene tag under consideration. Unless otherwise stated, the expression ‘intensity’ refers to the processed intensity.

For each sample type, experiments should be replicated one or more times. Replicates allow the variability to be estimated. If no replicates are given for a sample type, default values are chosen, however, one can clearly make no meaningful estimate about confidence for those sample types with no replicates. We will use the expression homotypic group of samples, or homotypic group for short, to refer to a set of samples of the same type, possibly consisting of just one sample if no replicate experiments are performed on that sample type. In each gene tag’s expression pattern there will be one symbol for each homotypic group. For each homotypic group and for each gene tag, we compute the average intensity of that tag over those samples in the group which have values for that tag. This will represent the intensity of that tag at that group.

The assignment of an expression pattern to each gene tag is done in two stages. In the first stage, we attach to each tag an ordered list of real numbers. In the second stage, we bin the numbers in this list, resulting in a pattern of integers. Binning levels are chosen to take into account the variability within each homotypic group and to ensure an expected false-positive rate of $s\%$ for our predictions about up- or down-regulation.

For the first stage, we start by fixing an ordering of the groups in our collection. If the collection is an ordered series (e.g. a time series), then an ordering is given to us a priori. There will be some reference group to which we compare our groups, i.e. with respect to which up- and down-regulation are measured. The reference group is chosen by the user according to the questions posed. Moreover, the user might want to compare expression levels to the median of the group intensities in the data, rather than to a particular group. Thus, to each tag we attach the ordered list of real numbers obtained by dividing each of its (non-reference) group intensities by its group intensity at the provided reference group or, respectively, by the median of its group intensities. We will refer to this list as the list of ratios attached to that tag. We denote by $\ell$ the length of this list (this means that we started with $\ell + 1$ homotypic groups, if ratios were taken to a reference group, or with $\ell$ homotypic groups, if ratios were taken to the median).

For the second stage, for each (non-reference) group, we partition the range $[0, \infty)$ into disjoint subintervals, which we call bins. These bins depend on the group. Thus each group has its own set of bins and the number of bins used also depends on the group. Before dividing into subintervals, we number the bins from left to right using consecutive integers $-m, \ldots, 0, \ldots, n$, where the bin labeled 0 is the one containing the ratio 1 (so it represents the ‘no change level’). We then attach to each gene tag the (ordered) list of integers, which we will call levels, obtained by looking, for each group, to which bin the ratio value for the tag at that group belongs. This list will represent the expression pattern of that tag. More precisely, suppose that for group $i$ we have subdivided $[0, \infty)$ into $m_i + n_i + 1$ bins as $[0, \infty) = B_i_{-m_i} \cup B_i_{-m_i+1} \cup \cdots \cup B_i_{0} \cup \cdots \cup B_i_{n_i}$, where $B_i_{-m_i} = [0, a_{i1})$, $B_i_{-m_i+1} = [a_{i1}, a_{i2})$, $\ldots$, $B_i_{n_i} = [a_{i,n_i-1}, \infty)$, for some real numbers $a_{i1} < a_{i2} < \cdots < a_{i,n_i}$. If the list of ratios obtained in the first stage for a certain gene tag is $(r_1, r_2, \ldots, r_\ell)$, then each $r_i$ ($i = 1, 2, \ldots, \ell$) belongs to exactly one of the bins $B_i_{-m_i}$ ($j = -m_i, \ldots, n_i$), say $r_i$ belongs to $B_i_{-m_i}$. The expression pattern associated to this tag is then $(j_1, j_2, \ldots, j_\ell)$. 

687
1. If the user provided the list of minimum useful values, for each \( i = \text{start}, \ldots, \ell \) and for each \( k = 1, \ldots, t_i \), let \( \mu_{uv_j,k} \) be the given minimum useful value for the \( k \)-th sample of the \( i \)-th group. Go to step 2.

If the user chose to provide \( d \) instead, let \( d \) be as given. If the user provided neither \( d \) nor the list of minimum useful values, let \( d = 100 \). For each \( i = \text{start}, \ldots, \ell \) and for each \( k = 1, \ldots, t_i \), let \( \mu_{uv_j,k} = x_{h_0,i,k} \), where \( x_{h_0,i,k} \) is such that \( d\% \) of the \( x_{h,i,k} 's \) with \( x_{h,i,k} \neq \text{undef} \) are greater than or equal to \( x_{h_0,i,k} \).

2. For each \( i = \text{start}, \ldots, \ell \), let \( \mu_{uv} = \frac{\sum_{k=1}^{t_i} \mu_{uv_j,k}}{t_i} \). If \( \text{start} = 1 \), let \( \mu_{uv0} = \frac{\sum_{k=1}^{t_i} \mu_{uv_j,k}}{t_i} \).

3. Let \( U = \{ h : 1 \leq h \leq N \text{ and } \forall i \text{ with } \text{start} \leq i \leq \ell \text{ there exists } k \text{ with } 1 \leq k \leq t_i \text{ and } x_{h,i,k} \neq \text{undef} \} \).

For each \( h \in U \) and for each \( i \in \{ \text{start}, \ldots, \ell \} \), let

\[
\bar{x}_{h,i} = \frac{\sum_{h \in U} x_{h,i,k} \neq \text{undef} x_{h,i,k}}{\sum_{h \in U} x_{h,i,k} \neq \text{undef} 1}.
\]

If \( \text{start} = 1 \), for each \( h \in U \) let \( \bar{x}_{h,0} \) be the median of the \( \bar{x}_{h,i} 's \) over \( i = 1, \ldots, \ell \).

4. Let \( N = \{ h \in U : \forall i \text{ with } 0 \leq i \leq \ell, \bar{x}_{h,i} \geq \mu_{uv} \} \).

5. Let \( m = \min \frac{\sqrt{\bar{x}_{h,i} - \text{shift}}}{s_{h,i}} \) and \( \zeta = \max \frac{s_{h,i}}{\sqrt{N}} \) where \( s_{h,i} \) is the sample standard deviation of the \( x_{h,i,k} \) and the min and max are taken over all \( i = \text{start}, \ldots, \ell \) and \( h \in N \) such that \( x_{h,i,k} \neq \text{undef} \) for each \( k = 1, \ldots, t_i \). For each \( h \in N \), \( i = 0, \ldots, \ell \), and \( k = 1, \ldots, t_i \), let \( x_{h,i,k} = x_{h,i,k} + \text{shift} \) and \( \bar{x}_{h,i} = \frac{\sum_{h \in U} x_{h,i,k} \neq \text{undef} x_{h,i,k}}{\sum_{h \in U} x_{h,i,k} \neq \text{undef} 1} \).

6. Let \( G = \{ h \in N : \bar{x}_{h,0} \neq 0 \} \). For each \( h \in G \) and for each \( i = 1, \ldots, \ell \), let \( r_{h,i} = \frac{\bar{x}_{h,i}}{\bar{x}_{h,0}} \). Then the list of ratios associated to the \( h \)-th gene tag is \( (r_{h,1}, r_{h,2}, \ldots, r_{h,\ell}) \).

7. For each \( i = 1, \ldots, \ell \), let \( \min_i \) (resp. \( \max_i \)) be the minimum (resp. maximum) of \( r_{h,i} \) over all \( h \in G \).

8. For each \( i = 1, \ldots, \ell \), compute the upper cutratio \( C_i \) and the lower cutratio \( c_i \) as explained in section Methods and Algorithm.

9. For each \( i = 1, \ldots, \ell \), the level cutoffs list is obtained by taking all successive powers of \( C_i \) which are strictly less than \( \max_i \) and all successive powers of \( c_i \) which are strictly greater than \( \min_i \) and for which there is at least one smaller non-zero \( r_{h,i} \). This is the list \( a_{i,1}, a_{i,2}, \ldots, a_{i,s_i} \), with notation as in section Methods and Algorithm. Let \( B_{i,-m_i}, B_{i,-m_i+1}, \ldots, B_{i,m_i} \) denote respectively the intervals \( [0, a_{i,1}) \), \( [a_{i,1}, a_{i,2}) \), \( \ldots \), \( [a_{i,s_i}, \infty) \), where \( B_{i,0} \) is the interval containing 1.

10. For each \( h \in G \) and for each \( i = 1, \ldots, \ell \), let \( j_i \) be such that \( r_{h,i} \in B_{i,j_i} \). The pattern attached to \( h \) is then \( (j_1, j_2, \ldots, j_\ell) \).

Fig. 2. The pattern generation algorithm in version I of the software. \( N \) is the total number of distinct gene tags, \( \text{start} = 0 \), if a reference group is provided (in which case this is referred as ‘group 0’), \( \text{start} = 1 \) otherwise, and the number of non-reference groups is \( \ell \). For each \( i = \text{start}, \ldots, \ell \), the number of samples in the \( i \)-th group is denoted by \( t_i \). For each \( h = 1, \ldots, N \), \( i = \text{start}, \ldots, \ell \), and \( k = 1, \ldots, t_i \), \( x_{h,i,k} \) is the (normalized) intensity of the \( h \)-th gene tag at the \( k \)-th sample in the \( i \)-th group, if this is given, otherwise \( x_{h,i,k} = \text{undef} \). Finally, \( d \) is such that the top \( d\% \) intensity levels are the ones likely to have given hybridization signals above background. Alternatively the user can specify, for each sample, a value (‘minimum useful value’) such that only intensities above this value are the ones likely to have given hybridization signals above background.

**Example.** \( \ell = 3 \);
\[
m_1 = 1, n_1 = 1, B_{1,-1} = [0, 0.5), B_{1,0} = [0.5, 2), B_{1,1} = [2, \infty);\]
\[
m_2 = 0, n_2 = 3, B_{2,0} = [0, 2), B_{2,1} = [2, 4), B_{2,2} = [4, 8), B_{2,3} = [8, \infty);\]
\[
m_3 = 2, n_3 = 1, B_{3,-2} = [0, 0.0625), B_{3,-1} = [0.0625, 0.25), B_{3,0} = [0.25, 4), B_{3,1} = [4, \infty).\]
If the list of ratios for the gene tag in question is 
(0.2, 1.1, 4.1), the expression pattern attached to this tag is 
(−1, 0, 1), since 0.2 ∈ B_{1−, 1.1 ∈ B_{2, 0}, and 4.1 ∈ B_{3, 1}).

We now explain how we choose the \(a_{ij}’s\) (which we
will refer to as level cutoffs). To illustrate the basic idea,
suppose that we are taking ratios to a reference homotypic
group, call it group 0 and let’s focus on a fixed group \(i, i ≥ 1\).
Suppose that we have replicate experiments for each of
these two groups. We concentrate here on up-regulation;
for down-regulation we proceed in an analogous fashion.
Our goal is to achieve a certain degree of confidence in
the assertion ‘this gene is up-regulated at group \(i\) as compared
to the reference group.’ Each gene will have a certain
(unknown) distribution of intensities in a group (reference
or not), whose mean we will call ‘the true mean intensity
of the gene at that group.’ Denote the random variable
giving the intensity of gene \(g\) at group \(j\) by \(X_{g,j}\) and
denote the mean and standard deviation of \(X_{g,j}\) by \(\mu_{g,j}\)
and \(\sigma_{g,j}\) respectively. By the statement ‘gene \(g\) is up-
regulated at group \(i\) as compared to the reference group’
we mean that
\[
\frac{\mu_{g,i}}{\sigma_{g,0}} > 1.
\]

We do not know these true means. We only know the
observed intensities of the tags corresponding to \(g\) at the
available replicates for each of the two groups. Fix such
a tag \(h\) and denote the average of its observed intensities
for group \(j\) by \(\bar{x}_{h,j}\) and its observed intensity at the
\(k\)-th replicate of this group by \(x_{h,j,k}\). Let \(s\%\) be the desired
false-positive rate, that is the probability that we say that a
gene tag \(h\), corresponding to a gene \(g\), shows up-regulation
at group \(i\) as compared to the reference group, given
that \(g\) is not up-regulated (i.e. given that \(\frac{\mu_{g,j}}{\mu_{g,0}} ≤ 1\)).
Our goal is to determine a value \(C_i > 1\) (which we
will call the upper cut ratio for group \(i\)) such that, if we
predict that a gene tag \(h\) is up-regulated at group \(i\) as
compared to the reference group when \(\frac{\tau_{h,j}}{\mu_{g,0}} > C_i\),
then our false-positive rate is expected to be no greater than
\(s\%\). In order to do this, let \(X_{g,j}\) be as above, and let
\(X_{g,j} = (X_{g,j,1} + X_{g,j,2} + \cdots + X_{g,j,t_j})/t_j\), where \(t_j\)
is the number of available replicates for group \(j\) and where
the \(X_{g,j,k}\)’s are independent random variables each with
the same distribution as \(X_{g,j}\). Thus \(x_{h,j,k}\) is an observed
value of \(X_{g,j}\) and \(x_{h,j,k}\) an observed value of \(X_{g,j,k}\). The
false-positive rate is
\[
\text{Prob} \left( \frac{\bar{X}_{g,i}}{\bar{X}_{g,0}} > C_i \mid \frac{\mu_{g,i}}{\mu_{g,0}} ≤ 1 \right), \tag{1}
\]
where the randomness is coming both from letting \(g\) vary
over the genes and from the distributions of intensities for
the genes. (1) is clearly less than or equal to
\[
\text{Prob} \left( \frac{\bar{X}_{g,i}}{\bar{X}_{g,0}} > C_i \mid \frac{\mu_{g,i}}{\mu_{g,0}} ≤ 1 \right). \tag{2}
\]

Now, we claim that the events \(\frac{\bar{X}_{g,i}}{\bar{X}_{g,0}} > C_i\) and \(\frac{\mu_{g,i}}{\mu_{g,0}} ≤ 1\)
are independent. Note that the first inequality is the same
as \(\frac{\bar{X}_{g,i}}{\bar{X}_{g,0}} > C_i \frac{\mu_{g,i}}{\mu_{g,0}}\). Therefore this condition tells us that
either \(\mu_{g,i}\) is smaller than \(\bar{X}_{g,i}\), or \(\mu_{g,0}\) is larger than \(\bar{X}_{g,0}\),
or some combination of the two (how much smaller or
larger depends on how large \(C_i\) is). In other words the
condition is telling us how the sample means compare to
the true means. This however should give no information
on how the true means relate to each other. Therefore the
events can reasonably be assumed to be independent. Thus
the conditional probability above should equal the non-
conditional probability
\[
\text{Prob} \left( \frac{\bar{X}_{g,i}}{\bar{X}_{g,0}} > C_i \right). \tag{3}
\]
So we are now seeking a \(C_i > 1\) (as small as possible)
such that
\[
\text{Prob} \left( \frac{\bar{X}_{g,i}}{\bar{X}_{g,0}} > C_i \right) < s\%.
\]

If we knew the distributions of \(\frac{\bar{X}_{g,i}}{\mu_{g,i}}\) and of \(\frac{\bar{X}_{g,0}}{\mu_{g,0}}\) (for \(g
\) varying over the genes) we could compute such a \(C_i\). But,
the \(\mu_{g,j}\)’s are unknown. We approximate the distribution
of \(\frac{\bar{X}_{g,j}}{\mu_{g,j}}\) (\(j = 0, i\)) for \(g\) varying over the genes by the
distribution of
\[
\frac{X_{g,j,k} - 1}{\sqrt{t_j - 1}} + 1 \tag{4}
\]
for \(g\) varying over the genes and \(k\) varying over
the replicates for group \(j\). In the Appendix we give a
justification of this fact, in the case in which the intensity
distribution of a gene in a group is close to normal and
the distribution of ratios \((\sqrt{t_j})\mu_{g,j}/\sigma_{g,j}\, for \(g\)
\) varying over the genes, is concentrated away from zero. The
latter condition can be obtained by shifting the intensities
appropriately so that the mean is increased while the
standard deviation remains the same (see algorithm step
5 in Figure 2). The effect of this shift is discussed in
Sections Comparison with standard statistical analysis
methods and Discussion. As we have investigated in simulations, approximation (4) holds for a much wider class of distributions than just normals (furthermore it improves quickly as \( t_j \), the number of replicates, increases). In all cases of distributions which were not highly asymmetric, approximation (4) held well, and in most of the remaining cases it gave a conservative estimate, in that the approximation tended to have greater dispersion than the actual distribution. This failed most notably when the actual distribution was taken to be exponential, however this was not a relevant case to our applications, nor does it seem likely that it will arise in general.

Using this, we estimate the distribution of (4) from our data, i.e. from the distribution of

\[
\frac{s_{h,j,k}}{\sqrt{f_j}} - 1 + 1, \tag{5}
\]

for \( h \) varying over all gene tags and \( k \) varying over the replicates for group \( j \). Of course the more the gene tags and replicates, the better the latter approximation of (4) with an empirical distribution will be. Having a number of observations (number of gene tags \( \times \) number of samples in group \( j \)) of at least 100 is suggested before adopting such an approximation. We then compute the desired \( C_i \) through integration. In particular, if \( f_j (j = 0, i) \) is the density function for \( \frac{s_{g,j}}{\mu_{g,j}} \), and \( C \) is fixed, then we evaluate numerically (using the distribution of (5))

\[
\int_{t_j} \int_{s \approx C_i} f_0(i) f_j(s)dsdt.
\]

If this is above (resp. below) the desired false-positive rate, then \( C \) is raised (resp. lowered), and the integral is recalculated. \( C \) continues to be adjusted in this way (as a binary search) until the desired false-positive rate is attained. Then \( C_i \) is set to the value of \( C \) that gives this desired rate.

For down-regulation we proceed in an analogous manner and look for a \( c_i < 1 \) (as large as possible), which we call the lower cut ratio for group \( i \), such that

\[
\text{Prob} \left( \frac{X_{g,i}}{\mu_{g,i}} \geq c_i \frac{\mu_{g,i}}{\mu_{g,0}} \geq 1 \right) < s\%.
\]

To do this we use approximation (4) again.

Once the \( C_i \)'s and \( c_i \)'s have been determined for each non-reference group \( i \), if the ratio \( r_i \) of the average intensity of a gene tag at group \( i \) and the average intensity of the same gene tag at the reference group (resp. the median) is between \( C_i \) and \( C_i^2 \), we say that the gene tag is up-regulated one level at this group as compared to the reference group (resp. the median). If \( r_i \) is between \( C_i^2 \) and \( C_i^3 \) then we say that the gene tag is up-regulated two levels as compared to the reference group, etc. A similar approach is taken for down-regulation. Thus we set the \( a_i,j \)'s to be

\[
\ldots, c_i^2, c_i, C_i, C_i^2, \ldots.
\]

Powers of \( C_i \) and \( c_i \) are used in order to respect proportions. The algorithm in Figure 2 (step 9) contains the details about how many of these powers we consider for each \( i \).

Note that by having the false-positive rate, one can get a measure of the confidence in the statement that a gene is up-regulated at a group as compared to the reference group. Namely one can estimate the probability \( \text{Prob}(\text{not up} | \text{predicted up}) \) that a gene is not up-regulated given that we predict it is, by:

\[
\frac{\text{Prob}(\text{not up})}{\text{Prob}(\text{predicted up})} \leq \frac{\text{Prob}(\text{predicted up} | \text{not up})}{\text{Prob}(\text{predicted up})},
\]

where \( \text{Prob}(\text{predicted up} | \text{not up}) \) is the false-positive rate and \( \text{Prob}(\text{predicted up}) \) can be estimated empirically from the data, simply from counting the number of gene tags to which a positive level has been assigned by our protocol for the group under consideration; similarly for down-regulation. Thus, for a fixed false-positive rate of \( s\% \), the confidence attained in a positive (resp. negative) level in a pattern depends on the group, i.e. on the position in the pattern, as it depends on \( \text{Prob}(\text{predicted up}) \) for that group.

As a consequence of this approach, when we see a level different from 0, we have a certain confidence in the gene (tag) being up-regulated (if the level is positive) or down-regulated (if the level is negative) as compared to the reference group. However, when we see a 0 there is no confidence implied for the statement that the gene (tag) is not differentially regulated. We can only take 0 to mean that we do not have enough evidence to support a change in level.

Implementation

Software implementing the pattern generation protocol described in the previous section is available from the authors. A brief description of the program follows. Details on usage and input formats are described in the documentation, available from the authors (this documentation also includes a concise summary of our approach).

The program (written in Perl) takes as input a file containing a list of filenames, where each file in the list
gives the results of one experiment. In the input file, the user specifies which experiments are replicates for the same sample type and whether ratios should be taken to the median or to a reference group. Various parameters to be used can be optionally specified, otherwise default values are used. These parameters include the desired false-positive rate $s\%$, a default cut ratio to be used when no replicates are available, and either a list of values (called minimum useful values), one per sample, or a parameter $d$ to be used in the preprocessing step for certain experiment platforms (e.g., for filter arrays). If the list of minimum useful values is given, this means that the user deems that for each sample only those intensities above the minimum value (s)he provided for that sample are likely to have given hybridization signals above background. The user might specify a single value $d$ instead, if from the knowledge about the experiment procedure, it is deemed that there is a $d$ such that, for any sample in the collection under scrutiny, intensity values which are in the top $d\%$ are those which can be distinguished from background.

In the latter case, for each experiment a minimum useful value is then computed using $d$. Finally, a minimum useful value is attached to each group by averaging the minimum useful values of the replicates in that group. In the version of the algorithm given in Figure 2 (version I), only those gene tags with values above the minimum useful value in every group are assigned a pattern. There is another version (version II) of the software which considers every gene tag such that in at least one of the groups its value is above the minimum useful value (and for the groups at which the value is below the minimum useful value, the gene tag’s value is raised to be equal to the latter). Thus in version II we account for any signal that might be considered as real while avoiding undue influence of background noise.

The main output of this program consists of an html file. The file displays information such as the list of level cutoffs for each group, various counts of interest, and the list of generated patterns. For each such pattern, the gene tags to which that pattern has been assigned are listed. Moreover, the gene tag identifiers in each cluster can be linked to appropriate databases, when specified, to give information on the gene in question (see Section Results for an example of this). Sample sections of an output html file are shown in Figure 3.

**Results**

**Application to an erythroid development nylon filter dataset**

We have used the software described above to analyze filter array experiments of different erythroid development cell samples. These experiments were performed in part to gain insight into the molecular basis for erythroleukemia.

Our erythroid development dataset contains five homotypic groups representing an erythroleukemic cell line and normal cells under different conditions. There are replicate data for each of the groups.

The groups are: CD34 positive cells (human blood progenitor cells including those for erythroid cells; we will write CD34 as a shorthand), human adult and cord erythroblasts (red blood cell precursors), HEL (human erythroleukemia) cells, and HEL cells treated with hemin (induced to express erythroid genes). The HEL group roughly represents a leukemic equivalent of the CD34 group. Similarly, the HEL+hemin group roughly represents a leukemic equivalent of the erythroblast groups (it represents a leukemic cell forced to differentiate and stop growing). The details on the preparation of the cells and on the generation of the data will be published elsewhere along with further biological interpretation of the analysis results (McKenzie et al., manuscript in preparation). Briefly, mRNA was isolated from the cells and reverse-transcribed, then radioactively-labelled by random priming, and interrogated by hybridization to arrays of IMAGE clones using either GenomeSystems GDA filter v1.2 or GDA v1.3 filter 1. The hybridization signals were detected using a Molecular Dynamics Storm PhosphorImager and quantitated by GenomeSystems, or using the Genomic Solutions BioImage software package. Intensities of duplicate spots (on the array) for the same clone (gene tag) were merged into one datum by averaging. Spots which failed visual inspection for artifacts and duplicate spots whose intensities differed by more than two-fold were rejected from further analysis. The signal (clone) intensities were normalized by calculating each signal as percent of the total array signal. Since the sample types in this dataset were closely related cells and a very large number of mRNAs were assessed, it was reasonable to make the assumption that the total mRNA abundance for clones on the filter used would not change considerably from sample to sample. The identifier for each signal was the IMAGE clone ID allowing simple comparisons between the two types of filters used. The IMAGE clone ID was also used to generate names and links for further information on the genes represented on the filter array. More precisely, information on the identity of the gene represented by the clone was provided by DOTS, a database of transcribed sequences (http://www.cbil.upenn.edu/DOTS). The transcribed sequences in DOTS are consensus sequences derived from assemblies of ESTs (including all those available from IMAGE libraries). The transcribed sequences were used to search nucleic acid and protein databases for homology to known genes. The information provided (see Figure 3(b) for an example) is the name of the homologous gene or protein, the database searched, and the percent identity and length of the best high
(a) The levels for group 1 are: 0, 1, 2
The levels for group 2 are: 0, 1, 2
The levels for group 3 are: 0, 1
The levels for group 4 are: 0, 1, 2

There are 445 gene tags
for group 1 there are 17 up symbols and 0 down symbols
for group 2 there are 7 up symbols and 0 down symbols
for group 3 there are 3 up symbols and 0 down symbols
for group 4 there are 9 up symbols and 0 down symbols

the false positive rate is 0.001
the confidence for the up symbols for group 1 is 0.973823529411765
there are no down symbols for group 1
the confidence for the up symbols for group 2 is 0.936428571428571
there are no down symbols for group 2
the confidence for the up symbols for group 3 is 0.851666666666667
there are no down symbols for group 3
the confidence for the up symbols for group 4 is 0.950555555555556
there are no down symbols for group 4

(b)

<table>
<thead>
<tr>
<th>Pattern 0,2,1,0 has been attached to the following 3 gene tags:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>245543</td>
</tr>
<tr>
<td>296258</td>
</tr>
<tr>
<td>230534</td>
</tr>
</tbody>
</table>

Fig. 3. Sample sections of the html file output by the pattern generating software (version I) applied to the groups: CD34, adult erythroblast, cord erythroblast, and HEL+hemin with ratios to the reference group HEL (described in section 4.1) and parameters \( d = 15 \) and \( s\% = 0.1\%. 
(a) Part of the report on the data, containing the list of levels for each group, various counts, and the confidence for each group. (b) Part of the report on one of the generated patterns, displaying the gene tags with that pattern and their descriptions from DOTS, when available.

scoring pair (HSP) using BLAST. No information is provided if no significant matches were found. A link is provided through the IMAGE clone identifier for further information on the DOTS transcribed sequence containing that clone, such as chromosomal map locations for ESTs, cellular roles, source libraries, and protein motifs.

We have applied our pattern-generating software to analyze the groups described above. The available replicates were: two CD34, three adult erythroblasts, two cord blood erythroblasts, three HEL, and two HEL+hemin experiments. With notation as in Section Implementation, the value of \( d \) was set at 15 reflecting the consideration that only the moderate to highly abundant mRNA classes (greater than or equal to 10 copies per cell, see Zhang et al. (1997)) were likely to have given hybridization signals above background on the filter array.

Ratios were generated using the HEL group as reference and the software was run both by merging the adult and cord erythroblasts into one group, the erythroblasts, with five replicates and by keeping them in two separate groups. We merged them when looking for differences between normal and leukemic cells, because the developmental stage was not considered relevant in this case. In the first case, the pattern length is therefore \( l = 3 \) and the three (non-reference) groups were listed in the pattern in the order: CD34, erythroblasts, HEL+hemin. In the second case the pattern length is \( l = 4 \) and the groups were
listed in the order: CD34, adult, cord, HEL+hemin. Both version I and version II of the algorithm were used (see Section Implementation). For these data, the running time was always below 90 seconds, when the software was run on a Sun Ultra-10 running an UltraSPARC Ii CPU at 300MHZ with 128MB RAM.

When the adult and cord were merged, out of the 18,123 clones which were present in at least one experiment for each group, 540 were above the minimum useful value in every group and 5063 were above the minimum useful value in at least one group. The value for s was varied. The higher the s value, the richer was the expression description and the lower the confidence in our predictions, when version I was used. (As noted in Section Methods and Algorithm however, the confidence depends also on the probability of predicting a gene tag as up-regulated in a group. Therefore, in general, lowering the false positive rate does not necessarily cause an increase in confidence.) For s% = 1% there are 5 levels for CD34 (from 0 to 4), 10 levels for the erythroblasts (from −1 to 8), and 6 levels for HEL+hemin (from −1 to 4). When s% is lowered to 0.1% there are three levels (from 0 to 2) for each of these three groups. When s% is lowered again to 0.01% there are 2 levels (0 and 1) for each of these groups. The following table illustrates how the confidence in predicted up-regulation changes with s and with the group. After each group the number (out of 540) of clones up-regulated in that group as compared to the reference is also displayed (denoted by ‘#’).

<table>
<thead>
<tr>
<th>s%</th>
<th>CD34 conf.</th>
<th>#</th>
<th>ery. conf.</th>
<th>#</th>
<th>HEL+h. conf.</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>85%</td>
<td>37</td>
<td>81%</td>
<td>28</td>
<td>89%</td>
<td>47</td>
</tr>
<tr>
<td>0.1%</td>
<td>97%</td>
<td>17</td>
<td>92%</td>
<td>7</td>
<td>94%</td>
<td>9</td>
</tr>
<tr>
<td>0.01%</td>
<td>98%</td>
<td>3</td>
<td>99%</td>
<td>5</td>
<td>99%</td>
<td>4</td>
</tr>
</tbody>
</table>

Clones representing the same gene were usually found to have identical or very similar patterns, as expected. Furthermore, clones representing genes whose expression is known in these cells presented patterns compatible with what was expected. For example, when version I of the software was run keeping adult and cord separate, the α- and the β-globin clones whose raw intensities are represented in Figure 4, were assigned the patterns (0, 8, 2, 0) and (0, 8, 1, 0) respectively, with moderate to high confidence. Both clones were therefore detected as up-regulated in erythroblasts and more in adult than in cord. This matches what is known about the expression of these genes (see Papayannopoulou et al. (1987), Dalyot et al. (1992), and Ni et al. (1999)), for example the fact that β globin is replaced with fetal γ globin in cord samples.

We can ask what genes are differentially expressed between normal (CD34, erythroblasts) and leukemic cells. From that set, we can then ask which genes are induced by hemin (HEL+hemin) to adopt a normal expression pattern, to be followed up by further experiments. The experiments were analyzed for this purpose using both version I and version II of the software. Different false-positive rates were applied to each case to achieve moderate to high confidence in the assertions of differential expression. These rates for high confidence, and the genes identified as differentially expressed for both cases, are presented in the table in Figure 5. Having more genes available to start with (5063 vs. 540) led to more genes identified as differentially expressed but at lower confidence. At similar confidence levels, starting with more genes did not necessarily lead to more genes identified as differentially expressed between normal and HEL cells as can be seen from the table. There was general agreement for both cases and several candidate genes were identified for further investigation. These include, at moderate confidence, a member of a signal transduction cascade (MAPKK2).

Functional studies are required for the next step of this analysis.

Comparison with standard statistical analysis methods
Since the distributions of gene intensities for the groups in the dataset of Section Application to an erythroid development nylon filter dataset can be reasonably assumed to be close to normal, we have applied standard statistical analysis methods to this dataset, to compare the results with those of our protocol (we used version I). The standard methods consist in combining tests like the t-test with a ‘Bonferroni-like’ correction. The Bonferroni correction in itself is too strict, because it is generally used to ensure at high confidence the absence of false positives (see Claverie, 1999). However, a similar correction can be applied to ensure at high confidence that the number of false positives is no larger than s% × (number of gene tags). (For example, this correction can be done using a Poisson distribution with parameter (number of gene tags) × p, whereby the significance threshold p that one needs to use in a t-like test done on a gene tag by gene tag basis can be determined.) This puts the standard methods on a footing which allows a fair comparison with our method (further details about this can be found in the documentation available from the authors).

The shift used in our method to be able to apply approximation (4) has certain consequences that should be pointed out. Namely, it causes genes with lower expression levels to require stronger evidence for differential expression than those with higher levels. This is reasonable since, for example, a change from 1 mRNA
copy per cell in group 0 to 2 in group $i$ is less compelling evidence for up-regulation in group $i$ than a change from 100 to 200.

Both for the dataset where adult and cord erythroblasts were merged and for the one where they were kept separate, we compared our results for the various values of $s\%$ used with results obtained by running the standard methods. The comparison was done group by group (in other words, position by position in the patterns). For $s\% = 0.1\%$ and $s\% = 0.01\%$ (such low values are not unreasonable if one desires good confidence in the predictions) the standard methods did not detect any differentially expressed gene tags (as compared to the reference group HEL) in any position. Not even the $\alpha$- and $\beta$-globin were detected as up-regulated in erythroid cells, as they are known to be. In fact, even for $s\% = 1\%$ the latter were not detected as up-regulated by the standard methods. For $s\% = 1\%$ no gene tags were detected by the standard methods as differentially expressed in any of CD34, or the erythroblasts, whereas our method detected several at high confidence. For the HEL+hemin group the standard methods detected about 20 gene tags as upregulated with high confidence and we detected about 50 with even higher confidence. There was no overlap between these two sets. The gene tags detected by the standard methods had low intensities (as compared to our numerical shift) and we expected to miss those for the reasons explained above. (In Section Discussion we pick this point up again in reference to future work.)

**Application to a two-channel microarray lymphocyte dataset**

We have applied our protocol to analyze some of the experiments published by Alizadeh et al. (2000). These consist of two-channel microarray experiments, which use a specialized microarray, named ‘Lymphochip.’ The following nine experiments were downloaded from http://llmpp.nih.gov/lymphoma/data/rawdata/ and used in our analysis: three samples of normal blood B-cells (lc7b023, lc7b024, lc7b103), four samples of CLL (B-cell chronic lymphocytic leukemias: lc7b047, lc7b048, lc7b069, lc7b070), and two samples of FL (B-cells from follicular lymphoma: lc7b096, lc7b097). This subset was chosen because it provided replicates using the same array version (lc7b) for three closely related groups. For each experiment, only those spots on the array which were not ‘flagged’ as bad and which were above background (total signal ≥ 1.4 × background, fraction of pixels above background ≥ 0.55 for both channels) were retained, in accordance with the authors own analysis (the resulting number of gene tags was 5595.) The median ratios (MRAT) output from the ScanAlyze software program (http://rana.stanford.edu/software/) relative to a common control sample (a pool of nine lymphoma cell lines) were used to attach a value to each clone (gene tag) by averaging over the spots representing that clone. Finally, for each experiment, the list of values attached to the clones were rescaled to have a median of 1 (this is similar to what was done by Alizadeh et al. (2000)). The values
Fig. 5. Differentially-expressed genes between normal (CD34, erythroblasts) and HEL cells. Genes altered upon hemin induction (HEL+hemin) to a normal pattern are indicated. The checkmarks denote those clones which had the differential expression specified in the description column. With version I of the software and a false-positive rate of 0.25%, the confidence for up-regulation in the CD34 group was 94% (no down-regulation), the confidence for up-regulation in the erythroblast group is 83% (no down-regulation), and the confidence for up-regulation of the HEL+hemin group is 78% (no down-regulated genes with acceptable confidence). With version II of the software and a false-positive rate of 0.01%, the confidence for the CD34 group was 83% for up-regulation and 83% for down-regulation, the confidence for the erythroblast group was 93% for up-regulation (no down-regulation), and the confidence for the HEL+hemin group was 87% for up-regulation (no down-regulation).

obtained in this way were the normalized intensities input into our program.

Our program found at high confidence differentially expressed genes between the lymphoma (CLL, FL) and normal blood B-cells despite their high overall similarity in expression profiles (Alizadeh et al., 2000). It also found germinal B-cell associated genes (BCL-6, A-myb) to be up-regulated only in FL and it did not detect cell proliferation genes as differentially expressed in either CLL or FL. These results are in accordance with the major findings for these sample types in Alizadeh et al. (2000). In addition, we found (but they did not report) that fos and jun transcription factors (which form the AP-1 complex) were down-regulated at high confidence (93%)
in CLL alone. The inability of tumor necrosis factor (TNF) to induce c-fos and c-jun in CLL cells has been linked to the refractory nature of CLL to stimulation of cell proliferation (Jabbar et al., 1994).

Our approach therefore provides results which are consistent overall with results obtained from clustering and visual inspection methods and at the same time allows us to attach confidence to the predictions made about up- or down-regulation. Moreover it provides new insights into differentially expressed genes.

Finally, we note that standard statistical analysis methods cannot in general be applied to situations when the comparisons are between red-to-green ratios from two separate microarrays (like the situation of these data), as the assumption that the intensities so normalized have a close to normal distribution is no longer valid.

**Remark.** For both the dataset of Section Application to an erythroid development nylon filter dataset and that of Section Application to a two-channel microarray lymphocyte dataset we deemed that the normalized intensities fit in the framework of applicability of approximation (4). For the former dataset, they could be reasonably assumed to have distributions close to normal. For the second, they could be assumed to have distributions which were not highly asymmetric, because of the way the gene tags were selected (denominators in the MRATs having distributions concentrated away from 0).

### Discussion

We wanted to formally address the issue of generating descriptive, yet reliable gene expression patterns for datasets containing a few replicate (hybridization array) experiments per sample type and this paper presents a novel protocol in this direction.

Some investigators choose to take the position that there is so much noise in this kind of data that the best that can be done is to divide genes (for each group) into two categories (on or off); i.e. they choose a binary representation of gene expression. This approach seems overly pessimistic and will likely cause one to miss real and interesting changes in expression levels that are represented reliably in the data. Also this approach does not allow for comparisons between different sample types if a gene is turned on in both types. When possible, we give a representation of expression levels which is richer than a binary one. The levels are discrete (as we bin according to the variability of the data). Our protocol will in fact assign binary representations if the data in question are sufficiently noisy to merit that. In the most extreme case, our protocol might even assign only a single level to one or more sample types, in case the data are so variable that they cannot give any reliable indications of differential expression.

It is desired to generate patterns in such a way as to have a certain degree of confidence in the predictions made for up- and down-regulation. When many replicates are available, standard (or quasi-standard) statistical methods can be used to detect differentially expressed genes for certain kinds of data (see for example Claverie (1999) and Golub et al. (1999)). These methods involve measures of variability that depend on the sample type as well as on the gene. However, for various reasons, chief among which is the current high cost of the experiments, many laboratories generate data which do not have many replicates. Thus one needs to get as much as possible out of just a few replicates. Moreover the ultimate goal is not just to have a false-positive rate on the order of 5% or even 1%, but to have a high confidence in the predictions made. In other words we desire a low probability that a gene is not up- (resp. down-) regulated, given that we predict it is. Since the percentage of differentially expressed genes in two sample types is usually low (in closely related cells this is expected to be 1.5% to 2.5%, see (Sagerstrom et al., 1997)), false-positive rates much lower than these are needed to obtain reasonable confidences. Our method was developed with these two aspects in mind. While few replicates are needed, it should be stressed that, without any replicates (as in the case of a number of recently published two-color microarray studies), one cannot determine the false-positive rate as a function of the criteria by which differential expression is predicted, making a judicious choice of cutoffs difficult to impossible.

It is important to note that the issue at hand is one of gaining confidence in differential expression. Therefore, in the patterns generated with our protocol, when one sees an expression level at a group of 1 or more (resp. −1 or less), there is a certain degree of confidence that the gene is up-regulated (resp. down-regulated) in this group as compared to the reference group. However, if there is an expression level of 0, there is not the same degree of confidence that it is not up- or down-regulated as compared to the reference. It is not possible to have confidence about both phenomena at the same time without losing some information. One could, however, develop methods to extract confidence measures of non-differential expression. We have not done so here, but will investigate this in future work.

In the applications discussed in Sections Application to an erythroid development nylon filter dataset and Comparison with standard statistical analysis methods, our method picked up differentially expressed genes which were not picked up by the standard methods at comparable confidence and which were known to be differentially expressed. In Section Comparison with
standard statistical analysis methods we noted that, as an effect of the numerical shift used in our approach to apply approximation (4), genes whose expression is very low as compared to the shift require stronger evidence before we detect differential expression. In some of the runs performed there were a few genes that the standard methods declared as differentially expressed and that we did not. This only occurred though when $s\% = 1\%$ and never occurred for lower values of $s$. These tended to be genes in the low intensity category (as compared to our shift), which we were not expecting to detect. Plans for future work include the development of protocols to apply our method iteratively to different intensity level subsets of the gene tags under consideration to pick up true positives and that are missed on the subsets of the gene tags under consideration to pick up our predictions.

As a final remark, we note that the input to our program consists of normalized intensities and it is up to the user to choose an appropriate normalization based on the way the data have been generated. Moreover, it is also important that the intensity distributions (after normalization) are appropriate for approximation (4) (see Section Methods and Algorithm and Remark in Section Results).

In summary, we have developed a novel protocol to assign measures of confidence to differentially expressed genes. The protocol takes advantage of the large number of genes typical of hybridization array experiments to control for the variability in gene expression values, using few replicates in an approach that provides low false-positive rates and high confidence. The protocol goes beyond a simple binary description of expression, when justified, and provides discrete descriptions of gene expression patterns based on the desired level of confidence.

Note: Software documentation and further discussion of issues relative to this paper can be found at http://www.cbil.upenn.edu/ParGE.

Appendix

To justify the approximation of the distribution of $\frac{X_{g,j}}{\mu_{g,j}}$ ($j = 0, i$), for $g$ varying over the genes, by the distribution of (4), in the case in which the gene intensities are normally distributed and the distribution of $\rho_{g,j} = (\sqrt{T_j})\mu_{g,j}/\sigma_{g,j}$ (for $g$ varying over the genes) is concentrated over sufficiently large values, we use the following lemma.

**Lemma 1.** Let $X_1, X_2, \ldots X_t$ be a random sample of a normal random variable $X$ with positive mean $\mu_X$ and standard deviation $\sigma_X$. Let $\bar{X} = (X_1 + X_2 + \cdots + X_t)/t$. Let $k \in \{1, 2, \ldots , t\}$. Then,

$$\frac{X_i - \bar{X}}{\sqrt{\bar{X} - 1}} = \frac{Z_1}{\rho_X + Z_2}$$

and

$$\bar{X} - 1 = \frac{Z_2}{\rho_X}$$

where $Z_1$ and $Z_2$ are two independent standard normal random variables and $\rho_X = (\sqrt{t})\mu_X/\sigma_X$.

**Proof.** From the properties of sums of random variables it is easy to check that the random variables $X_k - \bar{X}$ and $\bar{X}$ are independent and normally distributed with respective means 0 and $\mu_X$ and respective standard deviations $(\sqrt{t-1}/t)\sigma_X$ and $1/\sqrt{t}\sigma_X$ (to check independence it is sufficient to check that the correlation is 0 since the two random variables are normal). So

$$X_k - \bar{X} = (\sqrt{t-1}/t)\sigma_X Z_1$$

and

$$\bar{X} = \frac{1}{\sqrt{t}}\sigma_X Z_2 + \mu_X = \frac{\sigma_X Z_2 + (\sqrt{t})\mu_X}{\sqrt{t}}.$$

Dividing both sides of (8) by $\sqrt{t-1}$, then taking the ratio of (8) and (9) and dividing top and bottom of the resulting right hand side by $\sigma_X$, we get (6). Since $\bar{X}$ is normal with positive mean $\mu_X$ and standard deviation $1/\sqrt{t}\sigma_X$, $\bar{X} - \bar{X}$ is normal with mean 0 and standard deviation $1/\sqrt{t}\rho_X$, thus (7) follows.

With notation as in Section Methods and Algorithm, if we fix a homotypic group, say group $j$ and we apply this lemma to $X = X_{g,j}$, we get that

$$\frac{X_{g,j,k} - \bar{X}_{g,j}}{\sqrt{t_j - 1}} = \frac{Z_1}{\rho_{g,j} + Z_2}$$

and

$$\bar{X}_{g,j} - 1 = \frac{Z_2}{\rho_{g,j}}.$$
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