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**Abstract**

**Motivation:** The Serial Analysis of Gene Expression (SAGE) technology determines the expression level of a gene by measuring the frequency of a sequence tag derived from the corresponding mRNA transcript. Several statistical tests have been developed to detect significant differences in tag frequency between two samples. However, which one of these tests has the greatest power to detect real changes remains undetermined.

**Results:** This paper compares three statistical tests for detecting significant changes of gene expression in SAGE experiments. The comparison makes use of Monte Carlo simulation that, in essence, generates ‘virtual’ SAGE experiments. Our analysis shows that the Chi-square test has the best power and robustness. Since the POWER_SAGE program can easily run ‘virtual’ SAGE studies with different combinations of sample size and tag frequency and determine the power for each combination, it can serve as a useful tool for planning SAGE experiments.

**Availability:** The POWER_SAGE software is available upon request from the authors.

**Contact:** michael.man@pfizer.com

---

**Introduction**

Serial Analysis of Gene Expression (SAGE) is used to assess mRNA expression profiles and is based upon the following two principles (Velculescu et al., 1995). A short sequence tag derived from a defined position within a transcript contains sufficient information to uniquely identify the transcript. Concatenation of tags in a serial fashion allows high-throughput sequencing. As a counting-based technique, SAGE makes it easy to quantify expression levels of many transcripts simultaneously.

As SAGE offers a much more rapid and cost-effective method of identifying cDNAs than other methods, one can aspire to examine the entire transcriptome of 10 000 to 50 000 expressed genes in a cell. In a typical SAGE experiment, there are at least two samples (Chen et al., 1998; Kal et al., 1999; Zhang et al., 1997). The usual question of interest is whether one sample has a significant change in expression relative to the other sample for each transcript (Audic and Claverie, 1997; Kal et al., 1999). One of the most attractive applications of transcript profiling is to address the question of expression differences between normal and diseased samples or between samples with and without drug treatment. This approach will define the subset of genes that are potential diagnostic markers or therapeutic targets.

Over the past few years, several methods have been developed for determining the statistical significance of gene expression difference SAGE experiments. Zhang et al. use a simulation approach to determine the probability of obtaining the observed difference and more extreme ones (Zhang et al., 1997). This method is part of the SAGE software (available at http://www.sagenet.org/).

Because this method entails a large number of simulations (100 000), it is not suitable for fast and interactive applications, such as web access (Lal et al., 1999). Madden et al. use a confidence interval approach based on Poisson distribution (Madden et al., 1997). The difference in two samples is statistically significant if \( (N_1-kN_1^{1/2} - N_2+kN_2^{1/2}) > 0 \), where \( N_1 \) and \( N_2 \) are the tag numbers of one transcript from two samples, \( N_1 \geq N_2, k = Z_{1-\alpha} \), \( \alpha \) is the significance level. This method is not widely accepted because it is not appropriate for unequal sample sizes and lacks sensitivity (Kal et al., 1999).

The Bayesian method proposed by Chen et al. (1998) and further modified by Lal et al. (1999), calculates the posterior probability of \( x \), which is defined as \( x = \sqrt{yz} \), where \( y \) and \( z \) are tag numbers of one particular transcript in two samples. This approach has a few shortcomings. Firstly, there is a difference on the choice of parameters for the prior distribution of \( x \), which depends on the conditions or cell types in the comparison (Chen et al., 1998; Lal et al., 1999). Because of this difference, the cutoff for significant change is inconsistent. Secondly, the false positive rate of this method can not be assessed as this method is not based on hypothesis testing.

*To whom correspondence should be addressed.
There are several hypothesis-testing based methods that are more rigorous. A Bayesian approach proposed by Audic and Claverie for examining EST data has been adopted to analyse SAGE data (Audic and Claverie, 1997). Kal et al. use a $Z$ statistic, $Z \sim N(0, 1)$, to test the equality of two proportions in two experimental conditions (Kal et al., 1999). This method has the additional advantage for calculating sample size that is necessary to detect a pre-specified difference in proportions (Kal et al., 1999). Alternatively, the Chi-square test and Fisher’s exact test can also be used. In fact, the Chi-square test for $2 \times 2$ table is exactly the same as the method proposed by Kal et al. because of the relation that exists between the $Z$ statistic and the Chi-square statistic with one degree of freedom, $Z^2 = X^2$ (Fisher and van Belle, 1993; Hogg and Craig, 1995). Fisher’s exact test is appropriate when sample size requirement (the expected cell count $\geq 5$) is not met for the Chi-square test, but is generally more computationally expensive (Stokes et al., 1995).

There has been no report in the literature on the systematic comparison of these hypothesis-testing based methods in analysing SAGE experiments. Such comparison is warranted for several reasons. Firstly, given the high cost of conducting SAGE experiments, we are compelled to use the most sensitive method. Secondly, we like to know whether a proposed SAGE study will have sufficient sensitivity to achieve an experimental goal. Thirdly, statistical rigor should be applied using established approaches that are recognized by both the scientific community and the regulatory agencies (FDA, 1998).

Different statistical tests can be compared in terms of specificity, power, and robustness (Fisher and van Belle, 1993). Specificity is measured by alpha, the type I error rate or the false positive rate, which is defined in statistical terms as the probability of erroneously rejecting the null hypothesis when it is true (Hogg and Craig, 1995). Smaller alpha means higher specificity. Alpha is controlled by the significance level (usually at 5%). In statistical terms, the sensitivity of a statistical test is defined more rigorously as power, which is the probability of correctly rejecting a null hypothesis when it is not true (Hogg and Craig, 1995).

A robust statistical test should perform well for a broad range of data, or for a variety of probability distributions (Fisher and van Belle, 1993). A test is robust if the observed alpha is close to the pre-specified significance level for all ranges of data, or for different distributions. A robust test protects us from making too many, or too few type I errors (resulting in an over-conservative test). A statistical test that lacks robustness should be avoided because of the fluctuating type I error rate. Given the same significance level, a statistical test with higher power and robustness is more desirable because smaller differences can be detected with the same sample size, or the same difference can be detected with a smaller sample size (Fisher and van Belle, 1993).

Since it is not practical to repeat SAGE experiments hundreds of times, we resort to the Monte Carlo approach to simulate SAGE experiments. Monte Carlo, in essence, performs statistical sampling trials on a computer using random number generators (Hammersley and Handscomb, 1964; Manly, 1991). It has been used in a wide variety of applications to calculate power and sample size (Collier and Baker, 1966; Sutradhar and Bartlett, 1993; Tanizaki, 1997).

This paper compares three hypothesis-testing based methods for determining statistical significance in SAGE studies, the Chi-square test (or test for equality of two proportions), Fisher’s exact test, and Audic and Claverie’s Bayesian method. Monte Carlo simulation is used for comparison of these tests in terms of specificity, power, and robustness.

### Systems and methods

A SAGE experiment is analogous to taking a handful of variably colored beans from a big bag and then estimating the proportion of beans of each color. Mathematically, this can be modeled as sampling from multinomial distribution. Since the abundance of a transcript of a typical gene is low (less than 1%), one can use binomial distribution when a single gene is concerned.

$$X_i \sim B(N, p_i)$$

where $X_i$ is the tag number of gene $i$, $N$ the total number of tags sequenced, $p_i$ the frequency of gene $i$.

To carry out a Monte Carlo SAGE experiment, one needs to generate $X_i$s from the specified binomial distribution, $B(N, p_i)$. A simple example of generating a $X_i$ from $B(10000, 0.5)$ would be flipping a coin $10000$ times and counting the number of times that the ‘head’ appears. A binomial deviate routine, based on the rejection method, is used to generate the $X_i$s (Press et al., 1992).

#### Calculation of alpha

The null hypothesis is that there is no difference in expression between two samples, $p_i = p'_i$. Assume the total number of tags for each sample is $N$ and fix $p_i$ equal to $p'_i$, generate $X_i^*$ and $X'_i$ using the binomial distribution $B(N, p_i)$, then perform the statistical test and calculate the $p$-value. Iterate the process a large number of times (e.g. 1000). Alpha is calculated as the percentage of times that the null hypothesis is rejected at a prescribed significant level (e.g. 0.05).

#### Calculation of power

Assume the total number of tags for each sample is $N$ and fix $p_i = \text{fold} \cdot p'_i$ (fold $= 0.5, 2, 3, \ldots$), generate $X_i^*$ and $X'_i$ using $B(N, p_i)$ and $B(N, p'_i)$ respectively, then perform the statistical test and calculate the $p$-value. Iterate many times (e.g. 1000). Power is the
percentage of times that the null hypothesis is rejected at a prescribed significant level (e.g., 0.05).

**Algorithm**

When one particular gene (Gene A) is of interest, one can arrange the data in the following table.

<table>
<thead>
<tr>
<th>Genes</th>
<th>Sample 1</th>
<th>Sample 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gene A</td>
<td>(n_{11})</td>
<td>(n_{12})</td>
</tr>
<tr>
<td>Others</td>
<td>(n_{21})</td>
<td>(n_{22})</td>
</tr>
</tbody>
</table>

\(n_{ij}(i = 1, 2; j = 1, 2):\) the tag count for Gene A or others for condition \(j;\)

\(N_{i.}, N_{.j}:\) the marginal total of tag count for the row or column;

\(N_{..}:\) the total number of tags in the two conditions.

The Chi-square test or test for equality of two proportions is given by (Kal et al., 1995).

\[ X^2 = \frac{N_{..}(n_{11}n_{22} - n_{12}n_{21})^2}{N_{1.}N_{2.}N_{1.}N_{2.}}. \]  

The \(Z\) statistic, used by Kal et al. to test the equality of two proportions, is calculated as follows (Kal et al., 1999).

\[ Z = \frac{p_1 - p_2}{\sqrt{p_0(1-p_0)(1/N_{1.} + 1/N_{2.})}} \]  

\(p_1 = n_{11}/N_{1.}\)

\(p_2 = n_{12}/N_{2.}\)

\(p_0 = (p_1 + p_2)/2.\)

The Chi-square statistic for \(2 \times 2 \) table is

\[ \chi^2 = \frac{N_{..}(n_{11}n_{22} - n_{12}n_{21})^2}{N_{1.}N_{2.}N_{1.}N_{2.}}. \]  

The Chi-square test or test for equality of two proportions is calculated as follows (Kal et al., 1995).

\[ Z = \frac{p_1 - p_2}{\sqrt{p_0(1-p_0)(1/N_{1.} + 1/N_{2.})}} \]  

It can be shown quite easily that (1) and (2) are equivalent, \(X^2 = Z^2\) (Fisher and van Belle, 1993; Hogg and Craig, 1995).

**Fisher’s exact test** Fisher’s exact test is based on hypergeometric distribution (Stokes et al., 1995). Fisher and van Belle summarized Kennedy et al.’s study on the use of coronary artery bypass graft surgery in emergency cases vs. non-emergency cases (all other cases) (Kennedy et al., 1981; Fisher and van Belle, 1993).

<table>
<thead>
<tr>
<th>Discharge status</th>
<th>Dead</th>
<th>Alive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency</td>
<td>(n_{11})</td>
<td>(n_{12})</td>
</tr>
<tr>
<td>Others</td>
<td>(n_{21})</td>
<td>(n_{22})</td>
</tr>
</tbody>
</table>

\(N_{..} = 396\)

\(N_{1.} = 20\)

\(N_{2.} = 376\)

\(N_{1.} = 388\)

\(N_{2.} = 396\)

In Fisher’s exact test, marginal totals \((N_{1.}, N_{2.}, N_{1.},\) and \(N_{2.}\)) are considered to be fixed. Following the hypergeometric distribution, the probability of observing each possible table configuration can be calculated (Stokes et al., 1995).

\[
P = \frac{N_{1.}!N_{2.}!N_{1.}!N_{2.}!}{N_{..}!n_{11}!n_{12}!n_{21}!n_{22}!}
\]

<table>
<thead>
<tr>
<th>(n_{11})</th>
<th>(n_{12})</th>
<th>(n_{21})</th>
<th>(n_{22})</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20</td>
<td>8</td>
<td>368</td>
<td>0.65806</td>
</tr>
<tr>
<td>1</td>
<td>19</td>
<td>7</td>
<td>269</td>
<td>0.28535*</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>6</td>
<td>270</td>
<td>0.05129</td>
</tr>
<tr>
<td>3</td>
<td>17</td>
<td>5</td>
<td>271</td>
<td>0.00498</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>4</td>
<td>272</td>
<td>0.00028</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>3</td>
<td>273</td>
<td>0.00001</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>2</td>
<td>274</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>1</td>
<td>275</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>0</td>
<td>276</td>
<td>0</td>
</tr>
</tbody>
</table>

The two-sided \(p\)-value is the sum of all the probabilities that are less than or equal to the observed probability (*). Since the \(p\)-value is 0.3419, the data fail to reject the null hypothesis of equal proportions and the observed difference is well within what is expected by chance alone.

**Audic and Claverie’s Bayesian method** Audic and Claverie’s Bayesian method was originally developed to analyse EST data. In the following, ‘tag’ can be replaced with ‘EST’ if ESTs are used in the comparison.

The probability of observing \(n_{12}\) tags in second library given \(n_{11}\) tags observed in first library is expressed as:

\[
P(n_{12} | n_{11}) = \binom{N_{2.}}{n_{12}} \frac{(n_{11} + n_{12})!}{n_{11}!n_{12}!(1 + N_{2.}/N_{1.})(n_{11}+n_{12}+1)}.
\]

The \(p\)-value is computed from cumulated density function as

\[
P = \min \left\{ \sum_{k=0}^{k=n_{12}} P(k | n_{11}), \sum_{k=n_{12}}^{\infty} P(k | n_{11}) \right\}.
\]

(Audic and Claverie, 1997).

**Implementation**

A program, POWER_SAGE, was written in C language to perform Monte Carlo simulation and calculation of power and alpha. It was compiled and tested in an SGI IRIX environment. Since no special library was used, it should run on UNIX, Windows, NT, Linux, etc. It can be run as command-line driven, stand-alone program, or can be run via a web-interface (Figure 1).
Power Analysis of Statistical Tests for SAGE

Input your specification as PLAIN TEXT here:

A sample specification (don't enter the comments):

```
# Seed for random number generator
# Difference Criteria: 1: STD, 2: fold, 3: both
# Iteration to get alpha and power
# Number of transcripts
# ID, frequency, N1, N2 (total # of tags)
```

```
Seed : −19
Diff Crit. : 2
Replication : 10000
K (elements) : 1
ID & prob. : 3 0.000200 50000 50000
```

To receive the output, please change to YOUR email address:

```
michael.man@wl.com
Submit  Clear
```

(b)

```
POWER_SAGE 1.2  July 29, 1999
Michael Z. Man  michael.man@wl.com
Biometrics
Parke-Davis Pharmaceutical Research
Seed : −19
Diff Crit. : 2
Replication : 10000
K (elements) : 1
ID & prob. : 3 0.000200 50000 50000
```

```
<table>
<thead>
<tr>
<th>Diff Level (log)</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Audic and Claverie</th>
<th>Chi-sqr</th>
<th>Fisher's Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expected</td>
<td>Expected</td>
<td>alpha power</td>
<td>alpha power</td>
<td>alpha power</td>
</tr>
<tr>
<td>0.5Fold</td>
<td>3.7</td>
<td>10.0</td>
<td>10.0</td>
<td>3.82</td>
<td>24.00</td>
</tr>
<tr>
<td>2Fold</td>
<td>3.7</td>
<td>10.0</td>
<td>10.0</td>
<td>4.01</td>
<td>37.56</td>
</tr>
<tr>
<td>3Fold</td>
<td>3.7</td>
<td>10.0</td>
<td>10.0</td>
<td>3.81</td>
<td>86.43</td>
</tr>
<tr>
<td>4Fold</td>
<td>3.7</td>
<td>10.0</td>
<td>10.0</td>
<td>3.76</td>
<td>99.20</td>
</tr>
<tr>
<td>5Fold</td>
<td>3.7</td>
<td>10.0</td>
<td>10.0</td>
<td>3.64</td>
<td>99.95</td>
</tr>
<tr>
<td>6Fold</td>
<td>3.7</td>
<td>10.0</td>
<td>10.0</td>
<td>3.79</td>
<td>100.00</td>
</tr>
<tr>
<td>7Fold</td>
<td>3.7</td>
<td>10.0</td>
<td>10.0</td>
<td>3.90</td>
<td>100.00</td>
</tr>
<tr>
<td>8Fold</td>
<td>3.7</td>
<td>10.0</td>
<td>10.0</td>
<td>3.62</td>
<td>100.00</td>
</tr>
<tr>
<td>9Fold</td>
<td>3.7</td>
<td>10.0</td>
<td>10.0</td>
<td>3.71</td>
<td>100.00</td>
</tr>
<tr>
<td>10Fold</td>
<td>3.7</td>
<td>10.0</td>
<td>10.0</td>
<td>3.59</td>
<td>100.00</td>
</tr>
</tbody>
</table>
```

Fig. 1. The Web Interface for POWER_SAGE Program Specification of virtual SAGE experiments can be entered in the box (a). The output is delivered via email. An example of output data is given in (b).
Results and discussion

The three statistical tests all have similar power with consistent alpha (5%) at high expression level (≥ 20 tags) (Figure 2a). The Chi-square test has higher power at the low expression level (≤ 15 tags) than the other two. When unequal sample sizes in two samples (e.g. 50,000 vs. 250,000, or 250,000 vs. 50,000) and different fold differences (e.g. 0.5-, 3-, 4-fold, etc.) are used, the Chi-square test consistently has the highest power (simulation results not shown). Since most transcripts (> 95% of all transcripts) have low expression (tag number ≤ 15 tags) than the other two, the Chi-square test has 5–10% higher power than both Fisher’s exact test and Audic and Claverie’s Bayesian method (Figure 2b). This increase does not seem to be a great difference at first glance. However, considering that the power is only from 0–60% at this range, a 5–10% improvement is significant. It is also worth noting that the decrease of power of Audic and Claverie’s Bayesian method is accompanied by the decrease of alpha at this low expression range (1–15 tags). Our result on the decrease of alpha is in agreement with Audic and Claverie’s observation of the more ‘conservative behaviour’ of their test at low expression range (Audic and Claverie, 1997). The Chi-square test, on the other hand, has an observed alpha consistently close to the pre-specified significance level (5%), even in the low expression range. This demonstrates the robustness of the Chi-square test.

In the original paper (Audic and Claverie, 1997), Audic and Claverie’s Bayesian method and Fisher’s exact test were compared. It was claimed that Fisher’s exact test was more conservative than Audic and Claverie’s Bayesian method. This seems to contradict our finding that the two tests are comparable in terms of power and alpha. A closer examination reveals that Fisher’s exact test calculates a two-tailed p-value and Audic and Claverie’s Bayesian method calculates two one-tail cumulative probabilities, of which the smaller one is reported as the p-value (Audic and Claverie, 1997). Consequently, α/2 (α being the significance level) should be used for Audic and Claverie’s procedure to adjust for the overall false positive rate. In their example, the two-tailed p-value of Fisher’s exact test (4.6%) should be compared against 5%, while the p-value from Audic and Claverie’s procedure (1.6%) should be compared against 2.5%. Given that both p-values were statistically significant and only one example was used, one could not conclude that Audic and Claverie’s Bayesian method is more powerful (less conservative) than Fisher’s exact test.

There are arguments against aggregating genes together to construct a 2×2 table that the Chi-square test (or the Z-statistic based test of equality of two proportions) and Fisher’s exact test use (see Algorithm section) (Audic and Claverie, 1997; Claverie, 1999). Claverie argues that “the definition of the ‘all others’ aggregated gene category is logically inconsistent, as it implies that the genes expressed and observed in conditions A and B are the same, which might be a largely incorrect assumption” (Claverie, 1999). Using this argument, the study described in the Algorithm section (emergency cases vs. non-emergency cases—aggregated all others) would then be incorrect. SAGE or EST experiments are essentially sampling processes from a population of all transcripts and are hence probabilistic in nature. The failure to observe a
transcript in one sample does not prove that the transcript is not present in the population. With a larger sample size, the transcript may be easily found. Even with a very large sample size, not observing the transcript does not prove the absence of the transcript.

The Chi-square test requires random sampling and a large sample size (expected cell counts ≥ 5) (Fisher and van Belle, 1993). Combined tag number from two samples greater than 10 will meet the sample size requirement if the sizes of the two samples are roughly equal. Fisher’s exact test is more restricted (fixing both row and column margins) and is used when the sample size is too small for the Chi-square test (Fisher and van Belle, 1993). In practice, biologists view any combination of tag numbers from two groups less than 10 with reservation (personal communication). In the range that represents expression levels of most genes in SAGE experiment (≤ 15 tags), the Chi-square test is more powerful than Audic and Claverie’s test and Fisher’s exact test. Therefore, the Chi-square test is preferred for its higher power and robustness. It can be easily calculated using many statistical software. An option in POWER_SAGE can be used to perform Chi-square tests for SAGE experiments.

Because SAGE is an expensive and laborious process, studies should be carefully planned to ensure that the scientific question could be addressed with sufficient sensitivity and minimal resource. The determination of sample size is therefore very important. Actually, sensitivity/power and sample size are intimately related. R.A.Fisher, father of modern statistics, stated: ‘By increasing the size of the experiment, we can render it more sensitive, meaning by this that it will allow of the detection of a lower degree of sensory discrimination, or, in other words, of a quantitatively smaller departure from the null hypothesis’ (Fisher, 1951). Fisher’s point can be illustrated with simulation results in Figure 4. For large differences (5- and 10-fold), small sample size (total tags collected from one sample) is quite sufficient

Table 1. An example using POWER_SAGE to select optimal sample size. Assume that the total numbers of tags from each of the two samples are the same (= sample size). The tag frequency of the transcript in the control sample (p_c) is set at 0.1% or 0.01% and that in the treatment sample (p_t) is 2p_c. The significant level is 5%. The total number of iteration is 1000 (10000 iteration gives similar results). The simulation results from POWER_SAGE are validated using nQuery Advisor®, which is a more general package for sample size and power calculations (Elashoff, 1999). The results are in good agreement except that there is slight overestimate of power using nQuery Advisor when the large sample requirement (expected cell count ≥ 5) is not met. For example, when 10000 tags are collected for a transcript at 0.01% in the control and 0.02% in the treatment, the expected cell count for each of the corresponding cells is 1.5 \((0.01%+0.02%)/2 = 10000\). In this case, the large sample estimation of power used in nQuery Advisor is no longer appropriate.

Table 1.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Power (Chi-square) at 0.1% expression level (%)</th>
<th>Power (Chi-square) at 0.01% expression level (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>24.8</td>
<td>1.4</td>
</tr>
<tr>
<td>10000</td>
<td>44.7</td>
<td>5.6</td>
</tr>
<tr>
<td>25000</td>
<td>84.1</td>
<td>11.3</td>
</tr>
<tr>
<td>50000</td>
<td>98.4</td>
<td>23.8</td>
</tr>
<tr>
<td>100000</td>
<td>100</td>
<td>44.1</td>
</tr>
<tr>
<td>200000</td>
<td>100</td>
<td>73.6</td>
</tr>
<tr>
<td>300000</td>
<td>100</td>
<td>88.4</td>
</tr>
</tbody>
</table>

Fig. 4. Simulation results from POWER_SAGE. The tag frequency of the transcript in the control sample is set at 0.01% \((p_c)\) and that in the treatment sample is set at fold \(p_c\). The sample size (5000, 25000, 50000, 100000, 200000, or 300000) represents the total number of tags from each sample. The total number of iteration used is 10000 and the significance level is 5%.
to achieve high power. For small differences (2- and 3-fold), much larger sample size is needed to get the same level of power. In practice, if too few tags were sequenced, there would be insufficient power to detect changes in gene expression. Conversely, if more than necessary were sequenced, valuable resources would be wasted. **POWER_SAGE** can be used to run ‘virtual’ SAGE experiments to get a ‘feel’ of the proposed study (Figure 1). An example is also provided (Table 1) in which we assume that the genes of interest are expressed at 0.1% level. One wants to determine the number of tags to sequence in order to have sufficient power (e.g. ≥80%) to detect a 2-fold change (p in control, 2p in treatment). Instead of sequencing 50 000 tags by default, one can do a series of ‘virtual’ SAGE with different sample sizes. From Table 1, a sample size of 25 000 tags, half the usual size (50 000), will guarantee sufficient power and, hence, results in 50% cost reduction. On the other hand, when the expression level is 0.01%, a sample size of 25 000 tags has little power (11.3%). One needs to look beyond 50 000 tags even if a modest power is desired. Therefore, **POWER_SAGE** can be useful in helping researchers select the optimal number of tags to sequence, given some prior knowledge about expression levels of the genes of interest. **POWER_SAGE** is quite flexible, capable of accommodating a large number of transcripts and different sample size combinations (including unequal sample sizes, Figure 1). Another program that is based on Z-statistic for testing equality of two proportions (= Chi-square test), SAGEstat, can do sample size calculation for pre-specified alpha, power, p’1, and p’2 (Kal et al., 1999). The two programs are complementary to each other, focusing on power and sample size, respectively.
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