A 3-D hybrid finite-difference—finite-element viscoelastic modelling of seismic wave motion
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SUMMARY

We have developed a new hybrid numerical method for 3-D viscoelastic modelling of seismic wave propagation and earthquake motion in heterogeneous media. The method is based on a combination of the fourth-order velocity–stress staggered-grid finite-difference (FD) scheme, that covers a major part of a computational domain, with the second-order finite-element (FE) method which can be applied to one or several relatively small subdomains. The FD and FE parts causally communicate at each time level in the FD–FE transition zone consisting of the FE Dirichlet boundary, FD–FE averaging zone and FD Dirichlet zone.

The implemented FE formulation makes use of the concept of the global restoring-force vector which significantly reduces memory requirements compared to the standard formulation based on the global stiffness matrix.

The realistic attenuation in the whole medium is incorporated using the rheology of the generalized Maxwell body in a definition equivalent to the generalized Zener body.

The FE subdomains can comprise extended kinematic or dynamic models of the earthquake source or the free-surface topography. The kinematic source can be simulated using the body-force term in the equation of motion. The traction-at-split-node method is implemented in the FE method for simulation of the spontaneous rupture propagation.

The hybrid method can be applied to a variety of problems related to the numerical modelling of earthquake ground motion in structurally complex media and source dynamics.
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1 INTRODUCTION

Although many computational and numerical-modelling methods have been developed so far for seismic wave propagation and earthquake motion, no single method can be considered the most efficient and, at the same time, accurate for all wavefield-medium problem configurations. Each method has its advantages and drawbacks either in computational efficiency or accuracy. Although looking for new and more efficient/accurate methods is desirable, possible and, we believe, necessary, a considerable improvement of the present-day modelling tools can be achieved by combining individual methods in hybrid approaches. In some cases it is advantageous to solve time dependence of the displacement using one method and spatial dependence using some other method. For example, Alexeev & Mikhailenko (1980) combined partial separation of variables and finite-difference (FD) method, Mikhailenko & Korneev (1984) combined finite integral Fourier transform and FD method. In some other cases it is reasonable to split the computational domain into two or more parts and solve each part by a proper method. Several hybrid methods were developed, mainly in 2-D, in an effort to achieve reasonable computational efficiency in applications to relatively complex structural models. They include methods by Ohtsuki & Harumi (1983), Shtivelman (1984, 1985), Van den Berg (1984), Kummer et al. (1987), Stead & Helmberger (1988), Kawase (1988), Gaffet & Bouchon (1989), Emmerich (1989, 1992), Fäh (1992), Fäh et al. (1993), Rovelli et al. (1994), Bouchon & Coutant (1994), Robertson (1996), Zahradník & Moczo (1996), Moczo et al. (1997), Lecomte et al. (2004) and Ma et al. (2004).

Here we focus on the 3-D viscoelastic modelling of earthquake motion in the heterogeneous medium with, optionally, kinematic (point or finite) or dynamic earthquake source. We combine the fourth-order velocity–stress staggered-grid FD scheme with the second-order finite-element (FE) method.

Being well aware of the recently elaborated powerful spectral-element method (e.g. Komatitsch et al. 2005; Chaljub et al. 2007; Tromp et al. 2008) and ADER-DG method (e.g. Käser & Dumbser 2006; Käser et al. 2007; de la Puente et al. 2007) we believe that our hybrid...
approach can be useful in a variety of problem configurations in wave propagation and source dynamics where it can be computationally efficient and, at the same time, sufficiently accurate.

The FE method more easily incorporates boundary conditions at the free surface and material interfaces compared to the FD method if the free surface or internal interface coincides with a surface of gridpoints. Therefore, the FE method is better suited for simulation of the traction-free condition and rupture propagation than the FD method. On the other hand, a FD scheme can be computationally more efficient on a regular space–time grid for modelling seismic wave propagation—for example, if the seismic wave produced by the dynamically rupturing fault are to be propagated away from the fault. It is therefore, very natural to think of a hybrid combination of the two methods if we want to comprise both the dynamic earthquake source and the wave propagation in the complex heterogeneous medium.

The FD and FE methods were combined in the 2-D modelling. Moczo et al. (1997) combined the second-order conventional FD scheme with the second-order FE method for the 2-D viscoelastic P-SV modelling of seismic motion in the near-surface sedimentary/topographic structure. Ma et al. (2004) combined the fourth-order velocity–stress staggered-grid scheme with the second-order FE method for the 2-D elastic P-SV modelling. In our hybrid formulation we also combine the second-order FE scheme with the fourth-order FD scheme.

In the FD–FE transition zone the size of the grid spacing in the FE grid is twice smaller compared to that in the FD grid. Away from the transition zone the size of an element can in principle vary. The twice smaller FE grid spacing is algorithmically the most natural option: any other ratio between the FD and FE grid spacings would make the schemes for the transition zone much more complicated and it is likely that it would produce more numerical noise. Intuitively, in a rough estimate, such a choice seems reasonable given the second- and fourth-order approximations in the FE and FD schemes, respectively. Strictly speaking, however, the spatial sampling does not simply scale with the approximation order. For example, the increase in the approximation order by two does not mean that as much as twice larger grid spacing can be used. This indicates that an appropriately small FE grid spacing may require a FD grid spacing smaller than that usually used by many modellers in the pure fourth-order staggered-grid modelling. This is additionally and independently supported by results obtained by Kristek & Moczo (2006). They indicated by their numerical investigations for the 1-D problem that the fourth-order staggered-grid scheme requires denser spatial sampling than that usually used by many users who consider it approximately twice coarser than in the second-order conventional schemes.

One other aspect of the spatial sampling is due to the fact that the numerical modelling of the rupture propagation and free-surface topography requires denser spatial sampling compared to that usually used for the wave propagation.

In the paper we first present, in a concise form, the 3-D viscoelastic fourth-order velocity–stress staggered-grid FD formulation. We continue with a more detailed exposition of the FE method formulated using the restoring force. We then briefly characterize the computational domain. The dominant methodological part of the paper is devoted to the FD–FE transition zone which is a core of the hybrid approach. Results of extensive parametric test simulations are then presented to demonstrate numerical behaviour of the transition zone. In order to illustrate possible applications of the hybrid method, we include partial results of simulations of two hypothetical earthquakes near the Grenoble valley in France.

2 EQUATION OF MOTION, CONSTITUTIVE LAW, AND FINITE-DIFFERENCE SCHEME

Rheology of a 3-D isotropic viscoelastic medium can be assumed as made of rheologies of two GMB-EK bodies. GMB-EK means generalized Maxwell body as defined by Emmerich & Korn (1987): several classical Maxwell bodies and one Hooke body connected in parallel. One GMB-EK body represents the complex frequency-dependent bulk modulus. The other represents the complex frequency-dependent shear modulus. Note that rheology of the GMB-EK body is identical to that of the generalized Zener body made of several classical Zener bodies connected in parallel. The equivalence was shown by Moczo & Kristek (2005).

The following formulations of the equation of motion and the stress–strain relation are used (Kristek & Moczo 2003; Moczo et al. 2007a):

\[ \rho \dot{e}_{i,j} = \sigma_{i,j} + f_i \]  

and

\[ \dot{\sigma}_{i,j} = k \dot{\xi}_{i,k} \delta_{i,j} + 2\mu \left( \dot{\xi}_{i,j} - \frac{1}{3} \delta_{i,k} \delta_{j,l} \right) \]

\[ - \sum_{i=1}^{n} \left[ k Y_i^x \delta_{i,k} \delta_{j,l} + 2\mu Y_i^\mu \left( \dot{\xi}_{i,j}^{(i)} - \frac{1}{3} \delta_{i,k} \delta_{j,l} \right) \right], \]  

\[ \dot{\xi}_{i,j}^{(i)} + \omega_0 \dot{\xi}_{i,j}^{(i)} = \omega_0 \dot{\xi}_{i,j}; \quad l = 1, \ldots, n. \]

Here, in a Cartesian coordinate system \((x_1, x_2, x_3)\) or \((x, y, z)\), \(i, j, k \in \{1, 2, 3\}\), \(\rho(x)\) is density, \(k(x)\) relaxed (elastic) bulk modulus, \(\mu(x)\) unrelaxed shear modulus, \(Y_i^x\) and \(Y_i^\mu\) anelastic coefficients, \(\bar{v}(x)\) particle-velocity vector, \(\bar{v}^{(i)}\) time derivative of the \(i\)th component of the particle-velocity vector, \(f(x, t)\) body force per unit volume, \(\sigma_{i,j}(x, \bar{v}^{(i)}(x, t)\) stress tensor, \(\dot{\sigma}_{i,j}\) time derivative of the stress tensor, \(\sigma_{i,j}\) spatial derivative of the stress tensor with respect to \(x_j\), \(\dot{e}_{i,j}(x, t)\) time derivative of the strain tensor, \(\dot{\xi}_{i,j}^{(i)}(x, t)\) material-independent anelastic functions (memory variables), \(\omega_0\) angular relaxation frequency for the \(l\)th relaxation mechanism, \(n\) number of relaxation mechanisms, and \(\delta_{i,j}\)
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literature and because we have to explain the incorporation of the GMB-EK rheology in the FE formulation, here we briefly outline the
derivation of the FE scheme with the restoring-force vector from the Galerkin formulation of the discretized variational form of the equation of
motion for one element e. A detailed explanation of the concept can be found in Moczo et al. (2007a). The equation is
\[ \int_{Q^M} s_k \frac{\partial s_l}{\partial t} \det \mathbf{J} \, d\Omega \, \bar{u}_{ij} + \int_{Q^M} s_k \frac{\partial f_j}{\partial t} \det \mathbf{J} \, d\Omega = 0; \quad k, l \in \{1, 2, \ldots, L\}, \]
where \( s_k \) are the shape functions, indices \( i \) and \( j \) denote spatial coordinates \( x, y, z \), \( s_k \), \( s_l \), \( s_j \), \( s_i \), \( s_j \), \( s_l \) partial spatial derivative of the shape function, \( \rho \) density of the medium in element \( e \), \( \sigma \) stress tensor, \( f_j \) body force per unit volume, \( \Gamma \) part of the boundary of the element with the acting traction \( \mathbf{h}^e \), \( Q^M \) master element, and \( L \) the number of nodes in element \( e \). \( u_{ij} \) is the component of the local vector of the discretized displacements at the nodes. The latter vector is
\[ \mathbf{u}^e = \begin{bmatrix} u_x \\ u_y \\ u_z \end{bmatrix} = \begin{bmatrix} u_{x1}, \ldots, u_{xL}, u_{y1}, \ldots, u_{yL}, u_{z1}, \ldots, u_{zL} \end{bmatrix}^T. \]
The integrations in eq. (7) are performed in the master element \( Q^M \), that is, element in the local coordinates. Matrix \( \mathbf{J} \) is the Jacobian of transformation of the master element \( Q^M \) from the local coordinates to element \( \Omega^e \) in the global coordinates.

<table>
<thead>
<tr>
<th>Source parameters</th>
<th>Source–time-function parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strike ( \Phi_S )</td>
<td>( f_p )</td>
</tr>
<tr>
<td>Dip ( \delta )</td>
<td>( \gamma_s )</td>
</tr>
<tr>
<td>Rake ( \lambda )</td>
<td>( \Theta )</td>
</tr>
<tr>
<td>( M_0 )</td>
<td>( t_s )</td>
</tr>
<tr>
<td>( 22.5^\circ )</td>
<td>( 0.225 )</td>
</tr>
<tr>
<td>( 90^\circ )</td>
<td>( 0.25 )</td>
</tr>
<tr>
<td>( 0^\circ )</td>
<td>( 0.00 )</td>
</tr>
<tr>
<td>( 1 \times 10^{16} ) N m</td>
<td>( 0.5 ) s</td>
</tr>
</tbody>
</table>

Table 1. Focal and source time function parameters of the point double-couple source used in the numerical tests for the US-12, US-18, FS-12, FS-18, convergence, and contact of two half-spaces problem configurations.
Figure 1. A staggered-grid FD cell with positions of particle-velocity components $\dot{U}, \dot{V}, \dot{W},$ stress–tensor components $T_{xy}, T_{yz}, T_{zx}, T_{xx}, T_{yy}, T_{zz},$ anelastic functions $\xi_{xy}, \xi_{yz}, \xi_{zx}, \xi_{xx}, \xi_{yy}, \xi_{zz},$ effective elastic bulk and shear moduli $\kappa_{H}, \mu_{H}, \mu_{Hxy}, \mu_{Hyz}, \mu_{Hzx},$ and anelastic coefficients $\gamma_{\mu}, \gamma_{\kappa}, \gamma_{\mu xy}, \gamma_{\mu yz}, \gamma_{\mu zx}.$ Indices $A$ and $H$ indicate integral volume arithmetic and harmonic averages.

Figures 2. Illustration of the computational domain. The FE region can cover a part of the model with a free-surface topography (left-hand side) or a dynamically rupturing surface (right-hand side). The rest of the domain is covered with the FD grid. One computational domain can, in principle, include several FE regions. The latter option is available in the Fortran 95 program 3D_Hybrid_FDFE (available at http://www.euquake.eu/Computer_Codes).

Eq. (7) is a set of $3L$ equations and can be written in a matrix form. By applying the standard FE procedure to the first term on the left-hand side of the equation we obtain the well known local mass matrix $\mathbf{M}$. From the third and fourth terms we obtain a local loading-force vector $\mathbf{f}$. The application of the standard FE procedure to the second term would lead to the local stiffness matrix (usually denoted by $\mathbf{K}$). Here we proceed in other way in order to obtain a local restoring-force vector.

For $i = x$ we rewrite the second term on the left-hand side of eq. (7) in the form

$$\int_{\Omega_i} s_{k,j} \sigma_{ij} \text{det} \mathbf{J} d\Omega \overset{\text{i = x}}{=} \int_{\Omega_i} \left[ s_{k,x} \sigma_{xx} + s_{k,y} \sigma_{xy} + s_{k,z} \sigma_{xz} \right] \text{det} \mathbf{J} d\Omega.$$  \hspace{1cm} (9)

Considering the vector of shape functions

$$\mathbf{s} = [s_1, \ldots, s_L]^T,$$

we can define a local vector of the $x$-components of the restoring force as

$$\mathbf{r}_x = -\int_{\Omega_i} (s_{x,x} \sigma_{xx} + s_{x,y} \sigma_{xy} + s_{x,z} \sigma_{xz}) \text{det} \mathbf{J} d\Omega.$$  \hspace{1cm} (11)
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Figure 3. Illustration of an algorithmically minimal transition zone for the causal FD–FE communication at each time level. For simplicity, only the vertical grid plane with the \( x \)- and \( z \)-components of the particle velocity, \( \dot{U} \) and \( \dot{W} \), normal stress–tensor components, \( T_{xx} \), \( T_{yy} \), and \( T_{zz} \), and shear stress–tensor component \( T_{zx} \) is shown (compare with Fig. 1). \( h_{FD} \) is the spatial grid spacing in the FD grid. \( h_{FE} \) is the spatial grid spacing in the uniform part of the FE grid in and near the transition zone; the rest of the FE grid can be non-uniform. Note that no special symbol is used to indicate positions of the displacement vector in the FE grid. Each intersection of the grid lines (gridpoint) in the FE region, is a position of all components of the displacement vector. Analogously for \( i = y \) and \( i = z \) we obtain

\[
\mathbf{r}_y = - \int_{\Omega} (s_{,x} \sigma_{xy} + s_{,y} \sigma_{yy} + s_{,z} \sigma_{yz}) \det J \, d\Omega
\]

and

\[
\mathbf{r}_z = - \int_{\Omega} (s_{,x} \sigma_{xz} + s_{,y} \sigma_{yz} + s_{,z} \sigma_{zz}) \det J \, d\Omega.
\]

Then

\[
\mathbf{r}^e = \begin{bmatrix} \mathbf{r}_x \\ \mathbf{r}_y \\ \mathbf{r}_z \end{bmatrix}
\]

is the local restoring-force vector. A component of the local restoring-force vector, \( \mathbf{r}^e_k \), represents the \( i \)-component of the force acting at node \( k \) due to elastic forces acting in the element. These elastic forces represent reaction to the current state of deformation of the element. The forces tend to return the element back to the equilibrium.

The stress tensor for the isotropic elastic medium is given by Hooke’s law:

\[
\begin{align*}
\sigma_{xx} &= (\lambda + 2\mu) \ s_{,x}^T \mathbf{u} + \lambda \ s_{,y}^T \mathbf{u} + \lambda \ s_{,z}^T \mathbf{u}, \\
\sigma_{yy} &= \lambda \ s_{,y}^T \mathbf{u} + (\lambda + 2\mu) \ s_{,y}^T \mathbf{u} + \lambda \ s_{,z}^T \mathbf{u}, \\
\sigma_{zz} &= \lambda \ s_{,z}^T \mathbf{u} + (\lambda + 2\mu) \ s_{,z}^T \mathbf{u}, \\
\sigma_{xy} &= \mu \ (s_{,x}^T \mathbf{u} + s_{,y}^T \mathbf{u}), \\
\sigma_{xz} &= \mu \ (s_{,x}^T \mathbf{u} + s_{,z}^T \mathbf{u}), \\
\sigma_{yz} &= \mu \ (s_{,y}^T \mathbf{u} + s_{,z}^T \mathbf{u}).
\end{align*}
\]

Using the local mass matrix \( \mathbf{M}^e \), the local loading-force vector \( \mathbf{f}^e \), and local restoring-force vector \( \mathbf{r}^e \) we can rewrite eq. (7) in a matrix form

\[
\mathbf{M}^e \ddot{\mathbf{u}}^e = \mathbf{r}^e + \mathbf{f}^e.
\]
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Figure 4. Possible spatial configurations of the grid position at which interpolations are necessary. Each of the nine stencils indicates a possible spatial position of the FE-gridpoint (empty circle) of the FE Dirichlet boundary with respect to the FD-grid particle-velocity positions (full circles) used for interpolation. Number 1 (stencils in the left column) refers to the FE-gridpoint located directly at a grid line of the FD-grid values that can be used for the interpolation. The lower-case a, b and c then distinguish three possible configurations along such a grid line. Number 2 refers to the FE-gridpoint located at a grid plane of the FD-grid values that can be used for the interpolation. Number 3 refers to the FE-gridpoint located out of a grid planes and lines of the FD-grid values that can be used for the interpolation.

Following the standard FE procedure to assemble the local systems of equations for all elements in the mesh we obtain a global system of ordinary differential equations

\[ M \ddot{u} = f + r, \quad (17) \]

where \( M \) is the global mass matrix, \( \ddot{u} \) global vector of discretized displacements at nodes, \( f \) global loading-force vector and \( r \) is the global restoring-force vector.
Approximating the second time derivative in eq. (17) by the central-difference formula leads to an explicit FE scheme for updating displacements at the time level $m + 1$:

$$
\mathbf{u}(m+1) = \left(\frac{\Delta t}{2}\right)^2 \mathbf{M}^{-1} \left[ \mathbf{r}^m + \mathbf{f}^m \right] + 2 \mathbf{u}^m - \mathbf{u}^{m-1}.
$$

(18)

Note that the local vector of the restoring force can be expressed using the local stiffness matrix $\mathbf{K}^e$:

$$
\mathbf{r}^e = -\mathbf{K}^e \cdot \mathbf{u}^e.
$$

(19)

Substitution of expression (19) into eq. (16) would eventually lead to the standard formulation of the FE method with the global stiffness matrix. This, however, implies that the stability and grid dispersion for the FE scheme with the restoring-force vector are exactly the same as those for the standard FE scheme with the global stiffness matrix.

The main reason for the FE scheme with the global restoring-force vector is reduction of the memory required by the global stiffness matrix $\mathbf{K}$. The matrix is very sparse. Let $N_n$ be the total number of nodes in the mesh of the hexahedral elements. We use the so-called HEX8 elements with eight nodes at the corners. Then the total number of elements in matrix $\mathbf{K}$ is $3N_n \times 3N_n$, whereas the number of non-zero elements is, approximately, $3N_n \times 81$. Because the latter number is considerably smaller than the former one, storing only the non-zero elements means relatively considerable reduction of the memory requirements. At the same time, $3N_n \times 81$ is still a too large number if we realize that even in the modest 3-D modelling millions to tens of millions of nodes are necessary. In other words, the number of the non-zero elements of the global stiffness matrix poses a serious problem.

The global restoring-force vector $\mathbf{r}$ contains $3N_n$ values. It is 81 times less than the number of the non-zero elements in the global stiffness matrix. As a consequence, the FE formulation (17) needs considerably smaller memory compared to that required by the standard FE formulation with the global stiffness matrix assuming the same time discretization.

On the other hand the stiffness matrix is time-independent and thus it is computed once at the beginning of computation. The restoring force varies with time, and therefore, it has to be updated at each time level. This means that the restoring force reduces memory requirements but increases computational time.

For completeness note that the stiffness matrix is time-independent only if material parameters are time-independent. If we considered time-dependent material parameters, for example, non-linear behaviour of a medium, the stiffness matrix would vary with time. Such a
Figure 6. Problem configurations for numerical tests of the numerical behaviour of the FD–FE transition zone. A point double-couple source (indicated by a star) and receiver profile (indicated by a thick line) are located in an unbounded homogeneous elastic space. The source is located at the centre of the cube FE region. The FE region is surrounded by the FD region. The receiver profile extends from the FE region through the FD–FE transition zone into the FD region. Two spatial samplings are considered. 12 grid spacings per minimum wavelength are applied in the FE region in the US-12 configuration (left-hand panel) whereas 18 grid spacings per minimum wavelength are applied in the US-18 configuration (right-hand panel). Six and nine grid spacings per minimum wavelength are applied in the FD regions in the two configurations, respectively.

matrix would have to be updated at each time level. In other words, the stiffness-matrix formulation would loose the advantage of smaller computational time.

In a hybrid combination of the FE and FD methods it is necessary that both methods have the same model of realistic attenuation. For the FE scheme we therefore, assume the same GMB-EK rheology as described in the previous section. Because we work with the displacement
A 3-D hybrid finite-difference

Figure 7. For each problem configuration shown in Fig. 6 numerical simulations were performed for four different FD–FE transition zones. The four zones are illustrated using simple geometry here. $B = 0$ corresponds to the algorithmically minimal transition zone with no averaging zone AZ. $B = 1, 2, 3$ correspond to the transition zones with different thicknesses of the averaging zone AZ.

formulation, we consider the stress–strain relation in the form (Kristek & Moczo 2003; Moczo et al. 2007a)

$$
\sigma_{ij} = \kappa \varepsilon_{kk} \delta_{ij} + 2 \mu \left( \varepsilon_{ij} - \frac{1}{3} \varepsilon_{kk} \delta_{ij} \right)
- \sum_{l=1}^{n} \left[ \kappa Y_{l}^{*} \kappa_{l}^{kk} \delta_{ij} + 2 \mu Y_{l}^{*} \left( \kappa_{l}^{ij} - \frac{1}{3} \kappa_{l}^{kk} \delta_{ij} \right) \right]
$$

(20)

and

$$
\dot{\zeta}_{ij}^{(j)} + \omega_{l} \dot{\zeta}_{ij}^{(j)} = \omega_{l} \varepsilon_{ij}; \quad l = 1, \ldots, n;
$$

(21)

compare with the analogous relations for the velocity–stress formulation, eqs (2) and (3). Recall that indices $i, j$ and $k (i, j, k \in \{x, y, z\})$ are spatial indices, index $l$ denotes the $l$th relaxation mechanism, $n$ denotes the number of relaxation mechanisms, and the equal-index summation convention does not apply to $l$.

Rewrite the stress–strain relation (20) in the form more suitable for the FE implementation:

$$
\sigma_{ij} = \sigma_{ij}^{E} - \sum_{l=1}^{n} \sigma_{ij}^{Al}.
$$

(22)

We split the stress tensor into the elastic and anelastic parts. The elastic part $\sigma_{ij}^{E}$ is given by Hooke’s law (15). The anelastic part is determined by a sum of the anelastic terms $\sigma_{ij}^{Al}$ for all relaxation frequencies—due to superposition of all relaxation mechanisms. A vector of the anelastic
terms $\sigma_{ij}^{sl}$ can be written as

$$
\begin{bmatrix}
\sigma_{xx}^{sl} \\
\sigma_{yy}^{sl} \\
\sigma_{zz}^{sl} \\
\sigma_{xy}^{sl} \\
\sigma_{yx}^{sl} \\
\sigma_{xz}^{sl} \\
\sigma_{yz}^{sl}
\end{bmatrix} =
\begin{bmatrix}
Y_i^{+} & Y_i^{-} & Y_j^{-} & 0 & 0 & 0 & 0 \\
Y_i^{-} & Y_i^{+} & Y_j^{+} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \mu Y_i^{\mu} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \mu Y_i^{\mu} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \mu Y_i^{\mu} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \mu Y_i^{\mu} \\
0 & 0 & 0 & 0 & 0 & 0 & \mu Y_i^{\mu}
\end{bmatrix}
\begin{bmatrix}
\zeta_{i}^{x+} \\
\zeta_{j}^{y+} \\
\zeta_{j}^{z+} \\
\zeta_{j}^{xy} \\
\zeta_{j}^{yx} \\
\zeta_{j}^{xz} \\
\zeta_{j}^{yz}
\end{bmatrix},
$$

(23)

where

$$
Y_i^{+} = \kappa Y_i^{+} + \frac{4}{3} \mu Y_i^{\mu}, \quad Y_i^{-} = \kappa Y_i^{-} - \frac{2}{3} \mu Y_i^{\mu}.
$$

(24)

For solving eq. (21) we use the scheme by Kristek & Moczo (2003). Considering eq. (21) at the time level $m$, an approximation of the time derivative using the second-order central-difference formula, and $\zeta_{i}^{j}(m)$ by an arithmetic average of $\zeta_{i}^{j}(m - \frac{1}{2})$ and $\zeta_{i}^{j}(m + \frac{1}{2})$ yields a recurrent formula

$$
\zeta_{i}^{j}(m + \frac{1}{2}) = \frac{2 \omega_1 \Delta t \varepsilon_{ij}(m) + (2 - \omega_1 \Delta t) \zeta_{i}^{j}(m - \frac{1}{2})}{2 + \omega_1 \Delta t}.
$$

(25)

Substituting relation (25) into

$$
\zeta_{i}^{j}(m) = \frac{1}{2} \left[ \zeta_{i}^{j}(m - \frac{1}{2}) + \zeta_{i}^{j}(m + \frac{1}{2}) \right]
$$

(26)

we obtain formula for $\zeta_{i}^{j}(m)$.

The strain–tensor components can be computed using relations

$$
\varepsilon_{xx} = s_i^{x+} u_x, \\
\varepsilon_{yy} = s_i^{y+} u_y, \\
\varepsilon_{zz} = s_i^{z+} u_z, \\
\varepsilon_{xy} = \frac{1}{2} (s_i^{x+} u_x + s_i^{y+} u_y), \\
\varepsilon_{yx} = \frac{1}{2} (s_i^{y+} u_y + s_i^{x+} u_x), \\
\varepsilon_{xz} = \frac{1}{2} (s_i^{x+} u_x + s_i^{z+} u_z), \\
\varepsilon_{yz} = \frac{1}{2} (s_i^{y+} u_y + s_i^{z+} u_z).
$$

(27)
Figure 9. Results of the numerical tests—comparison of the FD–FE hybrid synthetics with the DWN solutions for the problem configuration US-12. Left-hand, central and right-hand columns—results for the \(x\), \(y\)- and \(z\)-components of the displacement vector (denoted by \(U\), \(V\) and \(W\)), respectively. Top panel: FD–FE and DWN synthetics along the receiver profile extending from the FE region through the transition zone into the FD region for the algorithmically minimal transition zone (\(B = 0\)). Middle panel: The same as in the top panel but for the transition zone with the smallest possible averaging zone (\(B = 1\)). Bottom panel: Envelope (EM) and phase (PM) misfits between the FD–FE and DWN synthetics at all receiver positions for all four considered transition zones (\(B = 0, 1, 2, 3\)). The vertical line in each column indicates position of the FE Dirichlet boundary.

The local restoring-force vector was defined by relations (11)–(14). For the stress–strain relation (22), the local restoring-force vector takes form

\[
\mathbf{r}_i = \mathbf{r}_i^E - \sum_{l=1}^{n} \mathbf{r}_l^{f,l}; \quad i \in \{x, y, z\},
\]

(28)
where

\[
\begin{align*}
    r_x^E &= -\int_{\Omega^M} (s_x \sigma_{xx}^E + s_y \sigma_{xy}^E + s_z \sigma_{xz}^E) \det J \, d\Omega, \\
    r_y^E &= -\int_{\Omega^M} (s_x \sigma_{xy}^E + s_y \sigma_{yy}^E + s_z \sigma_{yz}^E) \det J \, d\Omega, \\
    r_z^E &= -\int_{\Omega^M} (s_x \sigma_{xz}^E + s_y \sigma_{yz}^E + s_z \sigma_{zz}^E) \det J \, d\Omega.
\end{align*}
\]
Figure 11. Problem configurations for numerical tests of the numerical behaviour of the FD–FE transition zone. A point double-couple source (indicated by a star) is located in a homogeneous half-space. A receiver profile (indicated by a thick line) is located at the planar free surface of the half-space. The source is located at the centre of the cube FE region. The FE region is surrounded by the FD region. The receiver profile at the free surface extends from the FE region through the FD–FE transition zone into the FD region. Two spatial samplings are considered. 12 grid spacings per minimum wavelength are applied in the FE region in the FS-12 configuration (left-hand panel) whereas 18 grid spacings per minimum wavelength are applied in the FS-18 configuration (right-hand panel). Six and nine grid spacings per minimum wavelength are applied in the FD regions in the two configurations, respectively.

and

\[
\mathbf{r}^{AI}_x = - \int_{\Omega} \left( s_x \sigma_x^{ AI} + s_y \sigma_y^{ AI} + s_z \sigma_z^{ AI} \right) \det \mathbf{J} \, d\Omega,
\]

\[
\mathbf{r}^{AI}_y = - \int_{\Omega} \left( s_x \sigma_x^{ AI} + s_y \sigma_y^{ AI} + s_z \sigma_z^{ AI} \right) \det \mathbf{J} \, d\Omega,
\]

\[
\mathbf{r}^{AI}_z = - \int_{\Omega} \left( s_x \sigma_x^{ AI} + s_y \sigma_y^{ AI} + s_z \sigma_z^{ AI} \right) \det \mathbf{J} \, d\Omega.
\]
A numerical quadrature for computation of the restoring force requires, in general, anelastic functions at all integration points. The update of the anelastic functions at the time level \( m + \frac{1}{2} \) needs values at the time level \( m - \frac{1}{2} \) that have to be stored in the computer memory. Standard numerical quadratures for the hexahedral element with eight nodes use eight integration points. The corresponding memory requirements are: 8 integration points \( \times 6 \) components of the anelastic functions \( \times n \) relaxation frequencies \( \times \) the number of elements in the mesh \( N_e = 48 \times n \times N_e \). For modelling constant or almost constant \( Q \) we use 4 relaxation frequencies. Then the estimate gives 192 \( N_e \). Obviously, the incorporation of the attenuation dramatically increases the memory requirements; the number of quantities required by the elastic restoring force itself is only 3\( N_n \). Note that the number of nodes \( N_n \) and the number of elements \( N_e \) for large models are approximately the same.
The coarse spatial distribution of the anelastic functions (Day 1998; Graves & Day 2003; Kristek & Moczo 2003) can significantly reduce the additional memory requirements. The techniques are particularly suitable for structured meshes. It is important to consider the FE mesh unstructured. Therefore, we simplify the algorithm and evaluate the anelastic functions only at the centre of an element. This means that for calculation of the anelastic functions we consider constant strain within an element, the strain being located at the element’s centre. Then the number of quantities to store is reduced to $24N_e$.

We have implemented the traction-at-split-node (TSN) method for a numerical modelling of spontaneous rupture propagation in order to incorporate dynamic source models. The TSN was independently developed by Andrews (1973, 1976a, b, 1999) and Day (1977, 1982). There are some differences in the formulations by Andrews and Day. We closely followed Day’s formulation. A detailed exposition of this TSN formulation and implementation can be found in the monograph by Moczo et al. (2007a).

Figure 13. The same as in Fig. 9 but for the problem configuration FS-18.
Convergence test

Figure 14. Problem configuration and 7 discretizations for the convergence test. The configuration is very similar to that of the US-12 test shown in Fig. 6. A point double-couple source (indicated by a star) and receiver positions (triangles) are located in an unbounded homogeneous elastic space. The numbers of elements and FD grid spacings per $\lambda_{\text{min}}$, grid spacings in FE and FD, and the total number of elements in the FE region for each discretization are summarized in the table. The bottom part indicates the sizes of elements, FD–FE transition zones, and receiver positions for all considered discretizations.
Figure 15. Numerical results for the convergence test—envelope misfit (EM) as a function of the number of elements per $\lambda_{\min}$ for the $x$-, $y$- and $z$-components of the displacement vector (denoted by $U$, $V$ and $W$) at three receiver positions.

4 COMPUTATIONAL DOMAIN

As already pointed out, the main idea of the hybrid combination of the two methods is to enable efficient numerical simulations considering problem configurations that are as realistic as possible. Such configurations may include a free-surface topography, material heterogeneity as well as a dynamically rupturing fault. Correspondingly, a computational domain of the hybrid FD–FE method may include one or more FE regions that would cover those parts of the model where the free-surface topography or fault have to be considered. As explained in
Figure 16. Problem configuration in case when a material interface intersects the FD–FE transition zone. The cube FE region is centred around a square of the planar interface between two homogeneous elastic half-spaces. A point double-couple source (indicated by a star) is located in a stiffer half-space. A receiver profile is located in the softer half-space two grid spacings ($2h_{FD}$) from the material interface. The receiver profile extends from the FE region through the FD–FE transition zone into the FD region. The receiver profile is shifted from the vertical plane with the source in the $x$-direction by 1600 m.

the introduction, the FE regions should be as small as possible compared to the FD region which should cover a major part of the whole computational domain. The computational domain is schematically illustrated in Fig. 2.

Displacement components in the FE region(s), and particle-velocity and stress–tensor components in the FD region are first updated independently by the FE and FD schemes, respectively. Then the FE regions have to causally communicate at each time level with the FD region. Given the structures of the both schemes, the schemes cannot communicate at a single grid surface. A particular FD–FE transition zone at the contact of the FD and FE regions is necessary for a sufficiently accurate and stable communication. The structure of the transition zone and the algorithm of the FD–FE communication is explained in detail in the next section.

5 THE FD–FE TRANSITION ZONE

5.1 Principle of the FD–FE communication—an algorithmically minimal transition zone

The FD and FE schemes can communicate with each other at each time level only in the region, where the FD and FE grids overlap—in the transition zone. The shape and size of the transition zone are basically determined by the FD schemes for updating particle-velocity and stress–tensor components. The transition zone is illustrated in Fig. 3. The figure shows an example of a vertical cross-section of a particular transition zone. The zone consists of the FE Dirichlet boundary and FD Dirichlet zone. It is clear that the FE Dirichlet boundary for the second-order displacement FE scheme consists of a single staircase grid surface that has to go through the gridpoints of the FD staggered grid. At the same time, a finite-thickness Dirichlet zone is necessary for the fourth-order velocity–stress staggered-grid FD scheme.

The local thickness and staircase shape of the FD Dirichlet zone are determined by the requirement that the particle velocity at the FD gridpoints located at the FE Dirichlet boundary be calculated using the fourth-order velocity–stress staggered-grid FD scheme for an interior gridpoint. This is possible if relevant stress–tensor components are available. The FD Dirichlet zone has to include those stress–tensor components. Moreover, those stress–tensor components have to be updated by the FD scheme from the particle velocities, because it would be very difficult to calculate the stress–tensor components by the FE schemes at element nodes. For the algorithmic reasons it is reasonable that the relevant particle-velocity components be part of the FD grid.

The FE grid near the transition zone has to be uniform because the staggered grid is uniform.

The algorithm of the causal FD–FE communication in the algorithmically minimal transition zone can be summarized in the following steps. For brevity we use $U$ for any of the displacement component, $\dot{U}$ for any particle-velocity component, and $T$ for any stress–tensor component. Subscripts $FD$ and $FE$ refer to the corresponding grids. Lower-case $m$ denotes a time level.

1. Displacements $U_{FE}(m + 1)$ are updated at the gridpoints of the interior FE region (the FE gridpoints except the FE Dirichlet boundary).
2. Stress–tensor components $T(m)$ are updated at the gridpoints of the FD region (including the stress–tensor grid positions inside the FD Dirichlet zone).
(3) Particle velocities $\dot{U}_{FD}(m + \frac{1}{2})$ are updated at the gridpoints of the interior FD region.

(4) Particle velocities within the FD Dirichlet zone (at the gridpoints indicated by the double squares and circles in Fig. 3) are updated using the FE displacement values at the same gridpoints:

$$U_{FD} \left( m + \frac{1}{2} \right) = \frac{U_{FE}(m + 1) - U_{FE}(m)}{\Delta t}.$$  \hfill (31)
spatial configurations of the grid positions at which interpolations are necessary are symbolically shown in Fig. 4.

Consequently, an interpolation of the missing particle-velocity components is necessary. All possible component or three normal stress–tensor components or none component. At the same time the symbolic eq. (32) requires all particle-velocity components. is initial normal traction, initial shear traction, static coefficient of friction, kinematic coefficient of friction, characteristic slip-weakening distance, strength parameter, radius of a circular nucleation zone and initial shear traction in the nucleation zone.

Displacements \( U_{FE}(m + 1) \) are updated at the FE Dirichlet boundary using the FE displacements and FD particle velocities at the same gridpoints:

\[
U_{FE}(m + 1) = U_{FE}(m) + \Delta t \dot{U}_{FD} \left( m + \frac{1}{2} \right).
\]

Recall that the FE Dirichlet boundary consists of a single staircase grid surface that goes through the gridpoints of the FD staggered grid. A grid position of the FD staggered grid is a position of either just one particle-velocity component or one shear stress–tensor component or three normal stress–tensor components or none component. At the same time the symbolic eq. (32) requires all particle-velocity components at a given grid position. Consequently, an interpolation of the missing particle-velocity components is necessary. All possible spatial configurations of the grid positions at which interpolations are necessary are symbolically shown in Fig. 4.

Three along-grid-line configurations, labelled 1a, 1b and 1c in Fig. 4, are possible. Let \( p \) denote a true FD grid index along a grid line in any of the three Cartesian coordinate directions. Then the fourth-order interpolation formulas for the three configurations are, respectively,

\[
f_p = \frac{1}{16} \left[ f_{p-\frac{1}{2},-\frac{1}{2}} + f_{p+\frac{1}{2}, \frac{1}{2}} - \frac{1}{16} \left[ f_{p-\frac{1}{2}, \frac{1}{2}} + f_{p+\frac{1}{2}, \frac{1}{2}} \right] \right],
\]

\[
f_p = \frac{1}{16} \left[ f_{p-\frac{1}{2}, \frac{1}{2}} + f_{p+\frac{1}{2}, -\frac{1}{2}} - \frac{1}{16} \left[ f_{p+\frac{1}{2}, -\frac{1}{2}} + f_{p-\frac{1}{2}, -\frac{1}{2}} \right] \right],
\]

\[
f_p = \frac{1}{16} \left[ f_{p+\frac{1}{2}, \frac{1}{2}} + f_{p+\frac{1}{2}, -\frac{1}{2}} - \frac{1}{16} \left[ f_{p+\frac{1}{2}, -\frac{1}{2}} + f_{p+\frac{1}{2}, -\frac{1}{2}} \right] \right].
\]

Three in-grid-plane configurations labelled 2a, 2b and 2c in Fig. 4 require more complicated interpolation formulas. Let \( p, q \) denote true FD-grid indices of a grid position in any of grid planes parallel with either of the three Cartesian coordinate planes. Then the fourth-order interpolation formulas for the three configurations are, respectively,

\[
f_{pq} = \frac{1}{16} \left[ f_{p-\frac{1}{2}, q-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q-\frac{1}{2}} \right]
\]

\[
- \frac{1}{16} \left[ f_{p-\frac{1}{2}, q-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p-\frac{1}{2}, q-\frac{1}{2}} \right]
\]

\[
+ f_{p-\frac{1}{2}, q-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p-\frac{1}{2}, q-\frac{1}{2}} \right] \right]
\]

\[
f_{pq} = \frac{1}{16} \left[ f_{p-\frac{1}{2}, q-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p-\frac{1}{2}, q-\frac{1}{2}} \right]
\]

\[
- \frac{1}{16} \left[ f_{p-\frac{1}{2}, q-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p-\frac{1}{2}, q-\frac{1}{2}} \right]
\]

\[
+ f_{p-\frac{1}{2}, q-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p-\frac{1}{2}, q-\frac{1}{2}} \right] \right]
\]

\[
f_{pq} = \frac{1}{16} \left[ f_{p-\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}} \right]
\]

\[
- \frac{1}{16} \left[ f_{p-\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}} \right]
\]

\[
+ f_{p-\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}} \right] \right]
\]

\[
- \frac{1}{16} \left[ f_{p-\frac{1}{2}, q-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}} \right] \right]
\]

Table 2. Material and computational parameters used in the numerical simulations of the rupture propagation.

<table>
<thead>
<tr>
<th>( \lambda = \mu )</th>
<th>( v_p )</th>
<th>( v_S )</th>
<th>( \rho )</th>
<th>( h_{FD} )</th>
<th>( h_{FE} )</th>
<th>( \Delta t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>34.3 GPa</td>
<td>6050 m s(^{-1})</td>
<td>3500 m s(^{-1})</td>
<td>2800 kg m(^{-3})</td>
<td>50 m</td>
<td>25 m</td>
<td>1.3875 ( \times 10^{-3} ) s</td>
</tr>
</tbody>
</table>

Notes: \( \lambda \) and \( \mu \) are Lamé elastic parameters, \( v_p \) and \( v_S \) are \( P\)- and \( S\)-wave velocities, \( \rho \) is density, \( h_{FD} \) is spatial grid spacing in the FD grid, \( h_{FE} \) is spatial grid spacing in the FE grid and \( \Delta t \) is time step.

Table 3. Constitutive parameters of the linear slip-weakening friction law used in the numerical simulations of the rupture propagation.

<table>
<thead>
<tr>
<th>( \sigma_0 )</th>
<th>( \tau_0 )</th>
<th>( \mu_u )</th>
<th>( \mu_f )</th>
<th>( d_0 )</th>
<th>( S )</th>
<th>( r_{nucle} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>30.0 GPa</td>
<td>20.0 GPa</td>
<td>0.933</td>
<td>0.250</td>
<td>0.1 m</td>
<td>0.64</td>
<td>300 m</td>
</tr>
</tbody>
</table>

Notes: \( \sigma_0 \) is initial normal traction, \( \tau_0 \) is initial shear traction, \( \mu_u \) is static coefficient of friction, \( \mu_f \) is kinematic coefficient of friction, \( d_0 \) is characteristic slip-weakening distance, \( S \) is strength parameter, \( r_{nucle} \) is radius of a circular nucleation zone and \( r_{nucle}^0 \) is initial shear traction in the nucleation zone.
Finally, the most complicated but still plausible interpolation formulas are required for three out-of-grid-plane configurations labelled 3a, 3b and 3c in Fig. 4. Let $p, q, r$ denote true FD-grid indices of a desired FE-grid position. Then the fourth-order interpolation formulas for the three configurations are, respectively,

\[ f_{pq} = \frac{11}{64} \left[ f_{p-\frac{1}{2}, q-\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q-\frac{1}{2}, r-\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q-\frac{1}{2}, r+\frac{1}{2}} + f_{p-\frac{1}{2}, q-\frac{1}{2}, r+\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}, r+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}, r+\frac{1}{2}} \right] \]

\[ f_{pq} = \frac{11}{64} \left[ f_{p-\frac{1}{2}, q-\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q-\frac{1}{2}, r-\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q-\frac{1}{2}, r+\frac{1}{2}} + f_{p-\frac{1}{2}, q-\frac{1}{2}, r+\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}, r+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}, r+\frac{1}{2}} \right] \]

\[ f_{pq} = \frac{11}{64} \left[ f_{p-\frac{1}{2}, q-\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q-\frac{1}{2}, r-\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q-\frac{1}{2}, r+\frac{1}{2}} + f_{p-\frac{1}{2}, q-\frac{1}{2}, r+\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}, r+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}, r+\frac{1}{2}} \right] \]

\[ f_{pq} = \frac{11}{64} \left[ f_{p-\frac{1}{2}, q-\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q-\frac{1}{2}, r-\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}, r-\frac{1}{2}} + f_{p+\frac{1}{2}, q-\frac{1}{2}, r+\frac{1}{2}} + f_{p-\frac{1}{2}, q-\frac{1}{2}, r+\frac{1}{2}} + f_{p-\frac{1}{2}, q+\frac{1}{2}, r+\frac{1}{2}} + f_{p+\frac{1}{2}, q+\frac{1}{2}, r+\frac{1}{2}} \right] \]
5.2 Smooth transition zone with FD–FE averaging

The modification of the algorithmically minimal FD–FE transition zone (shown in Fig. 3) consists in the insertion of the averaging zone between the FE Dirichlet boundary and FD Dirichlet zone. The modified transition zone thus consists of three distinct parts—the FE Dirichlet boundary, FD–FE averaging zone, and FD Dirichlet zone. The modified FD–FE transition zone is illustrated in Fig. 5. The modification also means that the local thickness and staircase shape of the FD Dirichlet zone is determined by requirement that the particle-velocity components at the grid interface between the averaging zone and FD Dirichlet zone be calculated using the fourth-order velocity–stress staggered-grid FD scheme for an interior gridpoint. Note that in the algorithmically minimal zone the same requirement was related to the FE Dirichlet boundary.

Clearly, the question is how thick the averaging zone should be. This can be estimated using numerical tests. Before we present results of the numerical tests we will describe the algorithm of the causal FD–FE communication at each time level in the modified transition zone.

The algorithm of the FD–FE hybrid method can be summarized in the following steps:

1. Displacements \( U_{\text{FE}}(m + 1) \) are updated at the gridpoints of the interior FE region (the FE gridpoints except the FE Dirichlet boundary).

2. Stress–tensor components \( T(m) \) are updated at the gridpoints of the FE region including the stress–tensor grid positions inside the FD Dirichlet zone.

3. Particle velocities \( \dot{U}_{\text{FD}}(m + \frac{1}{2}) \) are updated at the gridpoints of the interior FD region including the dashed line (see Fig. 5) between the averaging zone and FD Dirichlet zone.

4. Particle velocities \( \dot{U}_{\text{FD}}(m + \frac{1}{2}) \) within the FD Dirichlet zone (at the gridpoints indicated by double squares and circles in Fig. 5) are updated using the FE displacement values at the same gridpoints:

\[
\dot{U}_{\text{FD}} \left( m + \frac{1}{2} \right) = \frac{U_{\text{FE}}(m + 1) - U_{\text{FE}}(m)}{\Delta t}.
\]

5. Particle velocities \( \dot{U}_{\text{FD}}(m + \frac{1}{2}) \) in the averaging zone, including the dashed line between the averaging and FD Dirichlet zones, are replaced by values obtained by weighted averaging of the FE particle velocities and \( \dot{U}_{\text{FD}}(m + \frac{1}{2}) \):

\[
\dot{U}_{\text{FD}}^w \left( m + \frac{1}{2} \right) = w \frac{U_{\text{FE}}(m + 1) - U_{\text{FE}}(m)}{\Delta t} + (1 - w) \dot{U}_{\text{FD}} \left( m + \frac{1}{2} \right),
\]

where \( w = 1 \) at the dashed line between the averaging and FD Dirichlet zones, and \( w = 0 \) at the FE Dirichlet boundary. The weighting coefficient linearly changes between the two values over the averaging zone.

6. FE displacements \( U_{\text{FE}}(m + 1) \) in the averaging zone, including the dashed line between the averaging and FD Dirichlet zones, are replaced by averaged values \( U_{\text{FE}}^w(m + 1) \):

\[
U_{\text{FE}}^w \left( m + \frac{1}{2} \right) = w \dot{U}_{\text{FE}} \left( m + \frac{1}{2} \right) + (1 - w) \dot{U}_{\text{FD}} \left( m + \frac{1}{2} \right),
\]

\[
U_{\text{FE}}^w(m + 1) = U_{\text{FE}}(m) + \Delta t U_{\text{FE}}^w \left( m + \frac{1}{2} \right).
\]

A grid position of the FD staggered grid is a position of either of just one particle-velocity component or one shear stress–tensor component or three normal stress–tensor components or none component. Eq. (44) requires all particle-velocity components at a given grid position. Consequently, an interpolation of the missing particle-velocity components is necessary. The interpolation is the same as that described for the algorithmically minimal transition zone, see eqs (33)–(41).
A 3-D hybrid finite-difference

Figure 20. Slip-rate time histories obtained in the simulations of the rupture propagation. The value of δ in multiples of the FE spatial grid spacing indicates the distance between the rupturing fault plane and FD–FE transition zone. Left-hand, central and right-hand columns: slip-rate histories at receivers R1, R2 and R3, respectively. At each row one of the five solutions, \( \delta \in \{1, 5, 9, 13, 17\} \times h_{\text{FE}} \), is plotted together with the solution for \( \delta = 21 \times h_{\text{FE}} \).

(7) Displacements \( U_{\text{FE}}(m + 1) \) are updated at the FE Dirichlet boundary using the FE displacements and FD particle velocities at the same gridpoints:

\[
U_{\text{FE}}(m + 1) = U_{\text{FE}}(m) + \Delta t \hat{U}_{\text{FD}} \left( m + \frac{1}{2} \right). \tag{46}
\]

Also eq. (46) requires all particle-velocity components at a given FE-grid position. Consequently, an interpolation of the missing particle-velocity components is necessary. Here, however, the weighted-averaged FD particle velocities in the averaging zone are used for the interpolations.
Note that we introduced the weighted averaging of the FD particle velocities and FE displacements in the averaging zone because we assumed that such a smoothing might improve numerical behaviour of the FD–FE contact.

6 NUMERICAL TESTS OF THE ALGORITHMICALLY MINIMAL AND SMOOTH TRANSITION ZONES

We performed extensive numerical tests of the behaviour of the FD–FE transition zone. Clearly, the first question necessary to answer was whether the algorithmically minimal transition zone (Fig. 3) yields stable and sufficiently accurate results. We have not found any indication of
Figure 23. Material parameters in the computational model of the Grenoble valley.

instability in the considered problem configurations in the practically sufficient long time windows. However, as already noted in the section on the algorithmically minimal zone, some slight but evident numerical noise appeared in all simulations. Therefore, we tried to modify the transition zone by adding an averaging zone (Fig. 5) in which ‘pure’ FD values and ‘pure’ FE values are replaced by weighted-averages of the FD and FE values. In this sense the averaging zone acts as a smoothing zone.

A series of numerical tests was performed for several canonical problem configurations:

1. Unbounded homogeneous space, US, Fig. 6.
2. Homogeneous half-space with a planar free surface, FS, Fig. 11.
3. Convergence test, Fig. 14.
4. Planar contact of two homogeneous half-spaces, Fig. 16.
5. Dynamically rupturing planar fault near the FD–FE transition zone, Fig. 18.

6.1 Unbounded homogeneous space

Fig. 6 shows two configurations for tests in an unbounded homogeneous elastic space. The US-12 and US-18 configurations differ in the numbers of grid spacings applied to sample the minimum wavelength. 12 grid spacings per minimum wavelength are applied in the FE region in the US-12 configuration whereas 18 grid spacings per minimum wavelength are applied in the US-18 configuration. 6 and 9 grid spacings per minimum wavelength are applied in the FD regions in the two configurations, respectively. In both configurations a point double-couple source was considered in the FE region. Regularly spaced \( h_{FD} \) receiver positions were chosen along a profile extending from the FE region through the FD–FE transition zone into the FD region.
For both problem configurations in Fig. 6 we performed numerical simulations for four different FD–FE transition zones, see Fig. 7. The first transition zone, indicated by $B = 0$ in Fig. 7, corresponds to the algorithmically minimal transition zone with no averaging zone AZ. Three other transition zones, indicated by $B = 1, 2, 3$ in Fig. 7, differ from each other in the thickness of the averaging zone AZ.

$P$-wave velocity in the elastic medium is 5196 m s$^{-1}$, $S$-wave velocity 3000 m s$^{-1}$ and density is 2700 kg m$^{-3}$. The source time function used is Gabor signal, see Fig. 8,

$$s(t) = \exp \left\{ - \left[ \omega_p (t - t_s) / \gamma_s \right]^2 \right\} \cos \left\{ \omega_p (t - t_s) + \Theta \right\},$$

with $\omega_p = 2\pi f_p$, $t \in [0, 2t_s]$ and $t_s = 0.45\gamma_s / f_p$. Here, $\gamma_s$ controls the width of the signal and $\Theta$ is a phase shift. For certain values of $\gamma_s$ and $\Theta$, $f_p$ can be a dominant frequency. The signal and focal parameters of the double-couple point source are given in Table 1.

Results of the numerical tests are summarized in Figs 9 and 10, where the FD–FE hybrid synthetics are compared with those obtained by the discrete-wavenumber method (DWN; Bouchon 1981; Coutant 1989). The synthetics obtained for the algorithmically minimal transition zone are shown together with the DWN synthetics in the top panels. Slight differences are evident behind the main wave group at almost all receiver positions. The synthetics obtained for the $B = 1$ transition zone are shown together with the DWN synthetics in the middle panels. The FD–FE and DWN synthetics practically coincide within the thickness of the line. All four configurations ($B = 0, 1, 2, 3$) are summarized in the bottom panels where the envelope and phase misfits of the FD–FE solutions relative to the DWN solutions are displayed for all receiver positions. The envelope and phase misfits were calculated according to Kristekova et al. (2006). The envelope and phase misfits clearly show that the accuracy of the algorithmically minimal transition FD–FE zone considerably differs from the accuracy of the three other tested transition zones. At the same time, the envelope and phase misfits for the transition zones with the averaging ($B = 1, 2, 3$) are comparable and smaller than 0.5 per cent. This leads us to conclusion that the smallest possible thickness of the averaging zone ($B = 1$) yields sufficiently...
accurate results with both levels of spatial grid sampling. As expected, the denser spatial grid sampling in the US-18 simulations yields slightly smaller misfits compared to those in the US-12 simulations.

Let us note that a small spatial ‘gap’ visible in the top and middle panels between synthetics for the U and V components is due to the fact that the U and V grid positions in the staggered FD grid are shifted by $h_{FD}/2$ relative to the line of the receiver profile extending from the conventional FE grid positions. Because the DWN synthetics were calculated for the exact FD grid positions, the comparison of the FD–FE and DWN solutions is not affected.

The envelope and phase misfits are largest for the V component. This is because the misfits are scaled with respect to the maximum displacement-component amplitude. In the considered problem configuration the maximum amplitude is in the V component.

6.2 Homogeneous half-space with a planar free surface

Fig. 11 shows two problem configurations, FS-12 and FS-18. They are similar to the US-12 and US-18 configurations. The difference between the US and FS configurations is that the top side of the FE region as well as the receiver profiles are located directly at the free surface in the FS configurations. The purpose of this choice was to verify behaviour of the FD–FE transition zone in interaction with the planar free surface. The configurations with the free surface can be considered to be more stringent tests for the behaviour of the FD–FE transition zones compared to those in the unbounded homogeneous space. The reasons for this are both the physical effect of the free surface on the
wavefield and application of the spatially asymmetric interpolation formulas for situations labelled b and c in Fig. 4. As in the case of the US configurations, we investigated four different FD–FE transition zones, see Fig. 7.

Results of the numerical tests are summarized in Figs 12 and 13, where the FD–FE hybrid synthetics are compared with those obtained by the DWN method. The structure of Figs 12 and 13 is the same as that of Figs 9 and 10. It is clear from Figs 12 and 13 that the addition of the averaging zone considerably improves the level of accuracy. At the same time, the envelope and phase misfits for the transition zones with the FD–FE averaging ($B = 1, 2, 3$) are comparable and smaller than 1.0 per cent. This lead us to conclusion that the smallest possible thickness of the averaging zone ($B = 1$) yields sufficiently accurate results with both levels of spatial grid sampling. Again, as expected, the denser spatial grid sampling in the FS-18 simulations yields slightly smaller misfits compared to those in the FS-12 simulations.

6.3 Convergence test

The problem configuration is shown in Fig. 14 and is very similar to that of the US-12 for the unbounded homogeneous test (Fig. 6). The purpose of this series of simulations is to check the convergence of the FD–FE transition zone. We consider a fixed physical size of the cube FE region in a homogeneous unbounded medium. A point double-couple source is located at the centre of the FE region. The source–time function and the focal parameters are the same as in the previous simulations. Three receiver positions are at fixed physical positions with respect to the FE region. One, R1, is located in-between the source plane and FE Dirichlet boundary, the second, R2, is exactly at the FE Dirichlet boundary, and the third, R3, is in the FD region. Seven discretizations were considered starting with six elements per minimum wavelength and ending with 24 elements per minimum wavelength. Correspondingly, 3–12 grid spacings were applied in the FD grid. A physical size of the FD–FE transition zone as well as the element size for each of the seven discretization is illustrated in Fig. 14.

Fig. 15 compares results obtained with all the used discretizations in terms of the envelope misfits calculated relative to the exact solutions for three displacement components at the considered receiver positions. Envelope misfits are shown as functions of the number of

---

**Figure 26.** Spatial distribution of PVA at the free surface for the vertical- and dipping-fault events. Solid line is used for the PVA isolines for the dipping-fault event, dashed lined for the vertical-fault event.
elements per minimum wavelength. It is clear from the figure that the envelope misfits are sufficiently small—less than 1.0 per cent for all discretizations except the coarsest one. The rate of convergence is approximately 2.

Note that relatively small envelope misfit even for the coarsest discretization should not be surprising given the broad spectrum of the source–time function (Fig. 8) and the fact that six elements sample the minimum wavelength. The broad spectrum also explains why we do not see effect of the grid dispersion—all three receivers are relatively close to the source and the source discretization effect can dominate the grid dispersion at small distances. We should not place receivers farther because the effect of large distances would mask the behaviour of the FD–FE transition zone.

Let us note that the phase misfits between the FD–FE and exact solutions for all discretizations are smaller than the phase misfits between two identical signals shifted in time by one time step. Consequently, the phase misfits cannot be used to analyse the convergence.

6.4 Planar contact of two homogeneous half-spaces

It is also important to check the behaviour of the FD–FE transition zone in a configuration with a material interface. Fig. 16 shows such a configuration. A planar material interface between two homogeneous elastic half-spaces intersects the FE region and thus also the FD–FE transition zone. The cube FE region is centred around a square of the planar interface. As in the previous simulations, the wavefield is due to a point double-couple source that is located in a stiffer half-space and inside the FE region. Receiver positions are along a profile in the softer half-space, two grid spacings ($2h_{FD}$) away from the material interface. The receiver profile extends from the FE region through the FD–FE transition zone into the FD region. The source time function and focal parameters are the same as in the previous tests. The simulation was performed only for the $B = 1$ transition zone.

The FD–FE hybrid synthetics for the considered problem configuration are compared with the DWN synthetics in Fig. 17. The three displacement components of the synthetics are shown for all regularly spaced ($5h_{FD}$) positions along the receiver profile. The bottom panel of the figure shows the envelope and phase misfits between the FD–FE and DWN synthetics. It is clear that the level of agreement
between the FD–FE and DWN synthetics is very good. The envelope misfits are smaller than 1.0 per cent and phase misfits are smaller than 0.5 per cent.

6.5 Dynamically rupturing planar fault near the FD–FE transition zone

As we already pointed out, one important application of the hybrid FE–FD method is the comprehensive modelling of earthquake motion with a dynamically rupturing fault. If we place the rupturing fault surface inside the FE region then the question arises how large the FE region should be. In other words, how far should the FD–FE transition zone be placed from the fault in order to avoid a numerical effect of the transition zone on the rupture propagation. Therefore, we performed a series of numerical tests for the dynamically propagating rupture.

The geometrical configuration is indicated in Fig. 18. We performed numerical simulations for 6 different distances between the rupturing fault plane and FD–FE transition zone. The fault is located in a homogeneous elastic medium. Material and computational parameters of the simulations are given in Table 2. A linear slip-weakening friction law is assumed. The initial normal and shear tractions, as well as all constitutive parameters are spatial constants. The rupture propagation is initialized in a circular initialization zone using the initial shear traction larger by 0.5 per cent than the yield traction. Constitutive parameters used in the simulations are given in Table 3. Fig. 19 shows three selected receiver positions on the fault plane. One receiver position, R1, was chosen to record a pure in-plane mode of the rupture propagation. The receiver position R2 was chosen for an antiplane mode, and R3 near the line of the rupture front splitting.

The non-filtered slip-rate time histories obtained at the receiver positions R1–R3 for the six different distances between the fault plane and FD–FE transition zone are summarized in Fig. 20. As we expected, the minimum possible distance of just one FE grid spacing, \( \delta = h_{FE} \), is not sufficient. The simulation with \( \delta = 9 h_{FE} \) yields slip rate that is hard to distinguish from the slip rate obtained with \( \delta = 21 h_{FE} \). As it is clear from Fig. 20, the latter solution can be considered as an acceptable FE solution for the chosen computational parameters.

In the slip histories at R2 we can easily recognize the presence of a disturbance which shifts in time with the increasing distance \( \delta \). The only interpretation we were able to find is that the disturbance is due to a ‘reflection’ from the FE Dirichlet boundary (see Fig. 18). Practically taken, the disturbance does not pose a problem because it is the high-frequency disturbance beyond the frequency up to which the simulation can be considered as acceptably accurate. We point out that the slip-rate histories shown in Fig. 20 are not filtered.

7 ILLUSTRATIVE NUMERICAL SIMULATIONS FOR TWO HYPOTHETICAL EVENTS NEAR THE GRENOBLE VALLEY

Based on investigations of the historical earthquake activity and tectonic situation of the Grenoble valley by Gamond (1994) and Thouvenot (1996), Cotton et al. (1998) performed numerical simulations of the earthquake motion in the Grenoble valley for two hypothetical earthquakes. One was a thrust event beneath Grenoble, the other a strike-slip faulting in the Belledonne Massif. In both cases Cotton et al. (1998) used the fourth-order velocity–stress staggered-grid FD scheme and modelled the earthquake sources as kinematic point sources.

Here we consider a finite size of the ruptured area and spontaneous rupture propagation to model the two hypothetical events. Parameters of the same dynamic model for both events were suggested by Michel Bouchon and Pierre-Yves Bard (LGIT, Université Joseph Fourier, Grenoble). They are: the initial traction in the horizontal in-plane direction 10 MPa, initial traction in the horizontal antiplane direction 0 MPa, initial normal traction \(-17\) MPa, static and dynamic coefficients of friction 0.7 and 0.235, respectively, and critical distance 0.1 m assuming a linear slip-weakening friction law. In order to produce slip equivalent to a \( M_W = 5.3 \) earthquake the ruptured area was restricted to approximately \( 4 \times 2 \) km by a continuous increase of the values of the static and dynamic coefficients of friction. The hypocentre was located at the centre of the ruptured area. The initialization zone was a circle. The in-plane shear initial traction inside the circular initialization zone with the 500 m diameter was 2.5 per cent larger than the static traction.

The geometrical configurations for the two events are shown in Figs 21 and 22, respectively. The rupturing area of the fault is located inside the relatively small FE box. The major part of the domain is covered by the FD grid. This hybrid or combined coverage of the computational domain makes the simulation computationally considerably more efficient compared to the simulation with the FE grid covering the whole domain. The material parameters of the structural model are specified in Fig. 23. The computational parameters were chosen such that the simulation should be sufficiently accurate up to approximately 7.6 Hz in the bedrock and 0.7 Hz in the sediments near the free surface.

Results of the numerical simulations for the two events are illustrated in Figs 24 and 25. The two sequences of snapshots clearly indicate seismic waves radiated from the rupturing fault and the corresponding seismic motion outside the valley as well as the penetration of the seismic waves into the sedimentary body at earlier times of the simulation. Due to the relatively large impedance contrast between the sediments and bedrock, the seismic energy is trapped in the sediments at later times, and the motion inside the valley significantly dominates that outside the valley. Snapshots indicate complex wave fields inside the sediments due to the geometrically complicated sediment-bedrock interface. At the same time, the space–time variation of the motion in the valley due to the thrust event considerably differs from that due to the strike-slip event. Clearly, this is a consequence of different geometrical configurations of the valley structure and the rupturing fault.

Obviously, the two simulated motions can be compared in terms of several characteristics of the motion. Those could include time-frequency analysis as well as earthquake-engineering characteristics as Arias intensity and cumulative absolute velocity. The motions due to the dynamic models could be also compared with the motions simulated for point sources equivalent in terms of the scalar seismic moment and focal mechanism. This, however, is not a goal of the just illustrative simulations.
In order to illustrate the possibility to simulate dynamically rupturing dipping fault we considered a fault dipping 85° NE. Except the dipping fault, all other parameters were the same as for the Belledonne strike-slip event. Note that the consideration of the dipping fault would be a major problem for the standard staggered-grid finite-difference scheme on a uniform grid with grid planes parallel to the Cartesian coordinate planes. Fig. 26 shows a distribution of the maximum value of modulus of the vertical component of acceleration, PVA, at the free surface for the vertical and dipping faults. We show the results for the vertical components because the difference between the two events is better seen for them, compared to the horizontal components, both outside and inside the sedimentary valley. Fig. 27 compares cumulative absolute velocities (CAV) at the free surface for the two events. CAV is defined here as

\[
CAV = \int_0^t |a(t)| \, dt,
\]

(48)

with \( t_f \) being time when the strong motion ceases and \( a(t) \) the vertical acceleration. (In general, \( a(t) \) represents vector of the particle acceleration, see, e.g. Reiter 1990). The effect of the dipping fault is evident but, at the same time, it is clear, that the 5° difference in dip of the fault does not cause considerable difference in the two chosen characteristics.

8 CONCLUSIONS

We have developed a new hybrid numerical method for the 3-D viscoelastic modelling of seismic wave propagation and earthquake motion in the heterogeneous medium. The method causally combines the fourth-order velocity–stress staggered-grid FD scheme with the second-order FE method. A major part of the computational domain is covered by the FD grid whereas one or more subdomains are covered by finite elements. The FE subdomains can comprise extended kinematic or dynamic models of the earthquake source or free-surface topography.

The realistic attenuation is incorporated using the rheology of the generalized Maxwell body in definition by Emmerich & Korn (1987). The rheology is strictly equivalent to that of the generalized Zener body—as shown by Moczo & Kristek (2005).

The implemented FE formulation makes use of the concept of the global restoring-force vector which significantly reduces memory requirements compared to the standard formulation based on the global stiffness matrix.

The kinematic source is simulated using the body-force term. For simulation of the spontaneous rupture propagation in the dynamic source model the TSN method is implemented in the FE method.

The key algorithmical part of the causally communicating FD and FE parts of the model is the FD–FE transition zone in which the FD and FE schemes communicate at each time level. Extensive numerical tests led us to define a smooth FD–FE transition zone consisting of the FE Dirichlet boundary, FD–FE averaging zone and FD Dirichlet zone. The smooth transition zone numerically performs better than the algorithmically minimal transition zone which does not include the FD–FE averaging zone.

The developed hybrid method can be applied to a variety of problems related to the numerical modelling of the earthquake ground motion in structurally complex media and particularly in near-surface laterally heterogeneous sedimentary structures including the free-surface topography and the extended kinematic or dynamically earthquake sources. The method can be also useful in the source dynamics studies.
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