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This paper deals with the problem of constructing the final version \( P^i \) of a flowchart program through successive refinements \( P^3, \ldots, P^{i-1} \) that preserve correctness proved on its first version \( P^1 \).

Correctness conditions are associated with \( P^1 \) in the frame of Manna's formalism. With each refinement \( P^i \) a relational (data) structure \( S^1 \) is associated, and given representation functions \( \tau_i \) relate structures \( S^1, S^{i+1} \) of refinements \( P^i, P^{i+1} \).

Construction of \( P^{i+1} \) from \( P^i \) proceeds as follows: (a) every block of \( P^i \) is considered as an elementary program over \( S^1 \) and its correctness conditions are expressed with terms of \( S^1 \); (b) these correctness conditions are translated by using the representation function \( \tau_i \); (c) the translated correctness conditions are transformed into expansion conditions, expressed with terms of \( S^{i+1} \) only, for every block of \( P^i \); (d) by means of these expansion conditions, expansions of blocks are constructed and connected to obtain \( P^{i+1} \).

The constructive character of the above process is emphasised with a detailed example. In the appendix a discussion relates this paper to other works connecting constructivism and program theory.
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Writing a program to meet some specific demands, one is faced with two types of problems: (1) how to build such a program; (2) how to guarantee that the program provides the required features.

With regard to Point 1, the most recent trend (Dijkstra, 1968a; Mills, 1971; Wirth, 1971; Woodger, 1971; Dahl, Dijkstra and Hoare, 1972) is to consider the construction of a program as a process of successive approximations, by means of a sequence of programs \( P^1, P^2, \ldots, P^i \), where \( P^1 \) is an outline of the solution of the problem in hand, \( P^2, \ldots, P^{i-1} \) are progressive refinements of \( P^1 \) and \( P^i \) is the final version of \( P^1 \) in the chosen programming language.

As for Point 2, the approach to the problem has been to express the behaviour of a given program by suitable conditions (called correctness conditions), and to give some procedures which permit correctness verification by proving predicate calculus theorems (Floyd, 1967; Manna, 1969a; 1969b); for a more complete reference, see review (Elspas, et al., 1972) and bibliography (London, 1970).

In this last approach, there is the difficulty of expressing the characteristics required of the program as correctness conditions, because of the discrepancy between the predicate calculus language and the programming language. Besides, the proofs are often cumbersome because the correctness conditions are imposed on the program when it is already written. A way out of these difficulties is to deal with the two types of problems mentioned above by making use of both program construction and program verification methods and by trying to unify them.

So far, only a few examples have been developed along these lines (Hull, Enright and Sedgwick, 1972; Jones, 1972).

The following situation appears when dealing with the problem of proving program correctness in parallel with the construction of the sequence of programs \( P^1, P^2, \ldots, P^i \).

The correspondence between the characteristics required of the program and those designed into its first version \( P^1 \) is verified when proving the total correctness of \( P^1 \) (with respect to the input and output conditions which express the desired behaviour). \( P^1 \) must be rich enough to contain explicitly and precisely all the principal functions identified by the programmer as essential to an adequate solution of the problem. On the other hand, it mustn't contain details useless for this goal, to obtain better intelligibility and simplicity of verification, and not to put unnecessary restrictions on the successive refinements. During the construction of the final version \( P^i \) through the sequence \( P^1, P^2, \ldots, P^{i-1} \), the proofs no longer aim at expressing and verifying the correctness of the successively written programs, but at verifying that each refinement maintains the original characteristics required of the program.

This is in fact the situation examined in the present paper, which treats a method of construction of the refinement \( P^{i+1} \) of a program \( P^i \), maintaining the characteristics required and already verified in \( P^i \).

The construction process takes into account the different features of each semantic level \( P^1 \), from the one closer to the problem and dealing with 'abstract' structures, i.e. structures which enjoy general properties, to the one expressed in a programming language, concerning itself with computer control management. The question is that of determining how to make such a refinement \( P^{i+1} \) from \( P^i \) with respect to the three aspects implied in every program: data, operations (functions and predicates), control flow.

The transition from data structures on which \( P^i \) is defined to that of \( P^{i+1} \) is made by means of a representation function that expresses the properties of such a refinement, i.e. the choices made by the programmer. On this basis, and with regard to the operations available at the successive level, each block of program \( P^i \) is expanded into a subprogram of \( P^{i+1} \), and the conditions are given under which such expansion is made correctly, that is according to the representation function chosen.

The conditions of correct expansion therefore turn out to be useful in practice as a guide to refinement constructions, and the representation function acts as documentation of the choices made by the programmer in program construction.

It is then shown that, for each level to maintain the correctness proved at the first level with respect to assigned conditions, both conditions of correct expansion and interface conditions which express the retention of the connections between blocks existing at the first level, must be satisfied.
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The representation function here defined for refinements is similar to the simulation relation between programs given in Milner (1971). However, the simulation relation (expressed in an algebraic formalism) serves there to break down the correctness proof of a given program A into the proof of correctness (assumed easier) of a program B also given, and the proof that B simulates A; in this paper, instead, the method is centred on showing what procedures must be followed in constructing step by step the final program so that it is automatically correct (with respect to the characteristics required and proved at the first level).

The method is presented by using Manna's formalisation of program properties in predicate-calculus. It is general in that it doesn't consider specific models of data structures (these will be treated in future work); a case of characterisation of semantic levels and their hierarchical relationships is given informally in Dijkstra, (1968b).

To illustrate the presented method, an example is shown and discussed at the end of this paper.

1. Introductory definitions

In the Introduction we said that a program semantic level is characterised by the structure on which it is defined; more precisely:

Definition 1:
A structure is a triple: \( \mathcal{S} = (\mathcal{D}, \mathcal{F}, \mathcal{P}) \), where:
- \( \mathcal{D} \) is a domain (characterising data on which the program operates);
- \( \mathcal{F} \) is a set of functions \( f: \mathcal{D} \rightarrow \mathcal{D} \) (total over \( \mathcal{D} \));
- \( I \in \mathcal{F} \) (\( I \) is the identity function);
- \( \mathcal{P} \) is a set of predicates \( p: \mathcal{D} \rightarrow \mathcal{D} \) (total over \( \mathcal{D} \)).

Definition 2:
A program \( P \) on structure \( \mathcal{S} = (\mathcal{D}, \mathcal{F}, \mathcal{P}) \) is a flowchart with the following four types of statements (or blocks):

- **Start**
  - (a): \( y \leftarrow f(x) \) (\( f \in \mathcal{F} \))
  - (b): \( y \leftarrow g(y) \) (\( g \in \mathcal{F} \))
  - (c): \( p(y) \) (\( p \in \mathcal{P} \))

- **Loop**
  - (d): \( z \leftarrow h(y) \) (\( h \in \mathcal{F} \))

with the condition that in the flowchart there is only one statement of type (a) (initial statement), one or more statements of type (d) (final statements), and none, one or more statements of type (b) (assignment statements) and of type (c) (test statements).

We will call \( x \) input variable(s), \( y \) program variable(s), \( z \) output variable(s) (\( \mathcal{D} \) can be thought of as a space of scalars or as a space of n-plex: \( \mathcal{D} = \mathcal{D} \times \mathcal{D} \times \ldots \times \mathcal{D} \)).

Execution of program \( P \) is defined according to connections between blocks, in the usual way: given an input value \( x = \xi (\xi \in \mathcal{D}) \), the initial statement assigns value \( f(\xi) \) to \( y \), then passes control to the next block; if this is an assignment statement, the current value of \( y \) is modified accordingly and control passes to the next block; if it is a test statement, the next block is selected depending on the value of the predicate \( p(\xi) \), and so on.

Computation terminates only if a final block is reached; in this case, the final value \( \eta = h(\xi) \) is assigned to \( z \) (\( \xi \) is the current value of \( y \) before execution of final block and \( h \) is the function it performs).

In this fashion, program \( P \) computes the function \( P: \mathcal{D} \rightarrow \mathcal{D} \) defined in the following way: let \( \xi \in \mathcal{D} \); \( P(\xi) \) is defined if and only if the computation relative to the initial value \( x = \xi \) terminates with a final value \( z = \eta \) and \( \eta = P(\xi) \) holds.

Now let \( \varphi: \mathcal{D} \rightarrow (T, F) \) and \( \psi: \mathcal{D} \times \mathcal{D} \rightarrow (T, F) \) be two (total) predicates such that: \( \forall x \exists z (\varphi(x, z) \Rightarrow \psi(x, z)) \); they express the required input/output behaviour of the program. We use the following definition of total correctness given in Manna (1969a):

Definition 3:
A program \( P \) is totally correct with respect to the input predicate \( \varphi \) and the output predicate \( \psi \) if and only if, for every \( \xi \) such that \( \varphi(\xi) = T; P(\xi) \) is defined and, making \( \eta = P(\xi); \psi(\xi, \eta) = T \) holds.

The theorem of correctness given in Manna (1969a) holds, which states that total correctness of a program can be reduced to the unsatisfiability (on structure \( \mathcal{S} \) on which the program is defined) of a predicate-calculus formula uniquely associated with the program.

The usual techniques of both formal and informal verification (given for example in Floyd, 1967; Manna, 1969b; Maurer, 1972) hold too.

We assumed functions \( f \in \mathcal{F} \) and predicates \( p \in \mathcal{P} \) total over \( \mathcal{D} \); however, the correctness theorem and the quoted verification techniques can easily be extended to functions and predicates having domains

\[
D(f) \subseteq \mathcal{D}, \quad D(p) \subseteq \mathcal{D}
\]

decidable, by introducing the special statement

(see Manna, 1970). This is important from our point of view, because in developing programs by successive refinements, functions and predicates are generally partial at each level; we are however allowed (since we consider only total correctness, not partial correctness) to assume that a sufficiently wide (possibly maximal) domain can be determined, over which functions and predicates are total.

Being that \( D(f) \subseteq \mathcal{D} \), we must consider, in the block by block expansion process, some interface conditions, as will be specified in the following.

2. Relation between \( P^i \) and \( P^{i+1} \)

The aim of this section is to give a precise definition, based on the concept of representation function \( \tau_i \), of what is meant by:

- \( P^{i+1} \) is a correct refinement of \( P^i \) (when passing from one structure to another); we will use the expression: \( 'P^{i+1} \) represents \( P^i \) with respect to (wrt) \( \tau_i \). Let \( P_i \) be a program over \( \mathcal{D}_i \) (i.e. on a structure \( \mathcal{S}_i \) having domain \( \mathcal{D}_i \)) with input variables \( x^i \); program variables \( y^i \) and output variables \( z^i \); let \( P_i \) be totally correct wrt a given input predicate \( \varphi(x^i) \), and to a given output predicate \( \psi(y^i, z^i) \); let \( P^{i+1} \) be a program over \( \mathcal{D}_{i+1} \) with input variables \( x^{i+1} \), program variables \( y^{i+1} \) and output variables \( z^{i+1} \); in addition, let the following function be assigned:

\[
\tau_i: \mathcal{D}_{i+1} \rightarrow \mathcal{D}_i
\]

We will call \( \tau_i \) representation function, in the sense that each element \( \eta \in \mathcal{D}_{i+1} \) represents by means of \( \tau_i \) a unique element \( \tau_i(\eta) \in \mathcal{D}_i \).

We have assumed that \( \tau_i: \mathcal{D}_{i+1} \rightarrow \mathcal{D}_i \) is a total function over \( \mathcal{D}_{i+1} \); if \( \tau_i \) is a partial function over a domain \( D(\tau_i) \subseteq \mathcal{D}_{i+1} \), we will extend \( \tau_i \) over \( \mathcal{D}_{i+1} \) by stating that:

\[
\tau_i(y) \rightarrow \begin{cases} \tau_i(\eta) & \text{if } \eta \in D(\tau_i) \\ \eta & \text{otherwise} \end{cases}
\]
\[ \forall x \in D, (x^{i+1} \notin D(x_i) \iff \omega = \tau_i(x^{i+1})) \]
assuming that the domain of \( \tau_i \) is decidable. We will also assume that the 'undefined' element \( \omega \) is such that: \( \omega \notin D_i \) and that for each predicate \( \phi^2 : D_i \to \{T, F\} ; \psi : D_i \times D_i \to \{T, F\} ; \text{etc} \),

it is:

\[ \phi'(a) = F ; \forall x \forall y (\psi(x, y), a) = \psi(a, y) = F) ; \text{etc} \]

In this way, results about total functions \( \tau_i \) will also hold for partial functions \( \tau_i \) extended in the above fashion.

**Definition 4:**
\( P^{i+1} \) represents \( P^i \) wrt the representation function \( \tau_i \), if and only if there exist two predicates \( \phi^{i+1}(x^{i+1}) \) and \( \psi^{i+1}(x^{i+1}, z^{i+1}) \), wrt which \( P^{i+1} \) is totally correct and such that:

(a) \( \forall x \exists x^{i+1} (\phi(x) = (x = \tau_i(x^{i+1}) \land \phi^{i+1}(x^{i+1}))) \)

(b) \( \forall x^{i+1} \forall z^{i+1} (\psi^{i+1}(x^{i+1}, z^{i+1}) \iff (\phi^{i+1}(x^{i+1}) \land \phi^{i+1}(z^{i+1}), \tau_i(x^{i+1}))) \)

The preceding (a) and (b) formulae express the relation which must exist, by means of \( \tau_i \), between the input conditions of \( P^i \) and those of \( P^{i+1} \) (expression (a)) and between the input/output relations which must be satisfied by \( P^i \) and \( P^{i+1} \) respectively (expression (b)). Such relations correspond to that required in Milner (1971) for simulation.

In Definition 4, \( \phi^i \) and \( \psi^i \) are given predicates and the existence of \( \phi^{i+1} \) and of \( \psi^{i+1} \), wrt which \( P^{i+1} \) be totally correct, is required. It can be seen that the problem of deciding whether \( P^{i+1} \) represents \( P_i \) wrt \( \tau_i \), stated in the above fashion, is a second-order problem; however, from our constructive point of view, this problem is irrelevant.

The following result can be immediately proved.

**Theorem 1:**
If \( P^2 \) represents \( P^1 \) wrt the representation function \( \tau_1 \), and if \( P^3 \) represents \( P^2 \) wrt the representation function \( \tau_2 \), then \( P^3 \) represents \( P^1 \) wrt the representation function \( \tau_1 \).

In the following section we will show how to pass from a program \( P^i \) over \( D_i \) to a program \( P^{i+1} \) over \( D_{i+1} \) in such a way that \( P^{i+1} \) represents \( P^i \) wrt a given representation function \( \tau_i \); the transitivity of the representation relation given by the above result guarantees that, passing from \( P^i \) to \( P^{i+1} \) (1 \( \leq i \leq t - 1 \)), we are allowed to ignore what was previously done in passing from one to the other of the preceding levels.

3. **Building \( P^{i+1} \) from \( P^i \)**
To abbreviate notation we will examine in this section only programs \( P^1 \) and \( P^2 \) of the sequence \( P^1, P^2, \ldots, P^t \); however, the following is valid for any \( P^i \) and \( P^{i+1} \). The construction of \( P^{i+1} \) from \( P^i \) is done in the following way:

1. Statements of \( P^1 \) are numbered. For example, let \( P^1 \) be the following program (on first-level structure \( \langle D_1, F_1, P_1 \rangle \)):

   ... [Diagram not shown here]

   In what follows, for simplicity, we will refer to program \( P^1 \) above.

2. Statements 0, 1, 2, 3 are considered as the following elementary programs \( P^i_0, P^i_1, P^i_2, P^i_3 \) respectively:

   ... [Programs not shown here]

   The dummy variables \( y_j (1 \leq j \leq 3) \) have been introduced to express formally the input and output predicates of programs \( P^i_0 (0 \leq j \leq 3) \). Such predicates are clearly the following:

   for \( P^i_0 \):
   \( x^1 \in D(y^1) \) (input predicate); \( y^1 = f^1(x^1) \) (output predicate);

   for \( P^i_1 \):
   \( y^1 \in D(p_1(y^1)) \) (input); \( y_1 = y^1 \land P_1(y^1) \) (output of True path);

   \( y_1 = y^1 \land \neg P_1(y^1) \) (output of False path);

   for \( P^i_2 \):
   \( y_2 \in D(f_2(y^2)) \) (input); \( y_2 = f_2(y^2) \) (output);

   for \( P^i_3 \):
   \( y_3 \in D(f_3(y^2)) \) (input); \( z^1 = f_3(y^2) \) (output).

3. Each elementary program \( P^i_j \) is expanded into a corresponding program \( P^i_j \) on \( \langle D_2, F_2, P_2 \rangle \). The structure \( \langle D_2, F_2, P_2 \rangle \) is defined by the programmer’s choices and the relation between \( D_2 \) and \( D_1 \) is stated by the choice and construction of the representation function \( \tau_i : D_2 \to D_1 \).

   This relation constitutes a guide to the construction of expansions (in a sense that will be made more precise in the appendix) by means of the following predicates which assume correctness of step 3. (We postpone the treatment of this subject to the next section, so as not to interrupt the present exposition):

   For expansion \( P^i_2 \):

   \( \phi_0(x^3) = \tau_i(x^3) \in D(f_1^1) \)

   \( \psi_0(x^3, y^3) = \phi_1(y^1) \).}

   For expansion \( P^i_3 \):

   \( \phi_0(y_1) = \phi_1(y_1) \)

   \( \psi_0(y^1, y_1) = \tau_i(y^1) \land P_1(y^1) \) (output True);

   \( \psi_0(y^1, y_1) = \tau_i(y^1) \land \neg P_1(y^1) \) (output False).

   Analogously for predicates \( \phi^1, \psi^1, \phi^2, \psi^2 \); the dummy variables \( y_j, y_j^2 \) etc. have been introduced in order to formally express the input and output predicates of the expansions, which are therefore programs of the following type:

... [Programs not shown here]
4. The various expansions of the single statements of $P^1$ are merged into one program $P^2$ as follows:

(a) the exit of $P^2$ is connected to the entrance of $P^2$, eliminating the dummy assignments $y^2 \leftarrow y^2$ and $y^2 \leftarrow y^2$; such an elimination is symbolically indicated by:

(b) the exit of $P^2$ is connected to the entrance of $P^2$ in the same way;

(c) the exit of $P^2$ is connected to the entrance of $P^2$ by the elimination:

(d) the exit of $P^2$ is connected to the entrance of $P^2$ by the elimination:

A program $P^2$ with input variables $x^2$, program variables $y^2$ and output variables $z^2$ is thus obtained.

4. Conditions of correct expansion

Note that:

(a) If block expansions are such as to satisfy the correctness conditions $\phi^p_j, \psi^p_j$, the obtained program $P^2$ represents $P^1$, and therefore one is sure not to have overlooked any connection between the original blocks (in the opposite case, errors can arise, since the domains of the various blocks are different);

(b) On the other hand, in practice a strict requirement like this can lead in particular cases (especially in programs of great size) to a superfluous increase in the number of variables and/or instructions;

(c) To proceed in a more flexible way, it is preferable to adopt the condition that each block expansion be a representation of the block itself, according to Definition 4. However, this will also verify all verification of interface conditions (i.e. that each exit from one expansion is accepted as input by the next one). We will then show, first, what are the interface conditions mentioned in point (c) above; as a consequence we will demonstrate the validity of statement (a). Here also we refer to expansion of program $P^1$ given in the previous section.

Definition 5:
Program $P^2$ is a correct expansion, wrt $\tau_i$, of statement $j$ of $P^1$ if and only if $P^2$ represents the elementary program $P^1$ wrt $\tau_i$, according to Definition 4.

Definition 6:
Given that $\phi^p_j, \psi^p_j (0 \leq j \leq 3)$ are the correctness predicates assigned for the expansions $P^j$ (they represent the elementary programs $P^2$ wrt $\tau_i$), the interface conditions between expansions are the following:

(a) interface between $P^2$ and $P^2$:

$$C_i(\phi^p_0, \psi^p_0, \varphi^p_1) = \forall x^1 \forall x^2 \forall y^2 \varphi^p_1(x^1 \in D(f_j^1) \land f_j^1(x^1) \in D(P^j))$$

$$(\varphi^p_0(x^2) \land \psi^p_0(x^2, y^2)) \implies \varphi^p_1(y^2))$$

(b) interface between $P^2$ and $P^2$:

$$C_i(\varphi^p_1, \psi^p_1, \varphi^p_2) = \forall y^1 \forall y^2 \forall y^2 \forall y^2 \forall y^2 \forall y^2 (x^1 \in D(P^j) \land$$

$$(\varphi^p_1(x^3) \land y^2 \in D(f_j^2)) \implies$$

$$(\varphi^p_2(y^4) \land \psi^p_2(y^4, y^2)) \implies \varphi^p_2(y^2))$$

The interface conditions between $P^2$ and $P^2$ and between $P^2$ and $P^2$ are obtained in a similar way.

The following theorem can be proved, by induction on the execution sequences of $P_i$ (for the definition of execution sequence see for instance Manna, 1969b.)

Theorem 2:
If program $P^1$ is totally correct wrt the input predicate $\varphi^p_1(x^1)$ and the output predicate $\psi^p_1(x^4, z^2)$; if all the expansions $P^j$ of the statements $j$ of program $P^1$ are 'correct expansions' in the sense of Definition 5; if all the interface conditions $C_1(\phi^p_0, \psi^p_0), C_2(\phi^p_1, \psi^p_1, \varphi^p_2)$ etc. are true; and if $P^1$ is constructed connecting each other the different expansions $P^j$ as stated in Point 4 of previous section; then $P^2$ is totally correct wrt the input predicate $\varphi^p_1(\tau_i(x^4)) \land \phi^p_0(x^2)$ and the output predicate $\psi^p_1(\tau_i(x^4), \tau_i(x^3))$.

Corollary 1:
$P^2$ represents $P^1$ wrt $\tau_i$.

The proof of corollary 1 is immediate, when considering that:

(a) $\varphi^p_1$ is the input predicate of $P^1$, for which the condition:

$$\forall x^1 (\varphi^p_1(x^1) \Rightarrow x^1 \in D(f_j^1))$$

must hold;

(b) $P^2$ is a correct expansion of $P^1$, for which the condition:

$$\forall x^1 \exists x^2 (x^2 \in D(f_j^2) \Rightarrow (x^2 = \tau_i(x^4) \land \varphi^p_0(x^2)))$$

must hold (because of Definitions 4 and 5).

Considering that the program $P^1$, to which we have referred till now, contains every type of statement, the expansion procedure, Theorem 2 and Corollary 1 given above hold in general. Since the representation relation is transitive (Theorem 1), the following corollary holds.

Corollary 2:
If in the sequence $P^1, P^2, \ldots, P^t$ of programs, $P^{i+1}$ is obtained from $P^i$ $(1 \leq i \leq t - 1)$ according to Steps 1, 2, 3, 4 given
above, then \( \tau_i \) being the representation function \( \mathcal{D}_{i+1} \to \mathcal{D}_i \)
P' represents \( P \) wrt the representation function:

\[
\tau_1, \tau_2, \ldots, \tau_{t-1}, \mathcal{D}_1 \to \mathcal{D}_1.
\]

The correctness predicates of \( P' \) are of the form:

- input predicate: \( \varphi^I(\tau_1, \tau_2, \ldots, \tau_{t-1}(x^1)) \land \varphi^I(x^1) \)
- output predicate: \( \varphi^O(\tau_1, \tau_2, \ldots, \tau_{t-1}(x^1), \tau_1, \tau_2, \ldots, \tau_{t-1}(x^1)) \)

where \( \varphi^I(x^1) \) is a predicate which depends on the \( t-1 \)
refinements made; for example, for \( t = 3 \), \( \varphi^I(x^1) = (\varphi^D_1(\tau_2, x^2)) \land \varphi^D_2(x^2)) \).

Some remarks are at this point opportune with regard to the validity of Theorem 2:

(a) we have now to prove that if expansions are totally correct wrt the predicates \( \varphi^O, \varphi^I \), then verification of the interface conditions is not necessary. In fact, let

\[
C_3(\varphi^2) \equiv \forall x^1 (\varphi^2(\tau_2(x^1)) \in D(p^1) \implies \varphi^2(\tau_2(x^1)))
\]

and

\[
C_4(\varphi^2) \equiv \forall x^1 \forall y^2 (\varphi^2(x^1 \in D(f^1) \land f^1(x^1) \in D(p^1)) \implies (f^1(x^1) = \tau_2(y^2) \implies \varphi^2(y^2)))
\]

then

\[
C_4(\varphi^2) \implies C_3(\varphi^2),
\]

and if \( P \) is totally correct wrt \( \varphi^O \) and \( \varphi^I \), then

\[
C_5(\varphi^2) \equiv \forall x^1 \forall y^2 \forall z^2 (\varphi^2(x^1)) \land \varphi^2(y^2),
\]

and analogously for expansions of the other blocks. On the other hand, conditions \( C_3 \) are automatically satisfied when the expansions are correct wrt the predicates \( \varphi^O, \varphi^I \); therefore, in this case, all the conditions of Theorem 2 are verified. Note that \( C_3 \) and \( C_4 \) are sufficient conditions weaker than \( C_1 \) and it is often easier to verify them.

(b) \( C_1 \) also are conditions sufficient but not necessary for the validity of the theorem. Necessary conditions can be determined on the basis of \( \varphi^O, \varphi^I \) only when these express a functional connection, that is, such that: \( \forall x \exists z \varphi^I(x) \implies \varphi^O(x, z) \); in general the connection is a relation because of the constructive character of the procedure, i.e. the fact that the correctness conditions \( \varphi^O, \varphi^I \) of the expansions are determined before making the block expansions themselves.

5. Example

In this example we will drop some of the assumptions about formalism that were used in the previous exposition. Specifically, instead of considering domains \( \mathcal{D}_1 = \mathcal{D}_2 = \mathcal{D}_3 \), \( \mathcal{D}_4 = \mathcal{D}_5 \), \( \mathcal{D}_6 = \mathcal{D}_7 \), \( \mathcal{D}_8 \), we will consider several variables, of different types, over \( \mathcal{D}_i \) and \( \mathcal{D}_j \) and the representation function will therefore also express the relationship between those variables. The necessary modifications will be specified as they appear.

1. First-level program \( P^1 \)

The problem is the following: 'A symmetric matrix with positive or null elements has to be multiplied by itself until the maximum of its elements is greater than or equal to an assigned number \( \alpha \in R^+ \) (\( P^1 \) is the set of positive reals).

The minimum requirement to do this is that in the space \( S \) of symmetric matrices \( N \times N \) an internal product is defined and that with each matrix \( x \in S \) a number \( ||x|| \in R^+ \) (max of elements) is uniquely associated, to be compared with \( \alpha \in R^+ \).

The first-level structure is therefore:

\[
\mathcal{S}_1 = \langle \mathcal{S} \cup R^+, \{||, \cdot, >\} \rangle
\]

with the following properties:

1. \( \langle R^+, > \rangle \) is the structure of positive or null reals with the ordering \( > \);
2. \( \forall s, t \in S: s \cdot t \in S \);
3. \( \forall s \in S: ||s|| \in R^+ \);
4. a non-empty subset \( S_\alpha \subseteq S \) exists, such that:

\[
\forall s \in S_\alpha: ||s|| > \alpha.
\]

Point 4 corresponds to the requirement of a non-empty solution of the problem.

Let's now consider the following program \( P^1 \) on \( \mathcal{S}_1 \):

\[
\text{START}
\]

0: \( (a, b, c) \leftarrow (x_1, x_1, ||x_1||) \)

1: \( \mathcal{S}_1 \leftarrow (c > x) \)

2: \( (z_1, z_2) \leftarrow (a, c) \)

3: \( (a, c) \leftarrow (a \cdot b, ||a \cdot b||) \)

HALT

where \( (x_1), (a, b, c), (z_1, z_2) \) are input, program and output variables, respectively.

The properties of structure \( \mathcal{S}_1 \) given above are sufficient to demonstrate that \( P^1 \) is totally correct with respect to the following predicates:

\[
\varphi^1(x_1) \equiv x_1 \in S_\alpha \land ||x_1|| > m(1 \leq m < n \implies ||x_1|| \leq \alpha) \land z_2 > \alpha,
\]

\( m, n \in \mathcal{S}, \mathcal{S}, \mathcal{S} \subseteq R^+ \), set of natural numbers.

Space \( S \) of symmetric matrices over \( R^+ \) satisfies the properties of structure \( \mathcal{S}_1 \), and the predicates \( \varphi^0 \) and \( \varphi^1 \) formally express the requirements of the problem definition; in addition, \( P^1 \) is easily understandable and can therefore be considered a good assessment of the problem. Nothing is said, at the first level, about how functions \( \cdot \) and \( || \) will be realised; this will depend on how matrices will be represented in core memory. However, we are now sure, since the properties required for \( \mathcal{S}_1 \) hold, that the problem has a solution, and an outline of it is \( P^1 \). The implied variables are of different types, i.e. \( x_1, a, b, z_1 \) individual variables over \( S \) and \( z_2 \) individual variable over \( R^+ \). The domains of the various blocks are therefore different, and we have to take this into account not only in the verification, but also in the expansion process; to achieve this we can make use of the following input/output conditions for the elementary programs \( P^1(0 \leq j \leq 3) \):

\[
\varphi^0(x_1) \equiv (x_1 \in S) \land ||x_1|| > \alpha \land (a_1 = a_2 = x_1 \wedge c_1 = ||x_1||)
\]

\[
\varphi^1(a_1, b_1, c_1) \equiv (c_1 \in R^+) \land (a_2 = b_2 = c_2 \wedge c_2 > \alpha) \land (a_1, b_1, c_1) = (a_2, b_2, c_2) \wedge c_2 > \alpha,
\]

\[
\varphi^2(a_1, b_1, c_1, a_2, b_2, c_2) \equiv (a_2 = b_2 = c_2 \wedge c_2 > \alpha) \land (a_1, b_1, c_1) = (a_2, b_2, c_2) \wedge c_2 > \alpha,
\]

\[
\varphi^3(a_1, b_1, c_1) \equiv (a_1 = a_2 = b_1 = c_1 \wedge ||a_1||)
\]

We can now deal with the representation of data in the expansions of \( P^1 \).

2. The representation function

To save memory space, only elements \( s(i, j) \) with \( i \leq j \) are stored in a vector \( v \). This can be done by stating the following correspondence between the matrix indices and the vector indices:
Such a correspondence is assigned by the function:

(a) \( f(j) = (i,j) \), with \( j = \max\{k | k(k-1)/2 < l \} \)
and \( i = j - (j-1)/2 \)

(b) \( f^{-1}(i,j) = l \), with \( l = j(j-1)/2 + i \) for \( i \leq j \)

Then there exists a one-to-one correspondence between the space \( V \) of vectors of dimensions \( N(N+1)/2 \) and the space \( S \) of symmetric matrices \( N \times N \):

\[ \tau: V \leftrightarrow S \]

which is assigned as follows:

\[ \forall v \in V (\tau(v) = \omega(f(l)) = v(l) \text{ for } 1 \leq l \leq N(N+1)/2) \]

\[ \forall s \in S (\tau(s) = \max\{s(i,j) | 1 \leq i \leq n \text{ and } 1 \leq j \leq n \}) \]

\( \tau \) has the following properties:

5. \( \forall v \in V (\tau(v) \in \tau(v) \in S) \)
6. \( \forall v, v_1, v_2 \in V (\tau(v_1) = \tau(v_2) \Leftrightarrow v_1 = v_2) \)

The second-level domain is therefore: \( \mathcal{S}_2 = V \cup R^+ \). We will consider for \( P^2 \) the following variables:

- \( x_2, i, j, \ldots \) input variables;
- \( e, f, d, i, j, \ldots \) program variables;

\( x_2, z_2, i, j, \ldots \) output variables.

\( i, j, \ldots \) are variables over \( \eta \) and have been introduced in order to construct the operations acting on single elements of vectors \( v \in V \). Their final number will be known only at the end of the expansion construction and is unimportant at this point since only \( x_2, e, f, d, z_2, z_2 \) represent the first-level variables \( x_1, a, b, c, \ldots \) in the way specified by the following functions:

\[ \tau(x_2, i, j, \ldots) = x_1(i, i) \]

\[ \tau(e, f, d, i, j, \ldots) = (a, b, c) \]

\[ \tau(z_2, z_2, i, j, \ldots) = (z_1, z_1) \]

\( \tau \) connects the input variables, \( \tau \) the program variables, \( \tau \) the output variables. It is necessary to distinguish between \( \tau_x, \tau_p, \tau_\eta \) since the input, program and output variables are not the same; however, both for \( P^1 \) and \( P^2 \), the program variables are the same for all blocks and the formulae given in the previous sections still hold.

3. The correctness predicates

The correctness predicates \( \phi^P_j, \psi^P_j (0 \leq j \leq 3) \) are obtained from \( \phi^P_j \) and \( \psi^P_j \) by means of \( \tau_x, \tau_p, \tau_\eta \) in the following way:

\[ \phi^P_0(x_2, i, \ldots) \equiv \phi^P(x_2, i, \ldots) \]

\[ \psi^P_0(x_2, i, \ldots) \equiv \psi^P(x_2, i, \ldots) \]

\[ \phi^P_1(e_1, f_1, d_1, \ldots) \equiv e_1 = e_2 \land f_1 = f_2 \land d_1 = d_2 \land d_2 > a \]

\[ \psi^P_1(e_1, f_1, d_1, \ldots) \equiv e_1 = e_2 \land f_1 = f_2 \land d_1 = d_2 \land d_3 \]

\[ \phi^P_2(e_1, f_1, d_1, \ldots) \equiv e_1 = e_2 \land d_1 = d_2 \land d_2 > a \]

\[ \psi^P_2(e_1, f_1, d_1, \ldots) \equiv e_1 = e_2 \land d_1 = d_2 \land d_3 \]

The expansions \( P^2 \) correct wrt \( \phi^P_j \) and \( \psi^P_j \) are therefore the following:

4. Construction of expansions

The expansions \( P^2 \) are made on the structure:

\[ \mathcal{S}_2 = \langle V \cup R^+, \{+ \cdot, \max, \land, \land(v(l)) \} \rangle \]

where \( +, \cdot, \max, \land, \lor \) are defined in the usual fashion in \( R^+ \).

We have to express the predicates \( \phi^P_j \) and \( \psi^P_j \) on the structure \( \mathcal{S}_2 \); this will constitute a guide to construction of expansions \( P^2 \). The only terms that appear in the above predicates \( \phi^P_j \) and \( \psi^P_j \) not already expressed on \( \mathcal{S}_2 \) are:

- \( \| v(l) \| \)
- \( \| v(l) \| \)

Besides, having defined \( \| s \| \), Max \( \{s(i,j) | 1 \leq i \leq n \text{ and } 1 \leq j \leq n \} \), the expression

\[ \| v(l) \| \]

holds for every vector \( v \) of dimension \( N(N+1)/2 \).

As for the relation II between \( e_1, e_3, f_3 \), we have to find a vector product \( \otimes \), expressed in terms of the components and such that:

\[ \forall v_1, v_2 \in V (\tau(v_1 \otimes v_2) = \tau(v_1 \otimes v_2)) \]

In fact, in such a case \( \tau(e_1) = \tau(e_3) \cdot \tau(f_3) \) can be expressed as \( e_1 \otimes f_3 \).

To construct the product \( \otimes \), we use the following procedure:

a) The matrix product is defined as usual by means of sums and products between the components, i.e.:

\[ s_2(j, i) = \sum x_2(i, k) \cdot s_2(k, j) \]

(b) On the other hand, we must have:

\[ \tau^{-1}(s_2(i, j)) = \tau^{-1}(s_1(i, j)) \]

(c) Remembering that \( \tau^{-1}(s) = v \) if and only if \( v(f(l)) = s(i, j) \) for \( 1 \leq i \leq N \) and \( 1 \leq j \leq N \) (see para. 2), making

\[ v_1 = \tau^{-1}(s_1), \]

\[ v_2 = \tau^{-1}(s_2), \]

\[ v_1 = \tau^{-1}(s_2), \]

the following must hold:

\[ v_2(f(l)) = \sum v_2(f(l), k) \cdot v_2(f(l), j) \]

for \( 1 \leq i \leq N \) and \( 1 \leq j \leq N \). Therefore:

\[ v_2(f(l), j) = \sum v_2(f(l), k) \cdot \tau^{-1}(s_1(l, j)) \]

(10)

\[ v_2(f(l), j) = \sum v_2(f(l), k) \cdot \tau^{-1}(s_1(l, j)) \]

(10)

\[ v_2(f(l), j) = \sum v_2(f(l), k) \cdot \tau^{-1}(s_1(l, j)) \]

(10)

\[ v_2(f(l), j) = \sum v_2(f(l), k) \cdot \tau^{-1}(s_1(l, j)) \]

(10)

\[ v_2(f(l), j) = \sum v_2(f(l), k) \cdot \tau^{-1}(s_1(l, j)) \]

(10)

\[ v_2(f(l), j) = \sum v_2(f(l), k) \cdot \tau^{-1}(s_1(l, j)) \]

(10)
(P_0^2 \text{ on the basis of (11) and of } \phi_0^2, \psi_0^2;)

P_2^2 \text{ on the basis of } \phi_2^2, \psi_2^2;

P_3^2 \text{ on the basis of } \phi_3^2, \psi_3^2;

P_2^3 \text{ on the basis of (11), (12) and of } \phi_2^3, \psi_3^3.\)

\[
P_0^2: \quad \text{START}
\]
\[
(\mathbf{e}, \mathbf{f}, d) \leftarrow (\mathbf{x}, \mathbf{x}, 1) \quad \text{Max} \{\|(\mathbf{x})(\mathbf{y})\| 1 \leq l \leq N(N + 1)/2\}
\]
\[
(\mathbf{e}, \mathbf{f}, d_1) \leftarrow (\mathbf{e}, \mathbf{f}, d)
\]
HALT

\[
P_1^2: \quad \text{START}
\]
\[
(\mathbf{e}, d) \leftarrow (\mathbf{e}, d_1)
\]
\[
(\mathbf{z}_1, \mathbf{z}_2) \leftarrow (\mathbf{e}, d)
\]
HALT

\[
P_2^2: \quad \text{START}
\]
\[
(\mathbf{e}, \mathbf{f}, d) \leftarrow (\mathbf{e}, \mathbf{f}, d_1)
\]
\[
d > y
\]
HALT

\[
P_3^2: \quad \text{START}
\]
\[
(\mathbf{e}, \mathbf{f}, d) \leftarrow (\mathbf{e}, \mathbf{f}, d_1)
\]
HALT

The variables i, j, . . . don't appear in \(P_1^2\) and \(P_2^2\) because no property is required of them, and they are not modified (the same for i, j, f in \(P_2^3\)). These variables could appear in \(P_1^2, P_2^2\) with arbitrary assignments, but this is unnecessary.

Finally, merging the expansions \(P_2^2\) (according to step 4 of Section 3) the second-level program \(P^2\) is obtained, correct wrt the following predicates (because of what is stated in Section 4):

\[\varphi^2: \tau(\mathbf{x}) \in S_\approx \]
\[\psi^2: \exists \tau \exists \tau \exists \mathbf{x} \tau(\mathbf{x}) = \tau(\mathbf{x})^2 \land z \leq \tau(\mathbf{x})^2 \land \forall 1 \leq m \leq n \Rightarrow \tau(\mathbf{x})^m < z \land z \geq y\]

The predicates \(\varphi^2\) and \(\psi^2\), the representation functions \(\tau_1, \tau_2, \tau_3\), and the first-level program \(P_1^1\) constitute a documentation of the program \(P^2\) and of the choices made for its construction, i.e.:

(a) the input/output behaviour of \(P^2\) is expressed, by means of \(\tau\), on the basis of that of \(P_1\), e.g. the input vector \(\mathbf{x}\) corresponds to the matrix \(\mathbf{x}\) in the way specified by \(\tau(\mathbf{x}) = \mathbf{x}\) and the output vector \(\mathbf{z}\) corresponds to the matrix \(\mathbf{z} = \mathbf{z}\) in the way specified by \(\tau(\mathbf{z}) = \tau(\mathbf{z})^2\);

(b) \(\tau_1, \tau_2, \tau_3\) indicate how to supply the input and output data to obtain the initial requirement made in \(P_1^1\).

In this example the interface conditions didn't appear since the expansions were correct wrt the predicates \(\varphi_1^2, \psi_1^2\). If, for instance, the expansion of block 2 was called (as a subroutine) by several points of a more complex program with different matrix dimensions, instead of constructing different pairs of predicates \(\varphi_1^2, \psi_1^2\) for each call, it would be necessary to assign to the subroutine a unique pair of correctness predicates which contain the matrix dimension as a parameter. In this and other practical cases, therefore, verification of interface conditions becomes necessary.

\[
P_3^3: \quad \text{START}
\]
\[
(\mathbf{e}, \mathbf{f}, d, i, j) \leftarrow (\mathbf{e}_3, \mathbf{f}_3, d_3, 0, 1)
\]
\[
(\mathbf{e}, \mathbf{f}, d, i, j) \leftarrow (\mathbf{e}, \mathbf{f}, d)
\]
\[
(i < j)
\]
\[
i \leftarrow i + 1
\]
\[
(i, j) \rightarrow (i, j + 1)
\]
\[
\epsilon((j + 1)/2 + i) \rightarrow \left\{ \begin{array}{ll}
\epsilon((j - 1)/2 + i) \ast & \epsilon((j - 1)/2 + k) + \\
\epsilon((j - 1)/2 + k) & \epsilon((j - 1)/2 + k) + \\
\epsilon((j - 1)/2 + k) & \epsilon((j - 1)/2 + k)
\end{array} \right.
\]
\[
\epsilon((j - 1)/2 + i) \rightarrow \left\{ \begin{array}{ll}
\epsilon((j - 1)/2 + i) \ast & \epsilon((j - 1)/2 + k) + \\
\epsilon((j - 1)/2 + k) & \epsilon((j - 1)/2 + k) + \\
\epsilon((j - 1)/2 + k) & \epsilon((j - 1)/2 + k)
\end{array} \right.
\]
\[
d \rightarrow \epsilon(j - 1)/2 + i)
\]
HALT

Appendix

With the following remarks, we want here to make more precise what we intended in the previous sections for 'constructive character' of the described method:

(a) \(P_1^1\) is a program on a structure \(\mathcal{S}_1 = (\mathcal{D}_1, \mathcal{R}_1, \mathcal{P}_1)\); correctness predicates and other assertions about program \(P_1^1\) must contain terms referring to structure \(\mathcal{S}_1\). Formally, they must be expressed in a theory \(\mathcal{E}_1\) of which \(\mathcal{S}_1\) is a model;

(b) In the same way, \(P_2^2\) is a program on a structure \(\mathcal{S}_2 = (\mathcal{D}_2, \mathcal{R}_2, \mathcal{P}_2)\), thus containing terms referring to \(\mathcal{S}_2\). The properties of the representation function \(\gamma_1: \mathcal{D}_2 \rightarrow \mathcal{D}_1\) and the predicates \(\phi_1, \psi_1\) containing \(\gamma_1\) must be given in terms that appear both in \(\mathcal{S}_1\) and \(\mathcal{S}_2\). Formally, \(\phi_1, \psi_1\) must be expressed in a theory \(\mathcal{E}_1, \mathcal{E}_2\) of which a suitable structure \(\mathcal{S}_1, \mathcal{S}_2\) (union of \(\mathcal{S}_1\) and \(\mathcal{S}_2\) and containing \(\gamma_1\)) is a model;

(c) If a pair of predicates \(\varphi_2, \psi_2\) containing only terms of \(\mathcal{S}_2\) and equivalent to \(\varphi_1, \psi_1\) in \(\mathcal{E}_2\) can be found, then this constitutes a guide to construction of expansions \(P_2^2\) (as in the example). Theoretically, this is related to the program synthesis problem, stated as follows (Constable,
Let φ and ψ be two predicates expressed in a theory $\mathcal{C}$ having a model $\mathcal{M}$; is it possible, by proving proposition

$$\mathcal{M} \vdash \forall x (\phi(x) \Rightarrow \exists z (\psi(x, z)))$$

($\vdash$ means ' provable in $\mathcal{C}$'), to build a partial recursive function $f$ such that:

1. $D(f) = \{ \xi : \mathcal{M} \vdash \phi(\xi) \}$ ($\vdash$ means 'valid in $\mathcal{M}$')
2. if $\xi \in D(f)$ and $\eta = f(\xi)$, then $\mathcal{M} \vdash \psi(\xi, \eta)$?

Obviously, the answer depends on theory $\mathcal{C}$; it is positive for Kleene's intuitionistic theory of natural numbers (see the equivalence between predicates $\tilde{\phi}_1, \tilde{\psi}_1$ and predicates $\tilde{\phi}_2, \tilde{\psi}_2$ is verified, it is also verified that:

3. $\mathcal{C}_2 \vdash \forall x (\tilde{\phi}_1(x^2) \Rightarrow \exists z (\tilde{\psi}_1(x^2, z^2)))$. In some cases the proof of 3. can be reduced into a proof of:

4. $\mathcal{C}_2 \vdash \forall x (\tilde{\phi}_2(x^2) \Rightarrow \exists z (\tilde{\psi}_2(x^2, z^2)))$; if in $\mathcal{C}_2$ the synthesis is possible, the related techniques can be applied. In any case, the construction of $\tilde{\phi}_2, \tilde{\psi}_2$ can be a useful guide both for verification of formula 4. and for construction of expansions $P^2_j$.
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