Lithosphere–asthenosphere interaction beneath Ireland from joint inversion of teleseismic P-wave delay times and GRACE gravity
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SUMMARY

The nature and extent of the regional lithosphere–asthenosphere interaction beneath Ireland and Britain remains unclear. Although it has been established that ancient Caledonian signatures pervade the lithosphere, tectonic structure related to the Iceland plume has been inferred to dominate the asthenosphere. To address this apparent contradiction in the literature, we image the 3-D lithospheric and deeper upper-mantle structure beneath Ireland via non-linear, iterative joint teleseismic-gravity inversion using data from the ISLE (Irish Seismic Lithospheric Experiment), ISUME (Irish Seismic Upper Mantle Experiment) and GRACE (Gravity Recovery and Climate Experiment) experiments. The inversion combines teleseismic relative arrival time residuals with the GRACE long wavelength satellite derived gravity anomaly by assuming a depth-dependent quasilinear velocity–density relationship. We argue that anomalies imaged at lithospheric depths probably reflect compositional contrasts, either due to terrane accretion associated with Iapetus Ocean closure, frozen decompressional melt that was generated by plate stretching during the opening of the north Atlantic Ocean, or a combination thereof. The continuation of the anomalous structure across the lithosphere–asthenosphere boundary is interpreted as possibly reflecting sub-lithospheric small-scale convection initiated by the lithospheric compositional contrasts. Our hypothesis thus reconciles the disparity which exists between lithospheric and asthenospheric structure beneath this region of the north Atlantic rifted margin.
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1 INTRODUCTION

The tertiary formation of the north Atlantic has regularly been cited as the type example of continental breakup above a mantle thermal anomaly (e.g. White & McKenzie 1989). Wide-angle seismic studies have provided detailed constraints on the regional lithospheric structure (e.g. Barton 1992; O’Reilly et al. 1998; Chadwick & Pharaoh 1998; White et al. 2008), but constraints on present day lithosphere–asthenosphere interactions are relatively lacking. Situated near the rifted margin, Ireland represents an ideal locale to study such processes because, although tectonically stable today, the geological record there documents a long tectonic history from Precambrian basement formation, through the Caledonian Orogeny, to Paleogene magmatism associated with the breakup of Pangaea.

Studies of lithospheric structure in Ireland and the British Isles using seismic refraction (e.g. Hauser et al. 2008; O’Reilly et al. 2010), seismic anisotropy (e.g. Helffrich 1995; Do et al. 2006; Bastow et al. 2007), receiver functions (e.g. Tomlinson et al. 2006; Di Leo et al. 2009), gravity (e.g. Readman et al. 1997) and magnetotellurics (e.g. Rao et al. 2007) show that ancient (principally Caledonian) structures still dominate, up to hundreds of millions of years after formation. Studies of the uppermost mantle (~30–300 km), however, cite low-velocity anomalies imaged using P-wave teleseismic tomography (e.g. Arrowmith et al. 2005; Wawrzinek et al. 2008) and forward and inverse modelling of gravity and wide-angle seismic data (Al-Kindi et al. 2003) as evidence that hot, partially molten plume material from Iceland presently resides beneath lithospheric thin-spots in this region of the north Atlantic rifted margin. However, absolute traveltimes of teleseismic phases in Ireland and Britain are notably fast compared to the global average (e.g. Poupinet et al. 1997; Fouquet et al. 2003; Amaru et al. 2008), with the implication that low velocities imaged using relative arrival time methods (e.g. Arrowmith et al. 2005; Wawrzinek et al. 2008) may not be, as has previously been assumed, genuinely ‘slow’. The present day
plume hypothesis may then be inappropriate for the mantle in this region, in which case we must look beyond the ‘red=hot mantle, blue=cold mantle’ first-order explanation. Ireland is tectonically quiescent, has a largely flat Moho (e.g. Landes et al. 2005), a relatively low lithospheric elastic thickness (e.g. Armstrong 1997; Daly et al. 2004), little topography and yet the lithosphere and uppermost mantle are evidently heterogeneous. Second-order anomaly sources which cannot so readily be explained may have to be considered.

We address these issues by using data from the ISLE (Irish Seismic Lithospheric Experiment), ISUME (Irish Seismic Upper Mantle Experiment) and GRACE (Gravity Recovery and Climate Experiment) experiments to perform a joint teleseismic-gravity inversion for Ireland’s lithospheric and uppermost mantle structure. Compared to traditional terrestrial gravity surveys, the long wavelength GRACE data can probe lithospheric mantle structure, and has been used, for example, to infer the topography of the very deep Moho (extending to ~80 km) beneath the Tibetan plateau (Shin et al. 2007, 2009), the structure of the European mantle lithosphere (Tesauro et al. 2007) and the lithosphere-asthenosphere boundary (LAB) beneath the Red Sea and Arabian Peninsula (Hansen et al. 2007). By incorporating GRACE gravity data within a joint inversion scheme and drawing on increased seismic resolution relative to the previous tomographic study of Ireland’s uppermost mantle (Wawerzinek et al. 2008), we seek to resolve the disparity that exists in the literature regarding a lithosphere pervaded by Paleozoic signatures overlying an asthenosphere purportedly dominated by tectonic structure.

2 TECTONIC SETTING

Ireland’s present day geological structure is considered to reflect four principal tectonic events: the Caledonian Orogeny, the Variscan Orogeny; the opening of the North Atlantic Ocean and the initiation of the proto-Iceland plume. The crustal fabric is dominated by Caledonian and Variscan trends (e.g. Readman et al. 1997; Restivo & Helffrich 1999). The pervasive NE–SW Caledonian trend is the result of a major tectonic event that culminated in late Ordovician and Silurian times with the closure of the Iapetus Ocean (e.g. Woodcock & Strachan 2000). The Iapetus suture marks the continent–continent collision, and purportedly runs in an approximately northeastward direction from the present day Shannon estuary in the west of Ireland, across the Irish Midlands, and into the Scottish Highlands (e.g. Phillips et al. 1976; Woodcock & Strachan 2000) (ISZ; Fig. 1). Variscan deformation in Ireland is characterized by east–west oriented thrusts, a result of the dominant northward directed compression of the latter phases of the orogeny (e.g. Cooper et al. 1986). The Variscan trend is most evident in the south of the country, becoming less apparent in central and northern regions (e.g. Gill 1962; Masson et al. 1999). Post-Variscan tectonic activity was dominated by the protracted opening of the Atlantic Ocean, believed to be related to the formation of the series of Mesozoic basins and fault-bounded troughs offshore western Ireland (e.g. Naylor & Shannon 2009). Paleogene magmatism associated with the British Tertiary Volcanic Province (BTVP) produced the volcanic features across northern Ireland, including the Mourne, Carlingford and southern Slieve Gullion granitic intrusions (M, C, SG; Fig. 1). White & McKenzie (1989) suggested that the volcanism resulted from localized rifting above the 1000 km radius mushroom head of anomalously hot mantle carried up by the proto-Iceland plume, a hypothesis supported by geochemical and geochronological evidence (e.g. Mussett et al. 1988; Barrat & Nesbitt 1996; Gamble et al. 1999; Kirstein & Timmerman 2000).

Figure 1. The study area with locations of previous seismic experiments. Onshore wide-angle seismic reflection profiles VARNET A and B (e.g. Masson et al. 1999), ICSSP (Jacob et al. 1985) and COOLE (Lowe & Jacob 1989) are indicated as red lines. Blue lines are BIRPS offshore marine reflection profiles (SWAT 2–5 and WIRE 1, 1B and 3) from Klemperer & Hobbs (1991). ISZ, Iapetus Suture Zone; RSE, River Shannon Estuary; M, C, SG, Mourne, Carlingford and Slieve Gullion Tertiary central complexes. The inset shows the regional tectonic setting on a topographic map (modified from O’Reilly et al. 2010).

3 DATA

3.1 ISLE and ISUME data

Our seismic data came from 18 temporary broadband Gürpul CMG-40T seismometers deployed as part of the ISLE/ISUME network (Fig. 2), 15 of which recorded at a sample rate of 75 samples per second (s.p.s.) and three at 25 s.p.s. Additional data were sourced from permanent broadband stations DSB (part of the GEOFON network) and VAL (operated by the Irish Meteorological Office). The instrument at station DSB is a Streckeisen STS-2 and that at station VAL a Gürpul CMG-40T, both recording at 75 s.p.s.

For the period 2003 September to 2006 November, a list of 1229 candidate earthquakes with magnitudes mb ≥ 5.4 was obtained from the Advanced National Seismic System (ANSS) online catalogue (http://www.ncdec.org/anss/). Of these, 263 earthquakes in the epicentral distance (Δ) range 30° < Δ < 100° (including one originating between 25° < Δ < 30° admitted to fill a backazimuthal gap)
optimistic. Analysis of the residuals indicates a consistent change for
yielded high signal-to-noise ratio waveforms at five or more stations
and a further 13 in the epicentral distance range $145^\circ < \Delta < 180^\circ$
yielded high signal-to-noise ratio waveforms at five or more stations
for $P$ waves and $PKP$ core phases, respectively. Fig. 3 shows the
distribution of these earthquakes. Backazimuthal coverage is rela-
tively uniform apart from between $90^\circ$ and $180^\circ$. This region (e.g. the
Indian Ocean and the South Atlantic) produces only small numbers
of low-magnitude poor-quality earthquakes, generally unsuitable
for analysis.

3.2 Relative arrival time residuals
Prior to phase picking, each seismogram was passed through a but-
terworth bandpass filter of order 1, with corner frequencies 0.7 and
2.2 Hz, for visual inspection. Preliminary arrival times were then
picked on a peak or trough within the first cycle of coherent energy
of the desired phase. This pick was used to define a correlation
window (3 s) around the phase arrival, from which accurate relative
arrival times with quantitative uncertainty estimates were deter-
mined using the multichannel cross-correlation (MCCC) method of
VanDecar & Crosson (1990). Relative arrival time residuals were
subsequently determined by subtracting similarly normalized theo-
etical relative arrival times, based on the IASP91 traveltime tables
(Kennett & Engdahl 1991), from the MCCC-derived relative arrival
times. These residuals are considered to comprise the effects of
velocity anomalies residing within the target volume beneath the
seismic network only (e.g. Evans & Achauer 1993).

The 276 earthquakes used in this study yielded 1934 relative
arrival time residuals. These lie approximately in the range $\pm 0.7$ s
and have a standard deviation of $\sim 0.2$ s. This compares with an
average MCCC estimated picking error of $\sim 0.05$ s. In line with the
studies of Tilmann et al. (2001) and Bastow et al. (2005, 2008),
we regard the MCCC derived estimates of picking uncertainty as
optimistic. Analysis of the residuals indicates a consistent change

Figure 2. The subset of the ISLE/ISUME network used in this study. Sta-
tions VAL and DSB are permanent broad-band stations of the Irish seismic
network. The triangles represent DIAS temporary broad-band stations. The
blue dots show the piercing points of teleseismic ray paths at a depth of
120 km.

Figure 3. Backazimuthal and epicentral distance distribution of the 276
events used in this study which were recorded over 3 years of the
ISLE/ISUME experiment. Forty-eight events have hypocentral depths ex-
ceeding 100 km (white discs). The magnitude range is mb 5.4–9.0. Con-
centric circles are at $30^\circ$ intervals from the centre of the projection at $8^\circ$ W,
$53^\circ$ N.

3.3 GRACE gravity
The second data set we used was the gravity anomaly derived from
the GRACE geopotential model GGM02C (Tapley et al. 2005). The
GGM02C model consists of a weighted combination of GGM02S
and EGM96 spherical harmonic coefficients (Lemoine et al. 1998;
Tapley et al. 2005) and retains correct spectral power at all estimated
degrees up to the 200 limit.

The gravity anomaly derived from the GGM02C geopo-
tential model treats all mass as if internal to a regularized
goed, and can therefore be regarded as a Helmert condensation
anomaly, of which the free air anomaly is an approximation (e.g.
Heiskanen & Moritz 1967). It is distributed as a 30 min grid
by the University of Texas at Austin, Center for Space Research
(http://www.csr.utexas.edu/grace/). The estimated accumulated er-
ror in the GGM02C gravity model increases from about 1.5 mGal
at degree 120 (wavelength $\sim 330$ km) to about 5 mGal at degree 200
(wavelength $\sim 200$ km). We calculated a Bouguer slab correction
with standard densities (2670 kg m$^{-3}$ for land areas, 1643 kg m$^{-3}$ for
oceanic areas) using the merged GLOBE (onshore) and ETOPO2v2
(offshore) digital elevation models (DEMs) smoothed to remove
wavelengths below that of the order of the GGM02C grid spacing.
Both DEMs are distributed by the NOAA’s National Geophysical
Data Center (NGDC). Fig. 4 shows the resulting Bouguer anomaly
over Ireland. Anomaly values range from just below zero to about
30 mGal onshore Ireland, increasing offshore to a maximum of
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Figure 4. The long wavelength GRACE GGMO2C Bouguer anomaly calculated for Ireland. Anomaly values range from just below zero to about 30 mGal onshore Ireland, which is characterized by three long wavelength Bouguer lows. See text for details.

approximately 180 mGal towards the Atlantic margin. The anomaly onshore Ireland is characterized by three long wavelength Bouguer lows, which broadly correlate with low-velocity anomalies imaged by Wawerzinek et al. (2008) in their P-wave teleseismic tomographic study of Ireland’s uppermost mantle.

The common assumption of isostatic equilibrium at passive margins has been questioned recently (e.g. Moucha et al. 2008). However, the relatively low lithospheric elastic thickness determined in the vicinity of the Irish Atlantic margin (e.g. Armstrong 1997; Daly et al. 2004) supports the isostatic hypothesis. Consequently, we expect any dynamic contribution to the gravity signal due to mantle flow to be negligible. Following Spector & Grant (1970) and Pawlowski (1995), we used the radially averaged power spectrum of the GRACE Bouguer anomaly to estimate depths of between about 20 and 70 km (Fig. 5). The crustal thickness beneath Ireland is relatively uniform at about 30 km, apart from a slight undulation of the Moho coinciding with the location of, and thought to reflect, the fossilized Iapetus suture zone (e.g. Ford et al. 1991; Landes et al. 2005; Grad et al. 2009). However, unlike Ireland’s terrestrial gravity data that are pervaded by short wavelength Caledonian and Variscan crustal signatures (e.g. Readman et al. 1997), the longer wavelength GRACE gravity anomalies exhibit no discernible correlation with Caledonian or Variscan trends, and in particular, the Iapetus suture. The GRACE gravity data thus reflect causative source depths and wavelengths that are expected to be commensurate and coherent with upper-mantle seismic anomalies.

4 METHOD

4.1 Joint inversion

As a function of ray crossing, teleseismic tomographic resolution increases with depth, with shallow (typically crustal) regions suffering from a lack of resolution due to the dearth of ray crossing there. In comparison, the terrestrial gravity survey has traditionally offered optimal resolution at crustal depths (e.g. less than 30 km). The advent of satellite gravimetry has, however, produced gravitational geopotential models that, for certain spherical harmonic degrees (e.g. \( \sim \) degree 200 in this study), can both compensate for and overlap with the resolution domain of teleseismic tomography. Such data sets are ideally suited to a cooperative inversion scheme because the complementary information reduces inherent ambiguity or non-uniqueness (e.g. Haber & Oldenburg 1997). Joint inversion treats the data sets simultaneously by placing them into a single data vector to produce model parameter estimates consistent with all data. The principal difficulty with this approach lies in determining a prescription for relating the independent data sets (Lees & VanDecar 1991).

The algorithm used here, developed by Tiberi et al. (2003) and Jordan (2003), is based on an algorithm proposed by Zeyen & Achauer (1997) for the joint inversion of teleseismic relative arrival time residuals and Bouguer gravity anomalies. Zeyen & Achauer (1997) invoke the empirical Birch’s law (Birch 1961) in prescribing a linear relationship between density and velocity anomalies. The widespread success of Birch’s law can be ascribed to its virtual coincidence with, and hence linearization of, a power law derived from lattice dynamics over the density range \( \sim 2.5–4.0 \, \text{g cm}^{-3} \), which encompasses most lithospheric rocks and minerals (e.g. Chung 1972). Zeyen & Achauer (1997) consider the velocity–density
relationship depth dependent and allow local deviations from it within individual model layers. The depth dependence of the correlation coefficient (B-coefficient) seeks to account for its temperature dependence, whereas the permitted local deviations seek to account for additional dependencies on a wide range of factors, such as the presence of fluids or rock type (e.g. Christensen & Mooney 1995).

4.2 Joint parametrization scheme

The model space is parametrized in terms of density blocks, velocity nodes and a B-coefficient linking density and velocity for each horizontal layer (Fig. 6). The single B-coefficient per layer represents a mean value, reflecting the fact that B-coefficients are only approximately known. Although the vertical density and velocity layer boundaries are required to be common in order to be able to define B-coefficients, the horizontal parametrization of the density and velocity models is independent, allowing the models to be tailored to their respective information densities (e.g. Jordan 2003). Thus, the velocity grid spacing is smallest in the immediate vicinity of the seismic network where ray crossing is maximal, whereas the density block sizes reflect the data coverage for particular regions. The forward calculation of the gravity anomaly corresponding to the density model is performed by summing the vertical attraction of the seismic network where ray crossing is maximal, whereas the density block sizes reflect the data coverage for particular regions. The forward calculation of the gravity anomaly corresponding to the density model is performed by summing the vertical attraction due to the collection of density blocks within the model (e.g. Li & Oldenburg 1998). For the calculation of traveltimes, the array of velocity nodes is interpolated with a pseudo-linear gradient (Thurber 1983) and 3-D ray tracing applied using the minimum time path algorithm developed by Steck & Prothero (1991).

4.3 The inversion algorithm

The inversion seeks to determine the set of density (Δρ) and velocity (Δv) perturbations and B-coefficients (B) which simultaneously minimize the difference, in a least squares sense, between the observed (d_cal) and calculated (d_cal) data. Variations in data accuracy between the data sets are accounted for by incorporating a data weighting matrix, C_d, in the inversion scheme. This matrix weights the data by the reciprocal of their variances, such that the most uncertain have the least effect in determining an optimum model. The expression to be minimized is

$$ (d_{obs} - d_{cal})^T C_d^{-1} (d_{obs} - d_{cal}), \quad (1) $$

where T denotes the matrix transpose. The inversion will, however, typically be ill-posed, and as such will require regularization. By adopting a Bayesian approach (Jackson & Matsuda 1985), a priori model parameter estimates, p_0, are directly incorporated in the inversion scheme. Varying degrees of confidence in the a priori model parameter estimates are accounted for by incorporating a parameter weighting matrix, C_p, in the expression to be minimized. This matrix contains a priori model parameter variances which determine how far corresponding model parameters may deviate from initial a priori estimates. This damping constraint is imposed by the minimization of the term

$$ (p - p_0)^T C_p^{-1} (p - p_0), \quad (2) $$

where p^1 = (Δρ, Δv, B) is the sought vector of optimal model parameters.

Zeyen & Achauer (1997) impose two further regularization constraints on the inversion. The first of these is provided by the relationship which defines the joint inversion, Birch’s law. A variance matrix, C_v, constrains possible deviations of the density–velocity relation from assumed linearity. The smaller a diagonal term variance, the stricter the adherence to the linear density–velocity relation. This density–velocity relation regularization is imposed by minimizing the expression

$$ (Δv - BΔρ)^T C_v^{-1} (Δv - BΔρ), \quad (3) $$

which can of course only be applied to those density blocks which are constrained by velocity information.

A final form of regularization is imposed by demanding that the final models exhibit sufficient smoothness so as to be physically plausible. The smoothness constraint is enforced by minimizing the root mean square of the first derivatives of the parameters in each layer

$$ \left( \frac{Δp}{ΔR} \right)^T C_s^{-1} \left( \frac{Δp}{ΔR} \right), \quad (4) $$

where Δp is the difference between adjacent parameters separated by a distance ΔR. The variance matrix C_s controls the importance of this constraint relative to the others.

The total expression to be minimized is therefore the sum of the terms (1)–(4). After linearization, an iterative procedure for estimating optimum model parameters is obtained. A detailed exposition of the linearized equation is given in Zeyen & Achauer (1997).

4.4 Parametrization

Resolution of structure in traveltime tomography improves with depth before degrading beyond a depth commonly quoted as being between two-thirds and one times the length of the seismic network (e.g. Evans & Achauer 1993). As the seismic network in this study extends over an area of approximately 250 km x 320 km, resolution is expected to degrade to an unacceptably poor level somewhere in the depth range ~250–320 km. The depth extent of the velocity model was thus set at 285 km. The lateral extent of the velocity model was chosen to encompass the area of ray coverage as determined by ray piercing points at various depth slices within the model volume. This was subsequently extended approximately 300 km beyond the data coverage limits in all directions to avoid possible contamination by spurious boundary effects (e.g. Tiberi et al. 2003; Allen et al. 2002). A possible drawback of this approach is the removal of legitimate structure from the interior region of the model. However, the philosophy is to invert for the minimum structure required to explain the data (e.g. VanDecar et al. 1995). The

![Figure 6. Schematic illustration of the joint inversion parametrization. Each layer L_i is subdivided into density blocks and velocity nodes, and to each layer there corresponds a B-coefficient linking density and velocity. The concentration of blocks and nodes can vary to reflect the respective information densities within the model space (modified from Tiberi et al. 2003).](https://academic.oup.com/gji/article-abstract/184/3/1379/628540/1379-1396)
poorly constrained outer nodes, whose purpose it is to absorb edge effects, are not represented in the final velocity model.

A minimum lateral node spacing of 25 km in the model interior was chosen to reflect the average station spacing in the centre of the seismic array, which is conventional practice in seismic tomography (e.g. Tiberi et al. 2003). Towards the edges of the model the node spacing was increased to 50 km, with the outermost nodes removed to 300 km. The vertical node spacing similarly reflects the ray density, the spacing increasing with depth. The model consists of nine horizontal nodal layers, each layer comprising 31 × 25 nodes = 775 nodes. Nodes are only perturbed during inversion if more than five teleseismic rays pass in their vicinity. Initial velocity values were ascribed in accordance with accepted inversion if more than five teleseismic rays pass in their vicinity.

4.4.1 Regularization

As in the velocity model, each density layer incorporates large edge differences. Thus, in extrapolating from generic 1-D absolute starting velocity models to a 3-D laterally homogeneous starting model, we are in effect utilizing an unbiased model as our starting point.

Because the joint inversion algorithm requires a density layer corresponding to each velocity nodal plane, the density model similarly comprises nine layers extending to an overall depth of 320 km Table 1). After testing a large range of block sizes to account for possible parametrization artefacts, lateral block dimensions varying between 30 and 70 km, and increasing with depth, were selected. As in the velocity model, each density layer incorporates large edge effect absorbing blocks extending beyond the data coverage area, again not represented in the final density model. Initial density values were ascribed in accordance with commonly accepted 1-D crustal and upper-mantle models (Dziewonski & Anderson 1981), again extrapolated to produce 3-D laterally homogeneous starting model (Table 1).

4.4.2 The B-coefficient

Although the algorithm envisages the B-coefficient as a parameter to be determined by the inversion, previous studies have alluded to the extreme non-linearity and instability introduced in allowing the B-coefficient to freely explore the parameter space (e.g. Tiberi et al. 2003; Basuyau et al. 2010). These authors found it necessary to limit the B-coefficient to a permitted range to produce geologically reasonable results. Through employing relatively low standard deviations in the variance matrix C, we similarly constrain the B-coefficient such that it is not a truly free parameter to be inverted for. For mantle conditions, Birch (1961) determined a correlation coefficient of 3.05 km s$^{-1}$ g$^{-1}$ cm$^{-3}$. Following this determination, an initial B-coefficient of 3 km s$^{-1}$ g$^{-1}$ cm$^{-3}$ was assigned to all model layers (Table 1). A standard deviation of 0.05 km s$^{-1}$ g$^{-1}$ cm$^{-3}$ was ascribed to the initial B-coefficients, in line with the $\sim 1$ per cent standard error in determined B-coefficients as quoted by Birch (1961). This value neither over-imposes nor under-imposes the velocity–density relationship constraint (Appendix). Similar values were used by Tiberi et al. (2003) in their study of the Baikal rift zone and by Basuyau et al. (2010) in their study of the northern margin of the Gulf of Aden.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Depth (km)</th>
<th>Initial density (g cm$^{-3}$)</th>
<th>Initial velocity (km s$^{-1}$)</th>
<th>Initial B-coefficient (km s$^{-1}$ g$^{-1}$ cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0–10</td>
<td>2.67 (0.01)</td>
<td>6.00 (0.4)</td>
<td>3.00 (0.05)</td>
</tr>
<tr>
<td>2</td>
<td>10–25</td>
<td>2.75 (0.01)</td>
<td>6.80 (0.3)</td>
<td>3.00 (0.05)</td>
</tr>
<tr>
<td>3</td>
<td>25–50</td>
<td>2.90 (0.05)</td>
<td>8.00 (0.2)</td>
<td>3.00 (0.05)</td>
</tr>
<tr>
<td>4</td>
<td>50–80</td>
<td>3.30 (0.05)</td>
<td>8.08 (0.2)</td>
<td>3.00 (0.05)</td>
</tr>
<tr>
<td>5</td>
<td>80–110</td>
<td>3.38 (0.05)</td>
<td>8.15 (0.2)</td>
<td>3.00 (0.05)</td>
</tr>
<tr>
<td>6</td>
<td>110–150</td>
<td>3.38 (0.05)</td>
<td>8.18 (0.2)</td>
<td>3.00 (0.05)</td>
</tr>
<tr>
<td>7</td>
<td>150–190</td>
<td>3.38 (0.03)</td>
<td>8.20 (0.2)</td>
<td>3.00 (0.05)</td>
</tr>
<tr>
<td>8</td>
<td>190–250</td>
<td>3.38 (0.01)</td>
<td>8.60 (0.2)</td>
<td>3.00 (0.05)</td>
</tr>
<tr>
<td>9</td>
<td>250–320</td>
<td>3.43 (0.01)</td>
<td>8.70 (0.2)</td>
<td>3.00 (0.05)</td>
</tr>
</tbody>
</table>
5 RESOLUTION

The resolving power of the joint inversion scheme was assessed by examining its ability to retrieve standard synthetic checkerboard inputs where the parametrization, regularization and seismic source–receiver geometry are identical to that in the actual data inversion. The checkerboards consist of harmonically alternating high- and low-velocity anomalies with magnitudes $\delta V_p = \pm 10$ per cent, and corresponding density anomalies with magnitudes corresponding to B-coefficients of 3 km s$^{-1}$ g$^{-1}$ cm$^3$. By using synthetic structure with similar length scales to the actual solution, reliable model regions can be inferred (e.g. Rawlinson & Sambridge 2003).

Fig. 7 shows input and retrieved models, including north–south and east–west oriented cross-sections, for a synthetic noise free checkerboard input at layer depth 50–80 km. The masked regions of the velocity model are regions of low ray density. As expected, the region of lateral velocity resolution for this depth largely reflects the areal extent of the seismic network, within which the velocity input is distinctively retrieved with only a small degree of lateral distortion. Laterally, the corresponding density checkerboard is well recovered. The effects of vertical smearing act to reduce the amplitudes of the recovered anomalies by approximately 75 per cent for the velocity model and by approximately 85 per cent for the density model. Amplitudes are, however, recovered most strongly at the input depth. Because short length-scale, steep gradient anomalies are penalized by our model regularization scheme, the checkerboard test does present pessimistic amplitude estimates. Longer wavelength resolution tests yield higher amplitude recovery than checkerboards (e.g. Bastow et al. 2005). Thus, employing checkerboard tests as a means of scaling between observed and actual amplitudes is unrobust. However, they are useful in highlighting reliable model regions.

Fig. 8 shows input and retrieved models for a checkerboard input at layer depth 250–320 km. The areal extent of the well-recovered region of the velocity input has increased at this depth due to the increased ray crossing. Again, only a small degree of lateral distortion in the pattern is evident. Velocity amplitude attenuation has also decreased slightly to approximately 65 per cent, with the amplitude again recovered most strongly at the input depth. As expected, the density model struggles to recover such a deep anomaly source. Any apparent coherent density recovery at this depth likely reflects the stronger velocity retrieval transmitted to the density model via the velocity–density link.

Taking a degree of vertical smearing into account, the checkerboard reconstructions show the joint inversion scheme to be capable of recovering lateral anomaly morphology to depths of $\sim 300$ km. Furthermore, the reconstructions demonstrate the benefit of the joint inversion approach: at shallow depths, the strong density recovery complements the more limited velocity recovery, with the converse being true at greater depths.

6 RESULTS AND COMPARISON WITH OTHER STUDIES

Figs 9 and 10 show the velocity and density models retrieved by the joint inversion. After three iterations, the rms delay time data misfit was reduced from 0.19 to 0.12 s and the rms gravity data misfit from 38.61 to 1.07 mGal, corresponding to 35 and 97 per cent reductions, respectively. The final rms delay time data misfit of 0.12 s is $\sim 2.5$ times the average MCCCC estimated picking uncertainty. However, as previously stated, we regard the MCCCC-derived estimates of picking uncertainty as optimistic. The final RMS gravity data misfit of 1.07 mGal compares with an estimated accumulated error in the GGM02C gravity model of about 1.5 mGal at degree 120 (wavelength $\sim 330$ km) and 5 mGal at degree 200 (wavelength $\sim 200$ km). It therefore falls within the estimated observational uncertainty.

Recovered velocity and density contrasts fall broadly within the ranges $\pm 1.0$ per cent and $\pm 0.03$ g cm$^{-3}$, respectively, the velocity amplitude range in line with that determined by Wawerzinek et al. (2008) in their tomographic study of Ireland's uppermost mantle P-wave velocity structure. However, the synthetic reconstructions have demonstrated that these values are almost certainly underestimated, and must therefore be treated tentatively.

The large-scale anomaly morphology we image generally correlates with the Wawerzinek et al. (2008) velocity model. At crustal depths, our velocity model is characterized by an abrupt change from high to low velocity contrast ($\sim +1.5$ to $-1.5$ per cent) across the southwest and the southern midlands of Ireland. The weak density anomalies imaged in the first two layers (0–25 km) likely result from vertical smearing, given that the anomaly morphology there reflects that imaged strongly at intermediate depths. The correlation between the velocity and density models for these layers is poor as expected, reflecting the lack of seismic resolution at these depths and the fact that long wavelength density anomalies are not expected there following the source depth estimates from the radially averaged power spectrum (Fig. 5).

Increased seismic resolution at depth slices 40, 60 and 85 km reveal a SW–NE trending low-velocity region across southern Ireland which branches northward across central Ireland. This is bounded to the east and west by high velocity anomalies. Correspondingly, three long wavelength low-density anomalies are imaged strongly between depths 25–80 km in southwest, southeast and west-northwest Ireland. At these depths, the velocity and density anomalies exhibit a clear correlation, demonstrating both the potential of GRACE data to probe upper-mantle structure and the apparent applicability of Birch's law to the subcrustal Irish lithosphere.

Offshore northwest Ireland, a longer wavelength SW–NE trending transition between low- and high-density contrasts is imaged, likely reflecting the continental slope of the Irish Atlantic margin. The high-density contrast reaches approximately 0.06 g cm$^{-3}$ between depths 25–80 km. However, because of the lack of seismic resolution for this offshore region, no correlation between the models can be inferred. Beyond 80 km depth no significant density structure is imaged, in accordance with the source depth estimates from the radially averaged power spectrum (Fig. 5). As expected, we must rely on the seismic data to infer the uppermost mantle structure for these depths.

Velocity depth slices at 120 and 165 km reveal a NW–SE trending high-velocity zone beginning to dominate central Ireland in place of the adjacent low-velocity zone, which has migrated northeastward. Wawerzinek et al. (2008) similarly witness this transition at layer depth 120–150 km, but dismiss this structure as artefact based on their reconstruction tests, and as such offer a tectonic interpretation to 120 km depth only. Our reconstruction tests, however, indicate coherent structure retrieval at these depths. Furthermore, that the anomaly structure imaged by Wawerzinek et al. (2008) at layer depth 120–150 km correlates with that imaged in the our velocity models at depths 120 and 165 km lends weight to the contention that the structure is in fact not artefact.
Figure 7. (a) Synthetic checkerboard anomaly input at layer depth 50–80 km. Anomalies are of wavelength 50 km with magnitudes $\delta V_p = \pm 10$ per cent and $\delta \rho = \pm 0.27 \text{ g cm}^{-3}$, respectively. The white lines indicate the locations of the cross-sections. (b) The recovered velocity and density models with cross-sections. The masked regions are those where velocity nodes have not been inverted due to a low density of teleseismic rays. The black arrows on the cross-sections indicate the initial input depth of the synthetic anomalies.

Our array aperture allows us image the continued northeastward migration and broadening of the NW–SE trending high-velocity zone across central Ireland with depth, as revealed in the 220 and 285 km depth slices. It remains bound to the east and west by low-velocity zones, with a strong low-velocity contrast ($\delta V_p \sim -1$ per cent) imaged in northeast Ireland at depths 220 and 285 km. A tenuous correlation is inferred between this low-velocity contrast in northeast Ireland and a similar anomaly imaged in this region at approximately 200 km depth by Arrowsmith et al. (2005) in a $P$-wave tomographic study of uppermost mantle velocity structure beneath the British Isles. Otherwise, their synthetic reconstruction tests indicated that for depths shallower than 233 km, the region of credible resolution did not extend beyond the extreme east coast of Ireland, rendering a comparison with our models unfeasible.

7 DISCUSSION

7.1 Causes of mantle heterogeneity

Determining the causes of mantle heterogeneity in the Earth is not straightforward because a number of factors can affect density and seismic velocity, including temperature, partial melt and composition (e.g. Sobolev et al. 1996; Karato & Karki 2001). In addition, part of seismic velocity anomalies may reflect seismic anisotropy. Temperature is often cited as the main source of mantle heterogeneity, but $\delta V_p$–$T$ relationships can vary greatly depending on seismic attenuation ($Q$) (e.g. Karato 1993; Goes & van der Lee 2002). Constraints on $Q$ for Ireland are lacking, but following Goes et al. (2000), a 100°C increase in temperature could be associated with a decrease of 0.5–2 per cent in $\delta V_p$, taking...
account of both anelastic and anharmonic effects. Thus, the observed maximum peak-to-peak amplitudes of $\delta V_P < 1$ per cent we recover in the mantle (Fig. 9) could, if attributed solely to temperature effects, translate to lateral temperature variations of $<50-200 \degree C$. Similarly, assuming a linear $\delta \rho-T$ relationship and a bulk expansion coefficient of $2.5 \times 10^{-5} \degree C^{-1}$ for the upper mantle (e.g. Roy et al. 2005), the lateral density variations of $\delta \rho = \sim -0.03 \text{ g cm}^{-3}$ (about a reference value of $2.90 \text{ g cm}^{-3}$) imaged at 25–50 km depth (Fig. 10) could, if attributed solely to temperature variations, be explained by a thermal anomaly of $\sim 400 \degree C$.

However, when interpreting the results of tomographic studies such as this, it is important to bear in mind that relative arrival time residuals remove the mean velocity structure of a region (e.g. Bastow et al. 2005, 2008). In the case of Ireland, absolute $P$-wave delay times are fast compared to the global average (e.g. Poupinet 1979; Poupinet et al. 2003; Amaru et al. 2008) with the implication that low velocities presented in this study are not necessarily particularly slow compared to ‘normal’ mantle. In addition, global tomographic studies (e.g. Megnin & Romanowicz 2000; Montelli et al. 2006; Li et al. 2008) and regional surface-wave studies (e.g. Pilidou et al. 2004, 2005) indicate that fast $P$- and $S$-wave velocity anomalies characterize the mantle beneath Ireland and surrounding areas. Similar considerations apply in the case of the Bouguer anomaly. Although a Bouguer slab density of $2670 \text{ kg m}^{-3}$ is most appropriate for Ireland (e.g. Armstrong 1997), the gross simplification leads to a degree of uncertainty in the background Bouguer anomaly value. This is particularly important when the anomalies are close to zero, as they are here (Fig. 4). In this case, relative anomaly contrasts can be more rigorously interpreted than the absolute anomaly values. Consequently, anomaly ratios based

**Figure 8.** (a) Synthetic checkerboard anomaly input at layer depth 250–320 km. Anomalies are of wavelength 50 km with magnitudes $\delta V_P = \pm 10$ per cent and $\delta \rho = \pm 0.27 \text{ g cm}^{-3}$, respectively. The white lines indicate the locations of the cross-sections. (b) The recovered velocity and density models with cross-sections. The masked regions are those where velocity nodes have not been inverted due to a low density of teleseismic rays. The black arrows on the cross-sections indicate the initial input depth of the synthetic anomalies.
on the velocity and density models cannot be used as a means of elucidating possible heterogeneity sources due to the unknown background values.

Partial melt can have a strong effect on $\delta V_P$ (e.g. 1 per cent melt can produce a $-3.6 \text{ per cent} \delta V_P$ anomaly; Hammond & Humphreys 2000). Furthermore, these effects are strongly dependent on melt geometry, which can enhance the impact on $\delta V_P$ (e.g. Mavko 1980; Takei 2002). The amplitudes of velocity heterogeneities we observe beneath Ireland (although likely under estimated during the regularized inversion procedure) are, however, relatively low.

Figure 9. The joint inversion $P$-wave velocity model.
compared to those expected in the presence of partial melt. In any case, a thermally driven partial melt hypothesis for Ireland seems unlikely given the observation of relatively early absolute traveltimes and the evidence from the global and regional seismic literature.

Measurements of SKS shear-wave splitting in the region show that seismic anisotropic fabrics mirror Caledonian lithospheric trends and can be explained well by a single, horizontal layer of anisotropy (Helffrich 1995; Restivo & Helffrich 1999; Do et al. 2006; Bastow et al. 2007). Because the P-wave ray paths in

Figure 10. The joint inversion density model.
this study are almost perpendicular to these fabrics, our relative arrival time residuals should be largely unaffected by the effects of anisotropy. The absence of significant Caledonian trends in our velocity and density models (Figs 9 and 10) attests this.

Although temperature is often considered the principal cause of upper-mantle heterogeneity (e.g. Goes et al. 2000), some workers consider that composition can play a significantly stronger role. For example, a 100 °C anomaly can perhaps correspond to a $\delta V_p = 2–4$ per cent anomaly of compositional origin (e.g. Deschamps et al. 2002; Artemieva et al. 2004). When considered in light of relatively early absolute travel times in Ireland and the surrounding British Isles, we suggest that the mantle heterogeneities we image are likely compositional in origin. In the following sections we explore this hypothesis in light of geodynamic constraints and evidence from the geological record.

### 7.2 The role of the Iceland Plume

Preceding studies of Irish and nearby British uppermost mantle velocity structure interpret low-velocity zones as regions of hot, partially molten Iceland plume material beneath regions of thinned lithosphere (Arrowsmith et al. 2005; Wawerzinek et al. 2008). Notably, the inferred magnitudes of the thermal seismic anomalies beneath Ireland (100–180°C; Wawerzinek et al. 2008) and Britain/Ireland (∼200°C; Arrowsmith et al. 2005) closely match those derived from seismic and geochemical studies in Iceland (e.g. 140–260°C; Allen et al. 2002, and references therein). This is despite the observation that, in contrast to Ireland, $P$-wave delays at Iceland are among the slowest worldwide (e.g. Poupinet 1979) and upper-mantle seismic velocities beneath Ireland and Britain as illuminated by global and regional seismic studies (e.g. Segall & Romanowicz 2000; Montelli et al. 2006; Li et al. 2008; Pilidou et al. 2004, 2005) are fast, not slow compared to the global average. The ponded plume hypothesis is also at odds with heat flow measurements from the same areas: Ireland—52–87 mWm$^{-1}$ (Brock 1989; Armstrong 1997); Britain—54 ± 12 mWm$^{-1}$ (e.g. Lee et al. 1987) and Iceland—100–300 mWm$^{-1}$ (Fløvenz & Sæmundsson 1993). We therefore seek an alternative explanation for the observed anomalies.

### 7.3 Lithosphere or asthenosphere?

Interpretation of our images is strongly dependent on assumptions of the depth of the LAB beneath Ireland. On the one hand, Landes et al. (2007) used S-to-P receiver functions to estimate a northward shallowing of the LAB from ∼85 to ∼55 km depth beneath central Ireland, purportedly the result of thermal erosion of the lower lithosphere by proto-Iceland plume material. The low-velocity and density heterogeneities we observe at depths greater than ∼50 km (Figs 9 and 10) would, in this instance, be interpreted as proto-Iceland plume material that has cooled since its emplacement during the break-up of Pangaea (∼60 Ma) and now forms a compositional anomaly compared to the Caledonian Irish lithosphere that surrounds it.

However, we calculate that the modelled lithospheric thinning would have generated at least 2 km of topography across the north of Ireland, a result difficult to reconcile with the uneroded Mesozoic to Cenozoic sequence of clastic shallow marine and lacustrine sediments observed in the northeast of Ireland (Simms 2009; Preston 2009). In light of this, we suggest that the southward dipping reflector interpreted by Landes et al. (2007) as the LAB may be one (or maybe more) of a series of regional southward dipping lithospheric mantle reflectors. Examples include the south–southwest dipping W reflector imaged at 10–20 km beneath the Moho offshore north of Scotland (Asencio et al. 2003, and references within) and the southward dipping crustal and upper lithospheric reflector seen on the SWAT 4 seismic reflection profile offshore southern Ireland (e.g. Klempfer & Hobbs 1991).

A much deeper 110–190 km LAB beneath Ireland was estimated by Clark & Stuart (1981) in a surface-wave study, a result reasonably consistent with an estimated depth of 130–150 km derived from a thermal model of the European lithosphere that uses the 1200 °C isotherm as a proxy for LAB depth (Tesauro et al. 2009). In this instance, our images at 50–120 km depth would be explained better by intrinsic lithospheric compositional contrasts.

Masson et al. (1999) cited evidence from the travel times of $P$ waves from a distant earthquake and Chinese nuclear test to suggest that the Paleozoic Iapetus suture in southwest Ireland is characterized by a marked change in lithospheric velocity structure. Our models support this hypothesis because they illuminate an abrupt increase in velocity and density northwards across the Shannon Estuary (Figs 1, 9 and 10). However, correlations between our imaged anomalies and the Iapetus suture are not apparent elsewhere in Ireland. Given that shear-wave splitting results have shown the lithosphere to be capable of preserving fossil anisotropic signatures for several millions of years (e.g. Helfritch 1995; Restivo & Helfritch 1999; Do et al. 2006; Bastow et al. 2007), the anomalies may reflect more complex accretionary growth associated with the Iapetus Ocean closure. A second possibility is that the anomalies reflect frozen decompressional melt which resulted from lithospheric thinning associated with the opening of the north Atlantic Ocean. A third possibility is that the anomalies reflect frozen plume related magmatic intrusions within the lithosphere, for which there is widespread support in the vicinity of the Irish Atlantic margin (e.g. Brodie & White 1994; Hall & White 1994; Al-Kindi et al. 2003; Tiley et al. 2004). However, given the lack of clear and consistent constraints on the deep basement of the Irish continental mass, these inferences are tentative.

### 7.4 Compositional variations and small-scale convection

Independent of assumptions of LAB depth, at depths greater than ∼120 km seismic heterogeneities cannot be explained easily in terms of lithospheric compositional contrasts, but the processes that cause them must be able to account for the continuation of anomalies across the LAB. To this end, we explore the process of sub-lithospheric small-scale convection, a phenomenon which can develop from the potential instability created by cold, dense mantle lithosphere overlying hotter, lighter, asthenosphere (e.g. Richter & Parsons 1975). If instabilities grow on timescales shorter than for which they can be erased by thermal diffusion, convective downwelling of the lower part of the lithosphere can result (Conrad & Molnar 1997).

From numerical simulations of 2-D convection cell growth, Dumoulin et al. (2005) determined an onset time for small-scale instabilities varying from 12–17 to 102–147 Myr, whereas Conrad & Molnar (1997) determined the wavelengths at which instabilities grow most rapidly for realistic continental lithospheric structures to be between 100 and 200 km. Houseman & Molnar (1997) cited the thermal diffusion timescale for perturbations of wavelengths 150 km as being about 20 Myr. Given that our velocity model exhibits anomalies at LAB depths of broadly comparable wavelengths
to those mentioned, we suggest that the respective timescales for instability growth and thermal diffusion reflect conditions permissible for the development of small-scale convective instabilities, particularly so in the presence of an early triggering mechanism, such as intrinsic lithospheric compositional variability (e.g. Elkins-Tanton 2005). Indeed, Elkins-Tanton & Hager (2000) contend that the intrusion and freezing of a small amount of melt within the mantle lithosphere acted as a triggering mechanism for sub-lithospheric small-scale convection in Siberia ∼250 Ma, with subsequent delamination leading to the eruption of the Siberian flood basalts.

We suggest that the lithospheric compositional contrasts allowed to have triggered instability development at the base of the Irish lithosphere. Importantly, Conrad & Molnar (1997) determined that instabilities of plausible wavelength (100–200 km) beneath continents would not be expected to produce measurable surface deformation, consistent with what is observed in this tectonically inactive low-laying region. Furthermore, following the findings of Marquart & Schmeling (1989), small-scale convection related free air gravity anomalies of less than ∼20 mGal would be predicted over Ireland, broadly in line with the observed GRACE GGM02C free air gravity anomaly (Fig. 4).

8 CONCLUSION

By jointly inverting telesismic P-wave delay times with the long wavelength GRACE gravity anomaly in Ireland, we address a disconnect that exists in the literature between a lithosphere pervaded by Palaeozoic signatures and an asthenosphere purportedly dominated by Tertiary structure. We argue that the anomalies imaged at lithospheric depths must reflect compositional, rather than plume-driven thermal contrasts, either due to terrane accretion associated with Iapetus Ocean closure, frozen decompression melt generated during the opening of the north Atlantic Ocean, frozen Iceland plume related magmatic intrusions, or a combination thereof. To explain the continuation of the anomalous structure into the asthenosphere, we suggest that the lithospheric compositional contrasts may have initiated small-scale convection at the base of the lithosphere. Our coherent velocity and density uppermost mantle models thus demonstrate that Tertiary asthenospheric structure is likely intimately related to (possibly ancient) lithospheric structure.
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APPENDIX: REGULARIZATION

The respective influence of each of the regularization terms on the joint inversion is demonstrated through Figs A1–A3.

Fig. A1 illustrates the trade-off between velocity model roughness and seismic data fitting in the joint inversion as a function of velocity model parameter standard deviations. A standard deviation of 0.2 km s$^{-1}$ was selected from the ‘knee’ of the trade-off curve as appropriate for the inversion. Beyond this standard deviation value, the data fit remains almost stationary, but the model roughness continues to increase, likely indicating spurious structure.
Figure A1. Trade-off curve showing the balance between model roughness (quantified by the difference between the extremal positive and negative velocity contrasts, $\Delta v_{\text{max}}^+ - \Delta v_{\text{max}}^-$) and root mean square (rms) prediction error reduction, as a function of velocity model parameter standard deviations. Each point represents a model solution corresponding to the indicated model parameter standard deviations.

Fig. A2 illustrates the trade-off between density model roughness and gravity data fitting in the joint inversion, as a function of density model smoothing value. A value of 0.0002 was chosen from the ‘knee’ of the trade-off curve, representing a minimal structure solution for an rms prediction error reduction close to the maximum obtainable.

To illustrate the influence of the velocity–density relationship, $P$-wave model slices from pure traveltime and joint inversions are compared in Fig. A3. The high degree of correlation between the velocity models illustrates that it is the individual traveltime and gravity data sets which dominate the respective velocity and density models. The principal of joint inversion, however, is to return models which exhibit a consistency across both parent data sets. This is evident at depth slice 60 km of the joint inversion velocity model: as a result of the gravity low in west/northwest Ireland, the velocity model in this region has adapted slightly so as to yield consistent velocity and density models. Elsewhere at this depth, significant adaptation was not required because the gravity and traveltime signals were already largely in agreement, a result which we contend supports the applicability of a linear velocity–density relationship to the subcrustal Irish lithosphere. For the deeper slices, the gravity signal has diminished to such an extent that the travetime signal takes charge, leading to almost identical traveltime tomography and joint inversion velocity models. The approximately 1 per cent standard deviation employed for the B-coefficients evidently neither over-imposes (velocity and density models morphologically identical) nor under-imposes (velocity and density models structurally independent) the velocity–density relationship constraint. This additional constraint to be met in the joint inversion does, however, result in diminished recovered amplitudes compared with the pure traveltime tomography result.
Figure A2. Trade-off curve showing the balance between density model roughness (quantified by the difference between the extremal positive and negative density contrasts, $\Delta\rho_{\text{max}}^+ - \Delta\rho_{\text{max}}^-$) and gravity data fitting in the joint inversion, as a function of density model smoothing value. Each point represents a density model solution corresponding to the indicated smoothing value.
Figure A3. Comparison of P-wave velocity model slices derived from (a) pure traveltime tomography and (b) joint inversion.