High-resolution Rayleigh-wave velocity maps of central Europe from a dense ambient-noise data set
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SUMMARY
We present a new database of surface wave group and phase-velocity dispersion curves derived from seismic ambient noise, cross-correlating continuous seismic recordings from the Swiss Network, the German Regional Seismological Network (GRSN), the Italian national broad-band network operated by the Istituto Nazionale di Geosica e Vulcanologia (INGV). To increase the aperture of the station array, additional measurements from the Mediterranean Very Broad-band Seismographic Network (MedNet), the Austrian Central Institute for Meteorology and Geodynamics (ZAMG), the French, Bulgarian, Hungarian, Romanian and Greek stations obtained through Orfeus are also included. The ambient noise, we are using to assemble our database, was recorded at the above-mentioned stations between 2006 January and 2006 December. Correlating continuous signal recorded at pairs of stations, allows to extract coherent surface wave signal travelling between the two stations. Usually the ambient-noise cross-correlation technique allows to have informations at periods of 30 s or shorter. By expanding the database of noise correlations, we seek to increase the resolution of the central Europe crustal model.

We invert the resulting data sets of group and phase velocities associated with 8–35 s Rayleigh waves, to determine 2-D group and phase-velocity maps of the European region. Inversions are conducted by means of a 2-D linearized tomographic inversion algorithm. The generally good agreement of our models with previous studies and good correlation of well-resolved velocity anomalies with geological features, such as sedimentary basins, crustal roots and mountain ranges, documents the effectiveness of our approach.
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1 INTRODUCTION

The European lithosphere is shaped by the convergence of the African and European plates involving between them a mosaic of microplates of oceanic and continental lithosphere (Schmid et al. 2004; Boschi et al. 2010). The resulting strong 3-D heterogeneities in crust and upper mantle are naturally difficult to image seismically. Yet, reliable seismic 3-D lithosphere models are necessary for accurate earthquake locations, and as constraints for geodynamic modelling. Most published tomographic models are based on observations of P-wave traveltimes (e.g. Bijwaard & Spakman 2000; Lippitsch et al. 2003) or surface wave dispersion recorded from teleseismic events (e.g. Boschi et al. 2009, 2010; Chang et al. 2010). Teleseismic body waves are appropriate for imaging mantle structure, but they are only partially sensitive to the crustal-lithospheric depth range (Schivardi & Morelli 2009). High-frequency signals associated with teleseismic surface waves are generally weak, and high-quality measurements are only available at periods equal to or higher than 30 s. An alternative method is local earthquake tomography (LET), well-suited to image strong lithosphere heterogeneities in 3-D (e.g. Diehl et al. 2009; Di Stefano et al. 2009) but the relative scarcity of seismic events in large regions of Europe prevents LET to be consistently applied on a regional scale. Moreover, high quality local earthquake S data are difficult to pick (Diehl et al. 2009) and have not been used yet. Accurate maps of Moho depth and local crustal structure can be obtained by controlled source seismology (CSS) (Waldhauser et al. 1998, 2002), but although good at identifying crustal geometries, like the Moho discontinuity, CSS yields relatively few informations on lateral variation of S-velocity structure; moreover, CSS is a 2-D method and needs 3-D migration because sources and receivers are on the same side of the target structure. In summary,
‘traditional’ imaging techniques, applied individually have been insufficient to provide a high-resolution image of crustal and lithospheric $P$- and $S$-wave velocity structure at the scale of Europe.

A promising complementary seismic approach to enhance resolution of the shallow earth-wave velocity field is the so-called ‘ambient-noise’ technique. The ambient-noise method is based on the theoretical result that the cross-correlation of ambient seismic signal observed at two locations is generally very close, if not exactly coincident, with the Green’s function associated with those locations (one being treated as the source, the other as the receiver; Weaver & Lobkis 2001; Snieder 2004).

The technique was first used in helioseismology (Duvall et al. 1993) to interpret oscillations observed at the surface of the Sun in terms of propagating waves. Weaver & Lobkis (2001) base their acoustic-wave treatment on the assumption of equipartition between all the modes of the propagation medium, which yields the equality between the derivative of the displacement Green’s function and ambient-noise cross-correlation. Sanchez-Sesma & Campillo (2006) extended this result to the case of seismic waves. Snieder (2004) came to similar conclusions following the stationary-phase approach: if the station pair is surrounded by seismic sources at all azimuths (representative of a diffuse or equipartitioned seismic wavefield), the cross-correlation of cumulative recorded noise implicitly cancels out the contribution of sources that are not aligned with the station–station azimuth, and the surviving signal corresponds, again, to surface wave propagation along the station–station azimuth. Later, Wapenaar (2004) proved the connection between Green’s function and ambient-noise correlation through an application of the reciprocity theorem. All theoretical studies are based on either of the following assumptions: (i) that (from a standing-wave viewpoint) noise be equipartitioned over all modes and (ii) that (from a travelling-wave viewpoint) the wavefield be diffuse, as a result of strong scattering and/or a geographically uniform distribution of noise sources.

Useful analyses of the performance of ambient-noise cross-correlation techniques in the real world, that is, in the absence of noise equipartition, are provided, for example, by Weaver et al. (2009), Cupillard & Capdeville (2010), Froment et al. (2010) and Tsai (2010). It has been noted that ambient-noise measurements are sensitive not only to the azimuthal distribution of the sources, but also to their distance from the station array (Harmon et al. 2008; Cupillard & Capdeville 2010). The importance of scattering has been verified, at least at the local scale and relatively high frequency (Gouédard et al. 2008; Froment et al. 2010). Tromp et al. (2010) have proposed an ‘adjoint’, numerical approach to quantify the effects of non-uniformity in the noise-source distribution, and to compute sensitivity kernels that account for such effects; the database presented in our study is currently being used by (Basini et al. 2011) in one of the first practical applications of this method.

In general, the high correlation between ambient-noise-based tomography and independent results in various, densely instrumented regions of the world suggests that real-world conditions are often sufficient: successful examples are California (Shapiro et al. 2005) and Europe (Yang et al. 2007; Stehly et al. 2009), where group velocities were measured, or Tibet (Yao et al. 2008), where phase velocities were measured.

The distribution of ambient-noise sources averaged on several months is sufficiently homogeneous to apply this method to image at crustal scale. We now know that observed surface wave ambient noise is only generated at the Earth’s surface, and essentially over the oceans (storms, and the coupling of oceans with the solid Earth; Stehly et al. 2006), with most released energy roughly between 5 and 20 s. In the case of Europe, ambient noise comes mostly from the Atlantic, and only marginally from the Mediterranean Sea (Stehly et al. 2006; Chevrot et al. 2007; Kedar et al. 2008; Yang & Ritzwoller 2008).

With this study, we build on the earlier works of Stehly et al. (2009) and Li et al. (2010), compiling a larger database of surface wave dispersion measured by noise cross-correlation of European stations. The size of our region of interest is double that of either of those previous studies as it includes Germany, Switzerland and the Alpine region, Italy and the Tyrrhenian Sea. The earlier study of Yang et al. (2007) is similar to ours in that it covers a wider region but includes fewer stations; it is limited to lower frequencies and group-, rather than phase-velocity observations.

Since 2006, Italy is covered by a very dense network of at least 125 broad-band instruments. Combined with the central Europe stations already used by Stehly et al. (2009), a cumulative array of 196 receivers provides a coverage of crust and lithosphere unprecedented in Europe (Fig. 1). With this station array the Alps and the Po plain, where the regions of interest of Li et al. (2010) and Stehly et al. (2009) overlap, can be imaged with significantly better resolution than in either earlier study. Importantly, the large number of available high-quality observations allows us to observe not only group-, but also phase-velocity dispersion, and to extend our observations to relatively long periods of up to 35 s. The ultimate goal of this latter effort is to fill the gap between teleseismic and ambient-noise techniques of surface wave observation. Improving the reliability of ambient-noise-based dispersion curve at periods equal or higher than 30 s, somewhat too short for teleseismic observations, is equivalent to significantly improving seismic coverage of the lithosphere–asthenosphere boundary.

In the following, we first discuss the set of stations and associated seismic records that we used. We then describe the processing algorithm (similar to Bensen et al. 2007; Stehly et al. 2009) that we followed to extract, from such seismic records, estimates of the station–station Green’s functions, and, subsequently, of the station–station group and phase velocities. We proceed with several synthetic tests to assess quantitatively the resolution of our data set. We apply phase-velocity tomography (e.g. Boschi 2006) to measure group- and phase-velocity dispersion data at periods between 8 and 35 s, to derive from our data, a set of 2-D maps of crustal and lithospheric structure of the region of interest. Our results are generally consistent with those of Li et al. (2010) and Stehly et al. (2009), which were both limited to smaller areas and/or to lower resolution. Our short period group- and phase-velocity maps are characterized by few small-scale features, which appear to be in good agreement with the geology of the region; our longer period group and phase-velocity maps correlate very well with a Moho map recently established from CSS and LET results from Wagner et al. (2011).

2 FROM CONTINUOUS RECORDS TO DISPERSION CURVES

As described by Stehly et al. (2006), one year of continuous recording is needed for the successful application of the ambient-noise method to regional-scale seismology. Over one year, seasonal effects associated with the geography of ocean storms cancel out, and the cumulative source distribution of stacked data is closer to being uniform: a condition for our cross-correlations to approximate the Green’s functions well. To improve on our current knowledge of the European lithosphere, we combine and cross-correlate recordings...
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from several broad-band European networks. We developed a new database of surface wave group- and phase-velocity dispersion curves, which we obtained by cross-correlating continuous seismic recordings mostly from the Swiss Network, the German Regional Seismological Network (GRSN), the Italian national broad-band network operated by the Istituto Nazionale di Geosica e Vulcanologia (INGV). To increase the aperture of the station array, we included additional measurements from the Mediterranean Very Broad-band Seismographic Network (MedNet), the Austrian Central Institute for Meteorology and Geodynamics (ZAMG), the French Broad-band Seismological Network and the Slovenia Seismic Network. The resulting station distribution is illustrated in the Fig. 1. We aimed at collecting continuous recordings for all these stations starting in 2006 January and until 2006 December, though of course not all stations were constantly operational in this time interval.

2.1 Sampling, whitening and emergence of coherent surface wave signal

We compute our correlations in the same way as Bensen et al. (2007) and Stehly et al. (2009). Bensen et al. (2007) extract Rayleigh-wave velocities from the cross-correlation of vertical with vertical, and radial with radial components recorded at the two stations; whereas Stehly et al. (2009) used the four possible combinations of cross-correlation between the vertical and radial component of the two stations (Z–Z, R–R, Z–R and R–Z) and then extract eight velocities measurements and averaged them to obtain the velocity between the two stations. In our study, we used only the vertical component of the record. The signal on the vertical component is more energetic than on the radial one; the radial component could additionally be affected by azimuthal anisotropy or by bending of Love-wave paths caused by lateral heterogeneity. Limiting our analysis to the vertical signal is a way to avoid all these potential issues.

The continuous data that are analysed here were recorded by broad-band stations, deployed with the primary goal of recording earthquakes and all the associated information. Because we are interested only in the diffuse, ‘background’ signal, our processing of the data is aimed at emphasizing what traditional seismology normally neglects as ‘noise’ (Bensen et al. 2007). We first remove trend, mean and instrumental response from the signal. We know through numerous previous studies that the spectrum of seismic ambient noise is not flat in the frequency domain (e.g. Bensen et al. 2007) but characterized by several peaks. All complexities in the spectrum of noise sources should be somehow corrected for, to better satisfy the requirement of equipartition (Section 1). We achieve this by systematically whitening the noise signal. Even though the resulting spectrum is not completely flat, the amplitude of the mentioned peaks and the bias towards longer periods are reduced.

Our cross-correlation algorithm consists of the following steps: (i) we divide the continuous records in large sets of day-long files; (ii) we cross-correlate the vertical component for all possible pairs of stations and for each day and (iii) we stack together the resulting daily station–station cross-correlations over the whole year. A separate stack is calculated for each available station pair. The result of this exercise, for stations AIGLE and ARBF, is shown in Fig. 2 as an example. As noise comes, at different times, from different predominant azimuths, stacking is equivalent to combining the effects of sources located at different azimuths: the stacked signal is, thus, closer to the required assumption of source uniformity/equipartition. At the same time, the effect of ‘ballistic’ waves coming from a single direction (e.g. an earthquake) will naturally
Figure 2. (a) Locations of stations AIGLE (western Switzerland) and ARBF (southern France). (b) Cross-correlation of stacked continuous signal (Section 2.1) recorded at AIGLE and ARBF, filtered over different frequency bands as indicated.

tend to cancel out: we don’t need to artificially remove days of important seismic activity before processing the data. Our choice of sampling rate for the cross-correlation is determined by the type of structure that we are looking for. Because we are ultimately aiming at crustal/lithosphere-scale seismic imaging, our target is roughly the 0.025–0.5 Hz frequency range. On the basis of the Shannon’s theorem, we need a sampling rate that is approximately twice the frequency of interest: we choose a sampling rate of 1 Hz. [In practice, our analysis is limited to somewhat lower frequencies (∼0.2 Hz) as a consequence of a fairly large average interstation distance of ∼100 km.]

As seen in Fig. 2, noise cross-correlations tend to be characterized by two symmetric maxima, one at positive and the other at negative time. These two portions of the cross-correlated signals are respectively dubbed causal and anticausal, as illustrated in fig. 1 of Stehly et al. (2006). Essentially, the causal part corresponds to energy propagating from AIGLE to ARBF and the anticausal one to energy propagating from ARBF to AIGLE. Note that, regardless of the frequency band at which the cross-correlation was filtered, a systematic difference in amplitude is evident between the causal and anticausal parts of the traces in Fig. 2, with causal parts showing larger amplitude than the anticausal ones. We infer that most ambient-noise energy propagates from the north to the south. This observation is consistent with what we found at other European station pairs, and confirms that most seismic ambient noise recorded in Europe is generated in the Atlantic ocean (e.g. Stehly et al. 2006, 2009).

We see in Fig. 2 a clear asymmetry in the amplitude of the causal and anticausal parts of the cross-correlations, at all period bands except 15–20 s. The surface waves on the causal and anticausal part have a similar traveltime for all period bands. We are interested of the phase and not of the amplitude. It is, thus, possible to obtain a good-quality measurement of dispersion, because dispersion is essentially related to phase and not amplitude. For the station pair of Fig. 2, as well as for most other station pairs in our study region, the asymmetry is minor compared to the overall cross-correlation signal, indicating that the source distribution is sufficiently close to uniform for the ambient noise to hold.

2.2 Analysis of dispersion

In the ambient-noise formalism assumed here, cross-correlations of stacked signal at a station pair are approximately coincident with the surface wave Green’s function between the two stations (i.e. one station can be thought of as the source and the other as the receiver), and can be treated as such. It is, thus, legitimate to apply the frequency–time analysis (FTAN) method (Levshin et al. 1989; Ritzwoller & Levshin 1998; Bensen et al. 2007) to our cross-correlation, and measure the surface wave dispersion between all cross-correlated station pairs. Before applying the FTAN, we fold the causal and anticausal part on top of each other. We first apply a phase-matched filter to remove possible contamination of energy by higher modes and to increase the signal-to-noise ratio (SNR; Herrin & Goforth 1977; Bensen et al. 2007). Similar to Fig. 2, the FTAN then consists of bandpass filtering the signal around the different frequencies we want to measure (vertical axis in the bottom panel of Fig. 3) and plotting it as a function of time and frequency as shown in Fig. 3. The FTAN is used to measure group velocity. We identify, at each frequency, the maximum of the resulting envelope of signal amplitude and find the corresponding group velocity as the ratio of time to the known interstation distance: the group velocity as a function of frequency, that is, the dispersion curve, is found. We pick manually the amplitude maximum. In certain cases, it is not possible to identify it at all frequencies and we only make measurements in the frequency range where the maximum is sufficiently well defined: in practice, we measure SNR by comparing the peak of the cross-correlation waveform (corresponding to the peak of the Green’s function) and divide by the pick of a time window of the same waveform well away from the Green’s function. We then, only measure group velocity on cross-correlation with SNR of 5 or larger. We repeat our measurement procedure for all station pairs in our database, and show in Table 1 the number of group-velocity
Figure 3. Frequency–time analysis applied to the cross-correlation of continuous records at AIGLE and ARBF (station locations are shown in Fig. 2).

Table 1. Number of station–station group-velocity observations included in our database. The total number of possible station–station combinations is 19,110.

<table>
<thead>
<tr>
<th>Period</th>
<th>Number of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 s</td>
<td>4357</td>
</tr>
<tr>
<td>12 s</td>
<td>5822</td>
</tr>
<tr>
<td>16 s</td>
<td>6917</td>
</tr>
<tr>
<td>24 s</td>
<td>5512</td>
</tr>
<tr>
<td>30 s</td>
<td>3311</td>
</tr>
<tr>
<td>35 s</td>
<td>2890</td>
</tr>
</tbody>
</table>

observations that we finally keep for each analysed period. As a general rule, higher quality observations correspond to station couples with a longer available time window for cross-correlation (typically larger than 300 days for the large majority of the measurements included in our database).

Although the main focus of this paper is the development of a new group-velocity database, it is also useful to measure phase velocity to better constrain the $S$ velocity of the crust, because the two types of measurements are well known to be sensitive at different depth (e.g. Ritzwoller et al. 2001). We measure phase velocity via the 2-station method as implemented by Meier et al. (2004). This method was originally designed to resolve local structure based on surface wave recordings of distant earthquakes. Instead of cross-correlation of earthquake signals, we apply it here to our cross-correlations of background noise. According to Meier et al. (2004), given the phase of the cross-correlation function, $\phi$, as a function of frequency, $\omega$, we obtain a phase-velocity dispersion curve via the formula

$$c(\omega) = \frac{\omega \Delta}{\text{arctan} \left( \frac{\mathcal{R}[\phi(\omega)]}{\mathcal{I}[\phi(\omega)]} \right) + 2n\pi},$$

where $c$ denotes phase velocity, $\Delta$ the interstation distance and $\mathcal{R}$ and $\mathcal{I}$ the real and imaginary parts of the cross-correlation. The integer number, $n$, accounts for the ambiguity of the arctangent function, whose associated error on phase is a multiple of a full cycle $2\pi$ (Meier et al. 2004). In practice, as illustrated in Fig. 4, we need to implement eq. (1) for a set of possible values of $n = 0, 1, 2, \ldots$ and then, following Fry et al. (2010), we pick the dispersion curve closest to that predicted by PREM. Again, we only measure phase velocity on cross-correlations with a SNR of 5 or higher.

3 SURFACE WAVE TOMOGRAPHY

We derive group- and phase-velocity maps from the databases described earlier, applying the ray-theory formulation of Boschi & Dziewonski (1999). As long as effects caused by non-uniformity in the noise source distribution (e.g. Tromp et al. 2010) are neglected, our group- and phase-velocity databases can be treated as traditional ones, with our station pairs corresponding to the source-station pairs of earthquake-based tomography. The region of interest is subdivided into approximately equal-area pixels whose size would be $0.3^\circ \times 0.3^\circ$ at the equator; their longitudinal extent is corrected to keep the area approximately constant. Only pixels in the region of interest are sampled by the data and contribute to the inverse
problem. A linear system is set up as described by Boschi & Dziewonski (1999) and solved in least-squares sense via the LSQR algorithm of Paige & Saunders (1982). The inverse problem is non-unique and regularized via roughness minimization.

The use of ray theory implicitly limits the resolution of our surface wave group- and phase-velocity maps to heterogeneities of wavelength comparable to, or larger than that of the inverted data. In 2-D surface wave tomography, the limits of ray-theory and the improvement to be expected from the application of finite-frequency methods are analysed in detail (though at longer wavelength), by Peter et al. (2009). We choose here to use a simple ray theory algorithm and derive approximate maps to evaluate the quality and information content of the data.

3.1 Resolution

We use ray theory to invert group- and phase-velocity measurements made at periods between 8 and 35 s. This poses the theoretical limit of resolution correspondingly between 20 and 130 km. In practice, resolution depends on the geographic coverage of our database. We quantify the resolution through a set of synthetic data inversions (e.g. Kissling 1988; Boschi & Dziewonski 1999). We first define a ‘checkerboard’ input group-velocity map coinciding with the spherical harmonic function of degree 60 and order 30, corresponding to anomalies extending a few hundred kilometres laterally and compute the corresponding synthetic phase anomalies by a simple matrix multiplication. No noise is added to the data. We invert the resulting synthetic data through an application of the same tomography algorithm that we use on real observations, including the regularization scheme and weight. The results of this exercise are illustrated in Fig. 5. At this stage, resolution limits associated with the approximations inherent to our theoretical formulation (ray theory, which is only strictly valid in the infinite-frequency limit) are neglected, and resolving power is independent of frequency. Because, for our data set, different surface wave frequencies have approximately the same geographic coverage, it is then unnecessary to repeat this exercise at all considered surface wave modes, and we only show in Fig. 5 results for 8 and 35 s group velocity. The input (Figs 5a and d) and output (Figs 5b and e) models are shown together with the density of ray paths at each period. Generally, the relatively long wavelength pattern of group-velocity heterogeneity is reproduced well throughout the region that is most densely covered by stations (Fig. 1), from northern Germany all the way down to the Tyrrenian Sea. There is, however, a clear loss in recovered amplitude, which is a systematic problem in damped seismic tomography. The locations marked 1, 2 and 3 on the map are areas of high sensitivity of our data where anomalies are well recovered. Locations 5 and 6 are clearly affected by strong smearing artefacts due to very low ray coverage (Figs 5c and f). In area 4, the results from the two frequencies show different level of recovery even if the region is covered by stations. Looking at the density of ray paths at that specific location, 35 s shows more ray paths (Fig. 5f) than 8 s, and indeed the anomaly in location 4 is better resolved.

To evaluate our algorithms power to resolve structures like we might observe in the real Earth, we perform a characteristic model test (Husen et al. 2009), replacing the checkerboard input model of Fig. 5(a) with a model containing randomly distributed (in 2-D) velocity anomalies of various sizes. Namely, we generate a $128 \times 128$-pixel image, with random values of velocity anomaly ranging between $-1$ and $1$ per cent with respect to velocity as predicted by the Preliminary Reference Earth Model (PREM) (Dziewonski & Anderson 1981), apply a 2-D Fourier transform to the image, filter it in the Fourier domain so that heterogeneities of scalelength similar to those actually observed become dominant and inverse-Fourier-transform it back to the spatial domain. The resulting synthetic model is shown in Fig. 6 and contains anomalies of 100 km
Figure 5. ‘Checkerboard’ test (a) and (d) Input model coinciding with the spherical harmonic function of degree 60 and order 30 and 1 per cent velocity anomalies (b) and (e) Output model obtained inverting a synthetic database associated with our 8 and 35 s Rayleigh-wave group velocity data set, and the input model at (a), (c) and (f) Density of ray paths associated with our measurements at 8 and 35 s Rayleigh-wave group velocity.

Minimal length and up to 600 km length. We compute synthetic data and invert them as described earlier. The resulting models associated with 8, 16 and 35 s Rayleigh-wave group velocity data are shown in Fig. 6(b). Four images per period are show, one with the input model, one with the raw results, one with the results annotated for specific anomalies that are of interest and finally the result and the outlines of the well-resolved area as derived from this test. Fig. 6 shows that velocity heterogeneities of relative short length (100 km) can be resolved by our data coverage in those areas densely covered by stations namely Switzerland and northern Italy. In Germany, most longer-wavelength heterogeneities of 200 km or more are reproduced well, but most of the smaller scale features are lost. High-amplitude features of 150 km length are fairly well-resolved in southeastern France, Austria and southern Italy. The
Figure 6. Synthetic test with randomly distributed velocity anomalies of various size as input: Panels 1(a), 2(d), 3(a) associated with our 8, 16 and 35 s Rayleigh-wave group velocity data set. Panels 1(b), 2(a) and 3(b): Raw output model associated with 8, 16 and 35 s, respectively. Panels 1(c), 2(b) and 3(c): Output models with outline of specific anomalies located inside the correct resolved part of the model. Panels 1(d), 2(c) and 3(d): Output model with the boundaries of the well-resolved area.
systematic underestimation of heterogeneity amplitude results from
the damped least-square approach of inversion. More specifically,
among 1, 2 and 4 are fairly well resolved within the station array
but the amplitudes are underestimated due to the lack of stations
in that area. Anomaly marked 3 is an example of 100 km structure
well-resolved with only limited reduction in amplitudes thanks to
locally high-station density. The big square in Italy is well resolved,
whereas in Corsica the shape of the anomaly is distorted and the
amplitude is significantly reduced. Analysing the recovery of the
velocity anomalies in all regions, one can draw the limitations of
the well-resolved area and, for each period, we invert data from this
information is incorporated in our interpretation. As an example the
limits we draw for 8 s period and the one for 16 s period are globally
similar in general but vary in the west of Germany, where at 8 s, the
ray coverage is not sufficient.

To validate our results and our resolution estimates, we also
compare them with those of previous studies from Stehly et al.
(2009) and Li et al. (2010) as shown in Fig. 7. As example the
limits we draw for 8 s period and the one for 16 s period are globally
similar in general but vary in the west of Germany, where at 8 s, the
ray coverage is not sufficient.

3.2 Phase- and group-velocity tomography
We least-square invert our group- and phase-velocity data to derive
the group- and phase-velocity maps shown in Figs 8 and 10, re-
spectively. Data are selected before inversion, leaving out group-
and phase anomalies associated with a SNR higher than 5 on
cross-correlations. The inverse problem is non-unique and regu-
larization must be applied to counter the effects of noise and of
non-uniformities in data coverage. We select the weight of our reg-
ularization parameter (roughness damping only) small enough to
provide a good recovery of the input model pattern (Section 3.1), but
large enough to eliminate single-cell anomalies and sharp, small-
scale heterogeneities that our data would not be able to resolve.

4 DISCUSSION
Rayleigh-wave group- or phase velocity can be thought of as the
weighted average of heterogeneities in shear and compressional
velocities and density, over a depth range that becomes wider with
increasing surface wave period (e.g. Boschi & Ekstrom 2002). text
removed as indicated by R2 The kernel functions that relate structure
at depth with group- and phase velocity are dubbed ‘sensitivity
functions’ and are discussed and illustrated by Ritzwoller
et al. (2001) and Fry et al. (2010). In the following, we interpret the maps
of Figs 8 and 10 based on their sensitivity to structure at depth and
expected geophysical features in different depth ranges.
4.1 Rayleigh-wave group velocity at 8 and 12 s periods

The propagation of 8 and 12 s surface waves is strongly affected by shallow crustal structure, with the maximum peak of sensitivity at 5 km depth and 8 km depth, respectively. One of the most prominent features of the 8 and 12 s group-velocity map of Fig. 8 is a low-velocity anomaly spanning the sedimentary basin associated with the Po plain, a WNW–ESE basin of sediments on average about 7 km thick. The Po Plain is filled by sediments originating mainly...
from the Alps and to a lesser degree from the Apennines reaching a maximum thickness beneath the latter. Minimal group velocities here are as low as 1.4 km s\(^{-1}\). Low velocities in sedimentary basins are expected based on the elastic properties of sediments. Another prominent feature are the Alps, which are imaged as a relative high-velocity anomaly in both the 8 and 12 s maps. This observation is consistent with the high shear velocities typically found at shallow depths in orogenic massifs. Lateral structure within Switzerland (the best covered area by our database) also confirms our resolution expectations: directly to the north of the Alps lies the Molasse sedimentary basin. Group velocities are quite high (up to 2.9 km s\(^{-1}\)) in Switzerland and over most of southern Germany with the exception of the Molasse basin running from Geneva to southern Bavaria (Munich). Compared to the Po Plain or other basin, sediments in the Molasse basin are more compacted, resulting in relatively fast wave propagation.

### 4.2 Rayleigh-wave group velocity at 16 s

Group-velocity maps at 16 s period are characterized by a number of different features with respect to shorter periods, which reflect the sensitivity of this surface wave mode to deeper structure whereas 8 and 12 s waves do not sample the mantle, 16 s ones do. Sensitivity of 16 s Rayleigh-wave group velocity is highest around 20 km depth, that is, in the mid/lower crust and, in some areas, the Moho. The main feature of the 16 s map is the high velocity mapped throughout the Tyrrhenian Sea, clearly associated with the thin oceanic crust of the area (e.g. Marone & Romanowicz 2007; Tesauro et al. 2008; Grad & Tiira 2009): in areas of thin crust, most surface wave energy is focused in the mantle rather than in the crust, and the higher shear velocity in the mantle defines the speed of surface wave propagation. In Germany and Switzerland, the geology around 20 km depth is analogous to that at shallow depths, and the 16 s map accordingly shows a similar pattern to the maps of 8 and 12 s. The Molasse basin in Germany is still visible, consistent with the low shallow crust velocities observed in that area by Di Stefano et al. (2009). Other slow features, associated with the Apennines, are comparably important; low group velocities along the Apennines mountain range suggests that the underlying crust might be, at least locally, deeper than previously suggested. As a general rule, we find that features observed at 16 s are globally a mixture between upper crust and upper-mantle influence, whereas at shorter periods only the crust is relevant.

### 4.3 Rayleigh-wave group velocity at 24, 30 and 35 s

Longer-period group-velocity maps are overall characterized, as is to be expected, by higher velocities than their shorter period counterparts: with growing surface wave period, sensitivity is highest at larger depths where velocity beneath Moho exhibits a significant increase. Hence, maps in this period range are largely correlated to Moho topography depth, with anomalously high group velocity in areas of thin crust (particularly the Tyrrhenian Sea), and anomalously low velocities in areas of thick crust (the Alps and the Apennines). The Apennines show lower velocity and present a more prominent signature than the Alps. The Alps are narrower and run mostly E–W than the wider Apennines that run NW–SE. With sources mostly to the north, the waves are more affected by lower velocity structure while they travel through the Apennines than through the Alps. We also compare our group velocity maps with the Moho map of the Alpine region by Wagner et al. (2011) combining LET and CSS migrated information (Waldhauser et al. 1998, 2002) displayed in Fig. 9. We plot only the area in common to the two studies and we adapt our colourscale with low velocity in purple and fast velocity in yellow to allow better comparison. On the Moho map, the purple colour indicate deep Moho and yellow colour indicate shallow Moho. We clearly see that the two maps are in good general agreement. First, in the Alps where the Moho is deep, we observe very slow velocity with two peaks where the Moho is the deepest. Further south in Italy, beneath Emilia-Romagna and Marche, the same conclusion can be drawn though the positions of the slow velocity anomalies in our map are a bit shifted compared to the Moho map.
to the locations of deepest Moho in the Apennines according to Wagner et al. (2011). The Adriatic Moho topography, very steep towards the west of the Apennines, is hard to image by surface waves and could create this offset. Overall the two studies obtained by two different methods and approaches are in very good agreement, which confirms the reliability of our data set and results. The better performance of this study with respect to Stehly et al. (2009) in resolving Alpine structure at 30 s period is expected because our better station coverage south of the Alps and more in general, the wider aperture of our array: Pairs of relatively far-away stations contain the most long-period signal and will be particularly effective at providing observations of 30 s waves.
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4.4 Rayleigh-wave phase-velocity maps

Our phase-velocity maps at 16 and 30 s are compared with the group-velocity map at the same period (Fig. 10). Based on Fig. 4 of Ritzwoller et al. (2001), group and phase velocities have different sensitivity to structure at depth. At any given period, group velocity samples a thinner and shallower layer than phase velocity and has an overall higher sensitivity to heterogeneities. This explains the difference in both amplitude and pattern between the left and right panels of Fig. 10. At 16 s, the Alps are characterized by higher group velocity than the Apennines whereas phase velocity is approximately the same. To explain this difference, we show in Fig. 11 a synthetic cross-section along the European GeoTraverse (EGT) from southern Germany to northern Italy. In the Molasse and Po basin, group velocity is low because its sensitivity is significant within the sediment layer. On the other hand, phase velocity only ‘sees’ the deepest part of the thicker Po Plain. Our 30 s phase-velocity map, also shown in Fig. 10, is clearly affected by Moho topography and by the seismic structure of mantle lithosphere (Lucente & Speranza 2001; Lippitsch et al. 2003; Panza & Raykova 2008), as is to be expected given the larger depth-range of sensitivity.

5 CONCLUSIONS

We assembled a high-quality database of group- and phase measurements in central Europe derived from ambient-noise cross-correlation and investigated the resolution power by synthetic tests using a characteristic model. In the region of dense station coverage (<40 km station spacing), the data set allows to resolve features as small as 100 or 200 km in areas of relatively poor station coverage (>100 km station spacing). We inverted our database to obtain maps of lateral variations in group- and phase-velocity heterogeneity throughout the region covered by the data. Comparing our results with those of earlier studies, we find, in general, very good correlation in region of higher station density, but our data set is able to resolve some structures in more detail. Based on sensitivity testing, we define the boundaries of regions with high sensitivity by our data set. Within this region, we identify in our maps a number of robust features that can be interpreted geophysically: namely, the Po-plain sedimentary basin, the thin crust of the Tyrrhenian Sea, the roots of the Alps and of the Apennines and the Molasse basin. Similar features were found, with somewhat lower resolution, in the earlier ambient-noise studies of Li et al. (2010) and Stehly et al. (2009). We also compare our 30 s Rayleigh-wave group velocity map with the new Moho map from Wagner et al. (2011) based on CSS and LET and find excellent correlation between the results obtained by the two different methods. Our results at longer periods document strong sensitivity to Moho topography, with low velocity in our map corresponding to thicker than average crust. In the near future, we will be able to infer from these data the 3-D shear-velocity structure of the region of interest and its pattern of azimuthal anisotropy as a function of depth, expanding the models of Stehly et al. (2009) and Fry et al. (2010). Surface wave ambient noise is the only seismically recorded signal to sample uniformly the crust–lithosphere depth range: collecting and interpreting these observations in terms of shear velocity structure is an important step towards the identification of a consensus tomographic model of the European crust and upper mantle.
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