A Two-Dimensional Solution of the Advection–Diffusion Equation with Dry Deposition to the Ground
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ABSTRACT

A mathematical scheme is developed to simulate the vertical turbulent dispersion of air pollution that is absorbed or deposited to the ground. The scheme is an exact analytical solution of the atmospheric diffusion equation, without any restriction to the vertical profile of wind speed and eddy diffusivities, and taking into account the dry deposition by a boundary condition of a nonzero flux to the ground. The performances of the solution, with a proper parameterization of the vertical profiles of the wind and eddy diffusivities, were evaluated against the dataset from the Hanford (Washington) diffusion experiment, in which two tracers (one depositing and one nondepositing) were released simultaneously. In addition, the solution derived in this work is compared with four different models, with deposition at the ground, found in the literature.

1. Introduction

The Eulerian approach for modeling the concentration of contaminants in a turbulent flow in the planetary boundary layer (PBL) is widely used in the field of air pollution studies. The simplicity of the $K$ theory of turbulent diffusion has led to the frequent use of this theory as the mathematical basis for simulating air pollution dispersion. Dry deposition refers to the transfer of air pollution (gas and particles) to the ground, where it is removed. The various transfer mechanisms leading to dry deposition are complex and involve micrometeorological characteristics of the atmospheric surface layer (Seinfeld and Pandis 1998). The deposition flux is usually parameterized in terms of deposition velocity, which either is specified empirically or is estimated from appropriate theoretical relations. Moreover, the integral mass conservation equation is modified to account for the amount of material deposited on the surface.

The advection–diffusion equation can be written in finite-difference form, thus paving the way to a countless variety of numerical solutions. Using the gradient transport approach ($K$ theory), dry deposition is included by specifying the deposition flux as the surface boundary condition. Therefore, numerical solutions to the advection–diffusion equation with variable eddy diffusivities are used to take into account the effects of dry deposition as well as gravitational settling for heavier particles (Arya 1999).
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Analytical solutions of equations are of fundamental importance in understanding and describing physical phenomena (Pasquill and Smith 1983). Many operative models (using an analytical formula for the air pollution concentration) adopt empirical algorithms for describing dry deposition. The Gaussian plume equation was modified to include source depletion models (Chamberlain 1953; Overcamp 1976) and surface depletion models (Hurst 1977, 1984). The solutions proposed by Smith (1962), Ermak (1977), and Rao (1981) also retained the framework of invariant wind speed and eddies with height (as the Gaussian approach). More recent analytical solutions of the advection–diffusion equation with dry deposition at the ground have utilized height-dependent wind speed and eddy diffusivities (Hurst and Slinn 1984; Koch 1989; Chrysikopoulos et al. 1992; Lin and Hildemann 1997). However, these solutions are restricted to the specific case in which the source is located at the ground level and/or with restrictions to the wind speed and eddy diffusivity vertical profiles.

We present an analytical solution of the advection–diffusion equation obtained by means of the generalized integral Laplace transform technique (GILT; Wortmann et al. 2005; Moreira et al. 2005), describing dry deposition with a boundary condition of nonzero flux to the ground and without any restriction to the above profiles and the source position. The GILT has recently been applied for the simulation of pollutant dispersion in the atmosphere by solving analytically the advection–diffusion equation. The steps of this method are construction of an auxiliary Sturm–Liouville problem, expansion of the contaminant concentration in a series in terms of the obtained eigenfunctions, replacing of this equation in the original, and finally taking moments. The result is a set of ordinary differential equations that are then solved analytically by the Laplace transform technique. For more details, see the works of Wortmann et al. (2005) and Moreira et al. (2005).

We assume that concentration turbulent fluxes are proportional to the mean concentration gradient (first-order turbulence closure). The simplicity of the first-order turbulence closure ($K$ closure) has led to its widespread use as the mathematical basis for simulating urban, photochemical pollution. However, $K$ closure has its own limits. In contrast to molecular diffusion, turbulent diffusion is scale dependent. This means that the rate of diffusion of a cloud of material generally depends on the cloud dimensions and the intensity of turbulence. As the cloud grows, larger eddies are incorporated in the expansion process so that a progressively larger fraction of turbulent kinetic energy is available for the cloud expansion. However, eddies much larger than the cloud itself are relatively unimportant in its expansion. Thus, the gradient-transfer theory works well when the dimension of dispersed material is much larger than the size of turbulent eddies involved in the diffusion process (i.e., for ground-level emissions and for large travel times). In strict terms, one should introduce a diffusion coefficient function not only of atmospheric stability and emission height, but also of the travel time or distance from source. However, such time dependence makes it difficult to treat the diffusion equation in a fixed-coordinate system in which multiple sources have to be treated simultaneously. Otherwise, one should limit the application of the gradient theory to large travel times (Pasquill and Smith 1983). In addition, unlike molecular diffusion, turbulent diffusion is not a property of fluids but of the turbulence itself or of flows, and it may vary greatly from one flow to another and from one region to another of the same flow. The above relations are essentially based only on a qualitative analogy between molecular and turbulent diffusion. For the first-order closure to be realistic, the mean concentration field must have a much larger scale time than that of turbulent transport.

Despite these well-known limits, the $K$ closure is widely used in several atmospheric conditions, because it describes the diffusive transport in an Eulerian framework, where almost all measurements are Eulerian in character (i.e., they are collected in a framework fixed with respect to the earth). It produces results that agree with experimental data as well as any more complex model, and it is not as computationally expensive as higher-order closures.

In this work, a step forward is taken toward solving the two-dimensional, steady-state advection–diffusion–deposition equation by the GILT. The novelty depends on the construction of the auxiliary Sturm–Liouville problem. Indeed, for this kind of problem, the eigenvalues and eigenfunctions must be determined assuming boundary conditions of the third type, which encompass the contaminant deposition speed. Note that the mentioned works (Wortmann et al. 2005; Moreira et al. 2005) assume boundary conditions only of the second type. To validate the results obtained, numerical comparison is undertaken with available results in the literature.

2. The analytical solution

We present the construction of the two-dimensional analytical solution for the advection–diffusion–deposition equation to simulate pollutant dispersion in
atmosphere with deposition to the ground, valid for any variable vertical eddy diffusivity coefficients and wind profile (without lateral dispersion). The concentration turbulent fluxes are often assumed to be proportional to the mean concentration gradient. This assumption, along with the equation of continuity, leads to the advection–diffusion equation. For a Cartesian coordinate system in which the x direction coincides with that of the average wind, the steady-state two-dimensional advection–diffusion equation with dry deposition to the ground is written as

\[ u(z) \frac{\partial C(x, z)}{\partial x} = \frac{\partial}{\partial z} \left[ K_z(z) \frac{\partial C(x, z)}{\partial z} \right], \]  

subject to the boundary conditions

\[ K_z(z) \frac{\partial C(x, z)}{\partial z} = V_g C(x, z) \text{ at } z = 0 \quad \text{(1a)} \]

\[ K_z(z) \frac{\partial C(x, z)}{\partial z} = 0 \text{ at } z = h \quad \text{(1b)} \]

and a continuous source condition

\[ u(z) C(0, z) = Q \delta(z - H_j) \text{ at } x = 0. \quad \text{(1c)} \]

Here, \( C \) denotes the pollutant concentration, \( K_z \) is the turbulent eddy diffusivity coefficient assumed to be a function of the variable \( z \), \( u \) is the mean wind oriented in the x direction and a function of the variable \( z \), \( V_g \) is the deposition velocity, \( h \) is the height of PBL, \( Q \) is the emission rate, \( H_j \) is the height of the source, and \( \delta \) is the Dirac delta function. The two-dimensional equation is equivalent to concentrations from an infinite line source or crosswind-integrated concentration from a point source.

To solve the problem by the GILTT, Eq. (1) is rewritten as

\[ u(z) \frac{\partial C(x, z)}{\partial x} = K_z(z) \frac{\partial^2 C(x, z)}{\partial z^2} + K'_z(z) \frac{\partial C(x, z)}{\partial z}, \]  

where the first term on the right-hand side satisfies the following Sturm–Liouville problem:

\[ \zeta''(z) + \lambda^2 \zeta(z) = 0 \quad 0 < z < h, \]

\[ -K_z(z) \zeta''(z) + V_g \zeta(z) = 0 \quad \text{at } z = 0, \quad \text{and} \]

\[ \zeta(z) = 0 \quad \text{at } z = h. \]

The solution of the problem in Eq. (3) constitutes a well-known set of orthogonal eigenfunctions \( \zeta(z) = \cos[\lambda(z - z)] \) whose eigenvalues fulfill the ensuing transcendental equation

\[ \lambda \tan(\lambda h) = H_1, \]

where \( H_1 = V_g / [K_z(z_0)] \). [For more details, see the work of Özsik (1980).] The eigenvalues are obtained from Eq. (3c) using the Newton–Raphson solving technique. The \( K_z \) is not evaluated at \( z = 0 \) but at \( z_0 \) (the roughness length) where \( V_g \) is defined also (Arya 1999). In fact, the lower boundary condition implies that the flux near the ground must be equal to the deposition rate, and also \( V_g \) is defined. Arya (1999), following van Ulden (1978), suggests \( z = z_0 \) as a good actual approximation of \( z = 0 \). Therefore, we followed the same approximation. Moreover, \( V_g \) is an empirical parameter and is obviously experimentally evaluated not at \( z = 0 \) but at some height from the ground, and it is considered to be constant until the ground is reached. Therefore, our approximation in the boundary condition follows the experimental approximation in the evaluation of \( V_g \).

It is now possible to apply the GILTT approach. For this purpose, the pollutant concentration is expanded in the series (Wortmann et al. 2005; Moreira et al. 2005)

\[ C(x, z) = \sum_{i=0}^{\infty} \zeta_i(x) \zeta_i(z), \]

where \( \zeta_i(z) \) comes from the well-known solution of the Sturm–Liouville problem given in Eq. (3) and \( \zeta_i(x) \) is the solution of the transformed problem. The solution of \( \zeta_i(x) \) is given below.

By replacing the above equation in Eq. (1) and taking moments, the following is obtained (with \( j = 1, 2, \ldots \)):

\[ \sum_{i=0}^{\infty} \left[ \tau_i(x) \int_0^h K''_z(z) \zeta_i(z) \zeta_j(z) \, dz - \lambda_i^2 \tau_i(x) \int_0^h K_z(z) \zeta_i(z) \zeta_j(z) \, dz \right] = 0. \]

The above equation can be written in matrix fashion as

\[ Y'(x) + FY(x) = 0, \]

where \( Y(x) \) is the column vector whose components are \( \tau_i(x) \), the matrix \( F \) is defined as \( F = B^{-1}E \), and the entries of the matrices \( B \) and \( E \) are written by

\[ b_{i,j} = -\int_0^h u(z) \zeta_i(z) \zeta_j(z) \, dz \quad \text{and} \]

\[ e_{i,j} = \int_0^h K''_z(z) \zeta_i(z) \zeta_j(z) \, dz - \lambda_i^2 \int_0^h K(z) \zeta_i(z) \zeta_j(z) \, dz. \]
Following the procedure of Wortmann et al. (2005) and Moreira et al. (2005), one obtains the following solution for the problem in Eq. (6):

$$\mathbf{Y}(x) = \mathbf{XG}(x)\xi.$$ (9)

where $\mathbf{X}$ is the eigenfunction matrix of $\mathbf{F}$, $\mathbf{G}$ is the diagonal matrix whose entries have the form $\exp(-d_i x)$, $d_i$ are the eigenvalues of $\mathbf{F}$, and $\xi$ is the vector given by $\xi = \mathbf{X}^{-1}\mathbf{Y}(0)$. Applying the source condition in Eq. (1c) transformed by the GILTT technique, the unknown vector $\xi$ is determined by solving the resulting linear system. Therefore, the solution for the concentration given by Eq. (4) is now well determined because the vector $\mathbf{Y}(x)$ is now known. For more details, see the work of Wortmann et al. (2005).

No approximations are made in the derivation of this solution, and therefore it is analytical except for the round-off error. The number of terms considered in the series summation is established in such a manner as to reach a prescribed accuracy, that is, a prescribed percent difference with the previous term of series summation (i.e., 0.5%). In this exercise, 30 terms were used. For better comprehension, Fig. 1 reports (as an example) the numerical convergence of the GILTT solution as a function of the number of eigenvalues.

To our knowledge, this is the first work that has solved the two-dimensional advection–diffusion equation by the GILTT method with a boundary condition of the third type, that is, non-zero flux at the ground, and it is straightforward to solve the proposed problem. Here it is obvious that the eigenvalues and eigenfunctions changed, and, as before, they are tabulated in Özisik (1980).

3. Experimental data and PBL parameterization

To show an example of the application of the obtained solution [Eq. (4)], the dataset of the Hanford diffusion experiment was used. This experiment was conducted in May–June 1983 on a semiarid region of southeastern Washington on generally flat terrain. The detailed description of the experiment was provided by Doran and Horst (1985). Data were obtained from six dual-tracer releases located at 100, 200, 800, 1600, and 3200 m from the source during moderately stable to near-neutral conditions. However, the deposition velocity was evaluated only for the last three distances. The release time was 30 min except in run 5, when it was 22 min. The terrain roughness was 3 cm.

Two tracers, one depositing and one nondepositing, were released simultaneously from a height of 2 m. Zinc sulfide ($\text{ZnS}$) was chosen for the depositing tracer, and sulfur hexafluoride ($\text{SF}_6$) was the nondepositing tracer. The lateral separation between the $\text{SF}_6$ and $\text{ZnS}$ release points was less than 1 m. The near-surface release height and the atmospheric stability conditions were chosen to produce differences between the depositing and nondepositing tracer concentrations that could be measured easily. The data collected during the field tests were tabulated (as crosswind-integrated tracer concentration data) and were presented in Doran et al. (1984). The meteorological data and crosswind-integrated tracer concentration data, normalized by the release rate $Q$, are listed in Table 1. Note that in Table 1 $C_{\text{ZnS}}$ and $C_{\text{SF}_6}$ are, respectively, the crosswind-integrated concentrations of $\text{ZnS}$ and $\text{SF}_6$ normalized by the emission rate $Q$. For more details about the way that the effective deposition velocities and wind speed are calculated, see the work of Doran and Horst (1985). The PBL height $h$, not present in the Hanford dataset, was evaluated with the formula proposed by Zilitinkevich (1972):

$$h = 0.4 \left( \frac{u_{\tau} L}{f} \right)^{1/2},$$ (10)

where $f$ is the Coriolis parameter, $u_{\tau}$ is the vertical convective friction velocity scale, and $L$ is the Monin–Obukhov length.

To use the above solution [Eq. (4)], it was necessary to select wind and eddy coefficient vertical profiles. The reliability of each model strongly depends on the way in which turbulent parameters are calculated and related
to the current understanding of the PBL (Seinfeld and Pandis 1998).

The vertical eddy diffusivity used in this work is given in Mangia et al. (2002):

\[
K_z = \frac{0.3(1 - z/h)u_4z}{1 + 3.7z/\Lambda},
\]

where \( z \) is the height and \( \Lambda = L(1 - z/h)^{5/4} \).

The proposed \( K_z \) profile [discussed and derived in Mangia et al. (2002)] does not match the similarity profile for neutral conditions, as many other profiles proposed in the literature do not [e.g., the \( K_z \) vertical profiles proposed by Shir, Lamb et al., Businger and Arya, and Troen and Marth that are presented in Seinfeld and Pandis (1998)]. However, in the stable cases of the Hanford diffusion experiment, the profile of Eq. (11) follows the similarity profile in the surface layer, as we can see in Fig. 2.

The wind velocity profile was described by a power law expressed as follows (Panofsky and Dutton 1988):

\[
\frac{u_z}{u_4} = \left( \frac{z}{z_1} \right)^n,
\]

where \( u_z \) and \( u_4 \) are the mean wind velocity at the heights \( z \) and \( z_1 \) and \( n \) is an exponent that is related to the intensity of turbulence for rural terrain (Irwin 1979).

4. Numerical results

The model was evaluated with the ratio \( C_d/C_{nd} \), where \( C_d \) and \( C_{nd} \) are the crosswind-integrated concentrations of ZnS and SF\(_6\) measured at 1.5 m above the ground and normalized by the emission rate \( Q \). A comparison of predicted and observed values \( C_d/C_{nd} \) is shown in Fig. 3, with vertical eddy diffusivity given by Eq. (11) and the power profile of wind given by Eq. (12). In this respect, it is possible to note that the model reproduces fairly well the observed concentration.

Table 2 presents some performance measurements, obtained using the well-known statistical evaluation procedure described by Hanna (1989):

<table>
<thead>
<tr>
<th>Expt</th>
<th>Arc (m)</th>
<th>ZnS/Q (s m(^{-2}))</th>
<th>SF(_6)/Q (s m(^{-2}))</th>
<th>( u ) (m s(^{-1}))</th>
<th>( V_{z} ) (cm s(^{-1}))</th>
<th>( C_{d}/C_{nd} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_4 = 40 )</td>
<td>800</td>
<td>0.002 24</td>
<td>0.003 73</td>
<td>7.61</td>
<td>4.21</td>
<td>0.601</td>
</tr>
<tr>
<td>( L = 166 )</td>
<td>1600</td>
<td>0.000 982</td>
<td>0.002 14</td>
<td>8.53</td>
<td>4.05</td>
<td>0.459</td>
</tr>
<tr>
<td>( h = 325 )</td>
<td>3200</td>
<td>0.000 586</td>
<td>0.001 30</td>
<td>9.43</td>
<td>3.65</td>
<td>0.451</td>
</tr>
<tr>
<td>( u_4 = 26 )</td>
<td>800</td>
<td>0.007 47</td>
<td>0.0129</td>
<td>3.23</td>
<td>1.93</td>
<td>0.579</td>
</tr>
<tr>
<td>( L = 44 )</td>
<td>1600</td>
<td>0.003 25</td>
<td>0.009 08</td>
<td>3.59</td>
<td>1.80</td>
<td>0.358</td>
</tr>
<tr>
<td>( h = 135 )</td>
<td>3200</td>
<td>0.002 31</td>
<td>0.007 22</td>
<td>3.83</td>
<td>1.74</td>
<td>0.320</td>
</tr>
<tr>
<td>( u_4 = 27 )</td>
<td>800</td>
<td>0.003 06</td>
<td>0.005 91</td>
<td>4.74</td>
<td>3.14</td>
<td>0.518</td>
</tr>
<tr>
<td>( L = 77 )</td>
<td>1600</td>
<td>0.001 32</td>
<td>0.003 31</td>
<td>5.40</td>
<td>3.02</td>
<td>0.399</td>
</tr>
<tr>
<td>( h = 182 )</td>
<td>3200</td>
<td>0.000 662</td>
<td>0.001 79</td>
<td>6.32</td>
<td>2.84</td>
<td>0.370</td>
</tr>
<tr>
<td>( u_4 = 20 )</td>
<td>800</td>
<td>0.008 04</td>
<td>0.0201</td>
<td>3.00</td>
<td>1.75</td>
<td>0.400</td>
</tr>
<tr>
<td>( L = 34 )</td>
<td>1600</td>
<td>0.004 26</td>
<td>0.0131</td>
<td>3.39</td>
<td>1.62</td>
<td>0.325</td>
</tr>
<tr>
<td>( h = 104 )</td>
<td>3200</td>
<td>0.003 14</td>
<td>0.009 15</td>
<td>3.75</td>
<td>1.51</td>
<td>0.343</td>
</tr>
<tr>
<td>( u_4 = 26 )</td>
<td>800</td>
<td>0.005 25</td>
<td>0.0105</td>
<td>3.07</td>
<td>1.56</td>
<td>0.500</td>
</tr>
<tr>
<td>( L = 59 )</td>
<td>1600</td>
<td>0.003 38</td>
<td>0.006 61</td>
<td>3.24</td>
<td>1.47</td>
<td>0.393</td>
</tr>
<tr>
<td>( h = 157 )</td>
<td>3200</td>
<td>0.002 92</td>
<td>0.006 64</td>
<td>3.46</td>
<td>1.14</td>
<td>0.440</td>
</tr>
<tr>
<td>( u_4 = 30 )</td>
<td>800</td>
<td>0.007 23</td>
<td>0.0134</td>
<td>3.17</td>
<td>1.17</td>
<td>0.540</td>
</tr>
<tr>
<td>( L = 71 )</td>
<td>1600</td>
<td>0.002 52</td>
<td>0.006 15</td>
<td>3.80</td>
<td>1.15</td>
<td>0.410</td>
</tr>
<tr>
<td>( h = 185 )</td>
<td>3200</td>
<td>0.001 25</td>
<td>0.003 11</td>
<td>4.37</td>
<td>1.10</td>
<td>0.402</td>
</tr>
</tbody>
</table>

normalized mean square error (NMSE) = \( \frac{(C_o - C_p)^2}{\bar{C}_o \bar{C}_p} \),

factor of 2 (FA2) = fraction of data (%) within 0.5 \( \leq \frac{C_p}{C_o} \leq 2,

correlation coefficient (COR) = \( \frac{(C_o - \bar{C}_o)(C_p - \bar{C}_p)}{\sigma_o \sigma_p} \),

fractional bias (FB) = \( \bar{C}_o - \bar{C}_p/0.5(\bar{C}_o + \bar{C}_p) \), and

d fractional standard deviation (FS) = \( \frac{\sigma_o - \sigma_p}{0.5(\sigma_o + \sigma_p)} \).
Fig. 2. Eddy vertical profiles (dotted line) used in the six experiments of Table 1 plotted with similarity profiles (continuous line). The similarity profiles are shown as dashed lines out of the surface layer.
where subscripts $o$ and $p$ refer to observed and predicted quantities, respectively, $\sigma$ is the standard deviation, and an overbar indicates an average.

The statistical index FB indicates whether the predicted quantities underestimate or overestimate the observed ones. The statistical index NMSE represents the quadratic error of the predicted quantities in relation to the observed ones. The best results are indicated by values nearest 0 in NMSE, FB, and FS, and nearest 1 in COR and FA2. The statistical indices point out that a good agreement is obtained between experimental data and the GILTT model.

Doran and Horst (1985) presented four different models that evaluate the dry deposition at the ground with four different approaches: the source depletion approach of Chamberlain (1953), the corrected source depletion model of Horst (1980, 1983), the $K$ model proposed by Ermak (1977) and Rao (1981), and the $K$ corrected model of Rao (1981). For more information about the above models, see Doran and Horst (1985).

To make possible the comparison of our results with the ones in the models mentioned above, the statistical parameters used in the paper of Doran and Horst (1985) were adopted for the evaluation of their performances. These parameters are described in Fox (1981) and Willmott (1982):

\[
\text{mean bias} (\bar{d}) = \frac{\sum_{i=1}^{N} d_i}{N},
\]

\[
\text{variance} (S^2) = \frac{\sum_{i=1}^{N} (d_i - \bar{d})^2}{N-1},
\]

\[
\text{mean absolute error} (\text{MAE}) = \frac{\sum_{i=1}^{N} |C_{pi} - C_{oi}|}{N}, \quad \text{and}
\]

\[
\text{index of agreement} (I) = 1 - \left[ \frac{\sum_{i=1}^{N} (P'_i - O'_i)^2}{\sum_{i=1}^{N} (|P'_i| + |O'_i|)^2} \right].
\]

where $d_i$ is the difference between observed ($C_{oi}$) and predicted ($C_{pi}$) values, $P'_i = C_{pi} - \overline{C_{oi}}$, $O'_i = C_{oi} - \overline{C_{oi}}$, the overbar indicates an average, $0 < I < 1$, and $N$ is the data number.

In Table 3, comparisons between the GILTT approach and the above models (Chamberlain 1953; Horst 1980, 1983; Ermak 1977; Rao 1981) are reported, and it is possible to see the good performance of the solution presented here.

5. Final remarks

A new exact general solution of the two-dimensional steady state advection–diffusion equation has been presented that considers dry deposition to the ground and can be applied for describing the turbulent dispersion of many scalar quantities, such as air pollution, radioactive material, heat, and so on. To show the performances of the solution in actual scenarios, a parameter-
ization of the PBL has been introduced, and the values predicted by the solutions have been compared with the Hanford diffusion experiment dataset. The analysis of the results shows a reasonably good agreement between the computed values and the experimental ones. The discrepancies with the experimental data depend not on the solution of the advection–diffusion equation but on the equation itself, which is only a model of the reality. Moreover, a source of discrepancies between the predicted and measured values lies in the PBL parameterization used (i.e., vertical wind and eddy diffusivity profiles). Last, the solution results were compared with those of four different models.

Although models are sophisticated instruments that ultimately reflect the current state of knowledge on turbulent transport in the atmosphere, the results they provide are subject to a considerable margin of error. This is due to various factors, including in particular the uncertainty of the intrinsic variability of the atmosphere. Models, in fact, provide values expressed as an average, that is, a mean value obtained by the repeated performance of many experiments, whereas the measured concentrations are a single value of the sample to which the ensemble average provided by models refers. This is a general characteristic of the theory of atmospheric turbulence and is a consequence of the statistical approach used in attempting to parameterize the chaotic character of the measured data.

In light of the above considerations, an analytical solution is useful for evaluating the performances of sophisticated numerical dispersion models (which numerically solve the advection–diffusion equation), yielding results that can be compared not only with experimental data but, in an easy way, with the solution itself, to check numerical errors without the uncertainties presented above.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>GILT T</th>
<th>Source depletion</th>
<th>Corrected source depletion</th>
<th>Corrected $K$ model</th>
<th>Corrected $K$ model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean bias</td>
<td>0.02</td>
<td>0.11</td>
<td>0.01</td>
<td>0.21</td>
<td>0.07</td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>0.04</td>
<td>0.11</td>
<td>0.05</td>
<td>0.21</td>
<td>0.07</td>
</tr>
<tr>
<td>$S = \text{(variance)}^{1/2}$</td>
<td>0.06</td>
<td>0.05</td>
<td>0.06</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>Correlation coeff</td>
<td>0.77</td>
<td>0.82</td>
<td>0.70</td>
<td>0.63</td>
<td>0.78</td>
</tr>
<tr>
<td>Index of agreement</td>
<td>0.81</td>
<td>0.64</td>
<td>0.83</td>
<td>0.42</td>
<td>0.76</td>
</tr>
</tbody>
</table>

REFERENCES


—, 1984: The modification of plume models to account for dry deposition. Bound.-Layer Meteor., 30, 413–430.


Lin, J. S., and L. M. Hildemann, 1997: A generalized mathematic-
cal scheme to analytically solve the atmospheric diffusion equation with dry deposition. *Atmos. Environ.*, 31, 59–71.


