H uman activities have modified the environment for thousands of years. Significant population increase, migration, and accelerated socioeconomic activities have intensified these environmental changes over the last several centuries. The climate impacts of these changes have been found in local, regional, and global trends in modern atmospheric temperature records and other relevant climatic indicators.

An important human influence on atmospheric temperature trends is extensive land use/land cover change (LULCC) and its climate forcing. Studies using both modeled and observed data have documented these impacts (e.g., Chase et al. 2000; Kalnay and Cai 2003; Cai and Kalnay 2004; Trenberth 2004; Vose et al. 2004; Feddema et al. 2005; Christy et al. 2006; Mahmood et al. 2006b; Ebetor et al. 2007; Nuñez et al. 2008). Thus, it is essential that we detect LULCCs accurately, at appropriate scales, and in a timely manner so as to better understand their impacts on climate and provide improved prediction of future climate.

The National Research Council (NRC 2005) has recommended the broadening of the climate change issue to include LULCC processes as an important climate forcing. The findings of this report state the following:

Regional variations in radiative forcing may have important regional and global climatic implications that are not resolved by the concept of global mean radiative forcing. Tropospheric aerosols and landscape changes have particularly heterogeneous forcings. To date, there have been only limited studies of regional radiative forcing and response. Indeed, it is not clear how best to diagnose a regional forcing and response in the observational record; regional forcings can lead to global climate responses, while global forcings can be associated with regional climate responses. Regional diabatic heating can also cause atmospheric teleconnections that influence regional climate thousands of kilometers away from the point of forcing. Improving societally relevant projections of regional climate impacts will require a better understanding of the magnitudes of regional forcings and the associated climate responses.
In short, the above discussion clearly identified the importance of LULCC in the climate system.

It has also been established in the literature that biases, inaccuracies, and imprecision have been introduced to the climate monitoring systems because of meteorological station moves, instrument changes, improper exposure of instruments, and changes in observation practices (Davey and Pielke 2005; Mahmood et al. 2006a; Pielke et al. 2007a,b). Hence, we also need strategies that will help us to detect and overcome these biases and thus lead to an improved understanding of the role of land use forcing within the climate system.

The main objective of this essay is to propose a series of recommendations related both to detecting LULCC from observed climatic records and to modeling to improve our understanding of LULCC and its impacts on climate. We present these recommendations under two subgroups: 1) monitoring and data issues and 2) modeling.

**MONITORING AND DATA ISSUES.** It is important that there is a reliable surface observation platform. The recently commissioned U.S. Climate Reference Network (USCRN) could be a good candidate for innovatively monitoring impacts of LULCC on near-surface atmospheric conditions, including temperature (Fig. 1). The USCRN measures temperature, precipitation, solar radiation, and ground or skin temperature. In addition, soil moisture, soil temperature, and relative humidity measurements will be added in the near future. The spatial distribution and suite of measurements should lead to better understanding of LULCC processes.

It has become clear from various studies (e.g., Pielke et al. 2007a) that data used in existing long-term climate assessments, including the U.S. Historical Climatology Network (USHCN), have undocumented biases that have not been corrected using data analysis and data adjustment techniques. As a result, it is proposed that data from a select subset of the USHCN stations or stations from similar networks within other countries with minimal bias could be used to determine impacts of LULCC on climate. It is also essential that we quantify all known biases and thus further continue to work on various data bias correction methods. In this process, we need to be mindful that changes in observation and data
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handling procedures could also introduce unexpected and or unnoticed biases in the data. It is important that we minimize such uncertainty in the data. Changepoint detection could be used for this purpose (Reeves et al. 2007). Moreover, since proximity of human settlements typically significantly affects the magnitude of LULCC and climate, the location of settlements need to be considered during establishment of new networks or analyzing data from already established networks. We also recommend that the National Climatic Data Center (NCDC) and other climate monitoring agencies develop plans and seek funds to address any monitoring biases that are identified and for which detailed analyses have not been completed.

Full advantage should be taken of the Climate Data Modernization Project (CDMP) to assess the impacts of LULCC. The CDMP, managed by the NCDC and in partnership with the Regional Climate Centers (RCCs), has photo documented the original climate observer forms from the nineteenth century held in the National Archives. These images are currently available online from the NCDC. The data from these photographs are currently being digitized and subjected to quality assurance. They will be available online after the work is completed. Sufficient priority must be assigned to the digitization and quality assurance efforts to ensure expeditious completion of this vital new dataset. The dataset must be supported by histories that describe the locations, instrumentation, observers, and the observational content of the climate stations whose records are being digitized. These histories are necessary as a source for identifying causes of perturbations in the digital record. Scores of such station histories were completed as part of the CDMP. Additional station histories must be developed for the remaining nineteenth-century stations that have extended periods of records. An attempt must be made to connect CDMP datasets with historical LULCC to better understand climate change.

Recently, there has been too much focus on mean-state variables, and expansion of the global-surface temperature dataset to include maximum and minimum temperatures is required. For example, minimum temperatures are sensitive to changes in climatic forcing (Walters et al. 2007; Pielke and Matsui 2005) and to land use or siting changes (Runnalls and Oke 2006). Global temperature datasets that include both maximum and minimum temperature should be expanded. Most current datasets used to detect greenhouse gas warming have focused on mean temperatures (e.g., Hansen et al. 1999). These mean temperatures usually come from the average of maximum and minimum temperature observations. However, the partitioning into these two temperature metrics is not included in the most prominent datasets. The NCDC Global Historical Climatology Network (GHCN) dataset does separately track maximum and minimum temperature, but its coverage and the number of stations used make it questionable as a true global dataset. The NCDC should expand this dataset to include more stations by going back to the original records and parsing the minimum and maximum temperatures. We also agree with needs expressed by Parker et al. (2009) that “...for an improved global network monitoring all Global Climate Observing System (GCOS) Essential Climate Variables including humidity as well as temperature; for universal adherence to the GCOS Climate Monitoring Principles (www.wmo.ch/pages/prog/gcos/index.php?name = monitoringprinciples) which include the availability of full metadata such as photographic documentation; and as well for the rescue and digitization of all historical data.”

The maximum and minimum temperature datasets are important because minimum temperature alone is almost certainly not a good parameter to detect heat accumulation in the atmosphere associated with added anthropogenic greenhouse gases or other climate changes (Pielke and Matsui 2005). In addition, minimum temperature is much more sensitive to land use change than maximum temperature (Hale et al. 2008; Runnals and Oke 2006). Most importantly, the nighttime boundary layer is very shallow and is decoupled from the deeper atmosphere. The stable nocturnal boundary layer does not measure the heat content in a large part of the atmosphere where the greenhouse signal should be the largest (Lin et al. 2007; Pielke et al. 2007a).
Because of nonlinearities in some parameters of the stable boundary layer (McNider et al. 1995), minimum temperature is highly sensitive to slight changes in cloud cover, greenhouse gases, and other radiative forcings. However, this sensitivity is reflective of a change in the turbulent state of the atmosphere and a redistribution of heat rather than a change in the heat content of the atmosphere (Walters et al. 2007).

Additional challenges and uncertainties could be found associated with the wind effect on near-surface temperatures. If there is a trend in wind speeds, for example, there will be a diagnosed trend in temperatures measured at one level, even if there were no warming or cooling through the lower atmosphere. This is because wind alters the vertical distribution of heating and cooling near the ground, particularly with respect to nighttime temperatures. An increase in winds at night, for instance, is known to result in higher temperatures near the ground than otherwise would occur, as a result of greater vertical mixing. LULCC can alter the winds near the ground because of changes of the aerodynamic roughness, as well as from the effects of buildings and other obstacles to the airflow. Since the assessment of mean air temperature trends uses the minimum temperature in its construction, an increase in near-surface wind speed at night will introduce a warm bias.

While the impact of LULCC on the measurement of air temperature has been widely studied, its impact on precipitation measurement may be even more dramatic and uncertain. Much work has focused on the effects of urbanized areas on clouds, rainfall patterns, and lightning (e.g., Changnon et al. 1971; Huff and Schickedanz 1974; METROMEX 1976; Jauregui and Romales 1996; Shepherd et al. 2002; Shepherd 2006; Niyogi et al. 2006; Mote et al. 2007; Stallins and Rose 2008; Hand and Shepherd 2009; Kishtawal et al. 2009), usually with a conclusion that precipitation or lightning is increased downwind owing to the enhanced convection associated with the urban-related heat island, surface roughness, or pollution.

It is widely known that precipitation data are adversely affected by a nontrivial precipitation gauge undercatch bias—monthly estimates of this bias often vary from 5% to 40% for the continental United States (Legates and DeLiberty 1993a,b; Groisman and Legates 1994, 1995). This bias is largely due to the deleterious effect of the wind on snowfall; although the effect of wind on rainfall is smaller, it is nevertheless significant (~5%; Legates and DeLiberty 1993b). Globally averaged, the undercatch bias is about 11% (Legates 1987). Splashing effects, mechanical errors (e.g., friction of pen plotters and tipping bucket problems associated with heavy rainfall and clogged funnels), and human errors (e.g., improper recording of the timing and/or amount of precipitation) also contribute to errors in precipitation gauge measurement. There is evidence that local LULCC can change the bias in precipitation gauge measurement, which can induce a spurious trend or mask an existing trend (Legates 1995).

Over time, many precipitation measurement sites have become more urbanized and experienced growth of trees in the vicinity. Such changes are slow and gradual but serve to decrease the wind field across the gauge orifice. This can lead to a spurious increase in the measured precipitation even if the actual precipitation remains unchanged because the gauge measurement bias decreases with decreasing wind speed. Similarly, urbanization results in a slight warming of the local air temperatures due to the urban heat island effect. In regions and seasons where the mean monthly air temperature is at or slightly below freezing (Legates and Bogart 2009), a slight change in air temperature can alter the proportion of the precipitation that falls in solid (e.g., snow and ice) form; since the bias is much greater for snowfall than rainfall (liquid form) events, the measured precipitation will also exhibit a spurious increase. Legates (1995) demonstrated that a spurious increase in precipitation of 13% could be induced by a simple 1°C increase in air temperature and a 0.5 m s⁻¹ decrease in wind speed. Thus, LULCCs that affect the wind speed across the gauge orifice and the proportion of precipitation that falls as snow can induce spurious trends in time series of precipitation.

Two issues have become evident from the above discussion on precipitation: 1) LULCC can provide a false sense of change in actual type and amount in the vicinity, and 2) LULCC effects can be detected from these changes. Therefore, it is important that future research separates the impacts of LULCC on precipitation type and amount and actual bias. More research should be undertaken to separate these components using existing datasets. Additionally, as noted above, the USCRN could also provide more accurate data in the future to detect the impacts of LULCC on precipitation.

Surface fluxes of latent and sensible heat and CO₂ and their changes over time could also be good indicators of the impacts of the LULCCs on surface boundary conditions. Thus, the scientific community should continue to monitor surface fluxes using existing networks (e.g., AmeriFlux) and add new and similar observational platforms. This would increase the spatial density of observation points and representation of the
various LULC types, thereby allowing more effective monitoring and recording of smaller-scale changes and their impacts on climate. In the monitoring of fluxes, an easily accessible and well-maintained central data repository needs to be established. Examples of the most prominent and easily noticeable LULCCs and their impacts could be found in urbanization and expansion of agricultural land use. As a result, we strongly call for the design and implementation of such campaigns in the near future.

In addition to the use of data from in situ measurements, remotely sensed data could play an important role in detecting and monitoring LULCC. For example, the Normalized Difference Vegetation Index (NDVI) and similar indices derived from optical remote sensing data have been widely used in LULCC detection. However, more accurate satellite data with higher resolution and continuity are needed for appropriate representation of local and regional LULCC. The availability of complementary datasets is also important for successfully utilizing satellite data. In addition, regular acquisition of such data is affected by atmospheric composition with respect to water vapor and aerosols, clouds, and shadows. A major limitation of the passive optical remote sensing data is that they can only “see” a very thin layer of the Earth’s surface and are unable to provide important information such as vegetation woody biomass, soil moisture, and snow depth. These limitations can be effectively compensated by microwave and light detection and ranging (lidar) observations with their high sensitivity to feature dielectric properties, deeper penetration depth, and all-day, all-weather operational ability.

Theoretical radiative transfer modeling (Chen et al. 2003; Du et al. 2006) and its applications in global and regional studies (Jackson et al. 1999) have proved the effectiveness of using active and passive microwave sensors to monitor large-scale vegetation conditions, soil moisture, and snow properties. Decades-long observations from multiple microwave sensors, such as the Scanning Multichannel Microwave Radiometer (SMMR), Special Sensor Microwave Imager (SSM/I), Advanced Microwave Scanning Radiometer for Earth Observing System (AMSR-E), WindSAT, and the European Remote Sensing Satellite (ERS) wind scatterometer have provided unique datasets for LULCC studies. In addition to direct detection of LULCC using microwave remote sensing observations, it is also an urgent task to fully integrate these data with microwave-retrieved information into climate–land surface models by techniques such as data assimilation.

Some newly developed remote sensing techniques provide a better description of vegetation vertical structure, such as Polarimetric Interferometric Synthetic Aperture Radar (PolInSAR), multi-angle optical remote sensing, and lidar. The Geoscience Laser Altimeter System (GLAS) provides an unprecedented dataset of vegetation heights. These data have been used successfully to estimate vegetation heights in various forest regions (Harding and Carabajal 2005; Lefsky et al. 2005, 2007). As described in NRC (2007), several spaceborne lidar sensors—such as the Ice, Cloud, and Land Elevation Satellite II (ICESat II); the Deformation, Ecosystem Structure and Dynamics of Ice (DESDYNI); and Lidar Surface Topography (LIST)—will be launched in the near future. From these sensors, vegetation vertical height and structure parameters would be estimated and their changes could be determined.

**MODELING.** The authors recognize that there are a significant number of models currently available that include a representation of LULCC and their impacts on climate. Nonetheless, the scientific community needs to continue to reevaluate how well these models represent the true complexity of the land surface. Moreover, it is necessary to examine whether vegetation models are sufficiently advanced to represent complex biochemical reactions and feedbacks associated with spatial and temporal changes (e.g., phenology). Current land surface and atmospheric models are suitable for assessing some impacts of land cover change (e.g., prescribed vegetation cover). However, uncertainties exist in representing vegetation dynamics (e.g., gradual transition) and this issue needs to be addressed. It is important to recognize that land use change (e.g., where intensity of land use is a variable) or mixed land use still remains a weak component in the models, and thus additional work is needed.

As an example of the deficiencies in the current models that have been used in climate assessments, Lawrence and Chase (2007) showed that replacing the standard land surface parameters in the National Center for Atmospheric Research (NCAR) Community Climate System Model 3.0 (CCSM 3.0) with parameters consistent with Moderate Resolution Imaging Spectroradiometer (MODIS) satellite observations resulted in a 10% increase of both bare soil fraction and leaf area index (LAI). These increases also led to large improvements in surface albedo with consequent improvements in simulation of precipitation and near-surface air temperature. However, the increased LAI resulted in lower overall evapotrans-
piration and reduced precipitation in the CCSM 3.0. This result suggests that while the new parameters significantly affected and improved the climate simulated in the Community Land Model 3.0 (CLM 3.0) and the CCSM 3.0, the new surface parameters have limited success in rectifying surface hydrology biases that result from the parameterizations within the CLM 3.0. This further emphasizes the complex role of the land surface in climate.

The assessment of the impacts of the spatial gradient of LULCC and vegetation dynamics (e.g., crop–forest dynamics; Carleton et al. 2008a,b) on the climate system needs to be pursued. An example is the alpine treeline, which has experienced rapid shifts in position in response to land use changes and climatic changes (e.g., Beniston et al. 1997; Gehrig-Fasel et al. 2007) with reported abrupt and dramatic meteorological changes over very small horizontal distances. For example, over a horizontal distance of less than 4 km separating alpine tundra from subalpine forest in the Rocky Mountains of North America, Blanken et al. (2009) measured lower air temperatures and relative humidity, higher wind speeds, converging daytime wind directions (downslope at tundra; upslope at forest), and lower net radiation in the alpine tundra compared to the subalpine forest. Thus, implications associated with these dynamics needs to be better understood because it is often at these boundaries that changes in land cover are occurring.

For modeling applications, classification of land use is important on finescales. However, models do not use land use classifications directly. Rather, they use fundamental physical parameters such as heat capacity (McNider et al. 2005), roughness lengths, and canopy resistance. Fundamental work is required to develop robust relationships between the land use class and these fundamental variables, such as has been applied in the studies of Steyaert and Knox (2008) and Strack et al. (2008). Additional focus on the statistical distribution of these parameters that characterizes LULCC is needed.

Water bodies, wetlands, and irrigation are also inaccurately represented in the models. Globally, numerous man-made lakes and/or reservoirs have been created over the last few decades (Marshall et al. 2003, 2004). In addition, there are many examples of removing natural wetlands (e.g., Steyaert and Knox 2008). The impacts of these lakes and reservoirs and removal of wetlands on local and regional-scale climate systems are not well investigated; thus, LULCC studies should include assessments of these types of changes.

Comprehensive hydrological representation is critically needed to ensure realistic results of impacts of LULCC on the hydrologic cycle, including soil moisture. More effort is necessary to verify, monitor, and initialize the soil moisture component of models and how they interface with other model components. We must consider all of the direct and indirect feedback effects on hydrology related to LULC-induced changes.

**FINAL REMARKS.** As documented in this essay, we conclude that the finding of the National Research Council report (NRC 2005) that LULCC represents a first-order human climate forcing is a robust statement. LULCC effects must be assessed in detail as part of all future climate change assessments, including the forthcoming IPCC Fifth Assessment, in order for them to be scientifically complete. This includes not only climate effects in the regions where LULCC occurs, but also their role in altering hemispheric and global atmospheric and ocean circulations at large distances from the location of LULCC. We also conclude that a regional focus is much more appropriate in order to better understand the human effects on climate, including LULCC. It is the regional responses, not a global average, that produce drought, floods, and other societally important climate impacts.

The National Research Council report (NRC 2005) recommended that new climate metrics be developed to address this issue. They wrote

> . . . the climatic effects from light-absorbing aerosols or land-use changes do not lend themselves to quantification using the traditional radiative forcing concept. . . . These challenges have raised the question of whether the radiative forcing concept has outlived its usefulness and, if so, what new climate change metrics should be used . . .

and

Encourage policy analysts and integrated assessment modelers to move beyond simple climate models based entirely on global mean top of the atmosphere radiative forcing and incorporate new global and regional radiative and nonradiative forcing metrics as they become available.

Therefore, to address these recommendations and to further determine the role of LULCC within the climate system, as discussed in the earlier part of this essay, we recommend, as a start, to assess three new climate metrics:
1) The magnitude of the spatial redistribution of land surface latent and sensible heating (see, e.g., Chase et al. 2000; Pielke et al. 2002). The change in these fluxes into the atmosphere will result in the alteration of a wide variety of climate variables, including the locations of major weather features. For example, Takata et al. (2009) demonstrated the major effect of land use change during the period of 1700–1850 on the Asian monsoon. As land cover change accelerated after 1850 and continues into the future, LULCC promises to continue to alter the surface pattern of sensible and latent heat input to the atmosphere.

2) The magnitude of the spatial redistribution of precipitation and moisture convergence (e.g., Pielke and Chase 2003). In response to LULCC, the boundaries of regions of wet and dry climates can change, thereby affecting the likelihood for floods and drought. This redistribution can occur not only from the alterations in the patterns of surface sensible and latent heat but also from changes in surface albedo and aerodynamic roughness (see, e.g., Pitman et al. 2004; Nair et al. 2007).

3) The normalized gradient of regional radiative heating changes. Because it is the horizontal gradient of layer-averaged temperatures that forces wind circulations, alterations in these temperatures from any human climate forcing will necessarily alter these circulations. In the evaluation of the human climate effect from aerosols, for example, Matsui and Pielke (2006) found that in terms of the gradient of atmospheric radiative heating, the role of human inputs was 60 times greater than the role of the human increase in the well-mixed greenhouse gases. Thus, this aerosol effect has a much more significant role on the climate than is inferred when using global average metrics. We anticipate a similar large effect from LULCC. Feddema et al. (2005), for example, have shown that global averages mask the impacts on regional temperature and precipitation changes.

The above climate metrics can be monitored using observed data within model calculations, such as those completed by Matsui and Pielke (2006) for aerosols, as well as by using reanalyses products, such as performed by Chase et al. (2000) with respect to the spatial pattern of lower-tropospheric heating and cooling. They should also be calculated as part of future IPCC and other climate assessment multidecadal climate model simulations.

The monitoring of existing climate metrics also needs to be significantly improved, as is discussed in our essay. With respect to surface air temperatures, for example, there needs to be an improved quantification of the biases and uncertainties in multidecadal temperature trends, which remain inadequately evaluated in assessment reports such as from the Climate Change Science Program (CCSP 2006). We also recommend that independent committees (perhaps sponsored by the National Science Foundation) conduct these assessments.
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