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ABSTRACT

A new method for representing topography on a Cartesian grid is applied to a two-dimensional non-hydrostatic atmospheric model to achieve highly precise simulations over steep terrain. The shaved cell method based on finite-volume discretization is used along with a cell-combining approach in which small cut cells are combined with neighboring cells either vertically or horizontally. A unique staggered arrangement of variables enables quite simple computations of momentum equations by avoiding the evaluation of surface pressure and reducing the computational cost of combining cells for the velocity variables. The method successfully reproduces flows over a wide range of slopes, including steep slopes where significant errors are observed in a model using conventional terrain-following coordinates. The advantage of horizontal cell combination on extremely steep slopes is also demonstrated.

1. Introduction

The conventional terrain-following approach to simulate atmospheric flows over topography is to discretize the governing equations on a grid that conforms to the lower boundary. The main advantage of this approach is that the imposition of the lower boundary condition is greatly simplified. However, horizontal gradient computation on a terrain-following grid is essentially subject to truncation errors due to nonorthogonal coordinates (e.g., Thompson et al. 1985; Zängl 2003). In the presence of steep topography, the slantwise intersection of grid lines renders computational inaccuracy of advection and diffusion terms (e.g., Schär et al. 2002; Zängl 2002). In addition, imbalances in the discretization of the horizontal pressure gradient leads to artificial circulations around steep slopes, which affect local dynamics near mountains (e.g., Sundqvist 1976; Janjić 1989). Most non-hydrostatic models introduce reference profiles to reduce the errors associated with terrain-following coordinates (e.g., Klemp and Wilhelmson 1978; Satomura 1989; Tomita and Satoh 2004). However, truncation errors around steep slopes are still expected to be large under windy conditions (Steppeler et al. 2006). For example, Satomura (1989) demonstrated that truncation errors due to non-orthogonal coordinates are visualized as discontinuities in mountain waves simulated over a semicircular mountain by his terrain-following model. Since an increase in horizontal resolution introduces steep slopes over mountainous areas, the terrain-following approach is no longer considered accurate enough for ultra-high-resolution simulations, which will gain popularity with the use of next-generation supercomputers.

A fundamental solution to this long-standing issue of the terrain-following approach is to keep model levels horizontal and discretize the governing equations on a Cartesian grid. One way to incorporate the effect of arbitrary topography into a Cartesian grid is to use the step mountain method (e.g., Bryan 1969; Mesinger et al. 1988). This approach approximates topography by a piecewise constant function along the grid lines that allows straightforward imposition of boundary conditions on the ground surface. On the other hand, the stepwise approximation of topography introduces serious problems in flow simulation. Gallus and Klemp (2000), for example, showed that vertical velocity errors occur over the corners of mountain steps, resulting in distortion of mountain waves. They also indicated that the step mountain method suffers from a “wind sheltering” problem: wind is strongly underestimated in the lee sides of mountains. According to Steppeler et al. (2006), this problem is potentially more serious because Gallus and Klemp (2000) report that the underestimation of winds does not decrease when the
vertical grid spacing is substantially reduced. The partial cell method is similar to the step mountain method except that the heights of the steps are adjusted to those of the topography (e.g., Semtner and Mintz 1977). It also has the same problem due to its stepwise structure that inevitably stands out around steep slopes where the topographic height varies largely in a horizontal grid length.

A different approach to Cartesian coordinate modeling is based on approximating topography by a piecewise linear function or quadratic function. This approach is popular in computational fluid dynamics (CFD) and is referred to as the immersed boundary method (Mittal and Iaccarino 2003). Clearly, the immersed boundary method represents a smoother and more precise boundary surface than step mountain method. However, the imposition of boundary conditions is complicated since the immersed boundary does not coincide with the grid lines. A number of methods have been proposed to impose boundary conditions on the immersed boundary through direct or indirect means.

The immersed boundary method has also been used in some geophysical fluid dynamics (GFD) models. For example, Tseng and Ferziger (2003) applied the immersed boundary method to an ocean model using a finite-difference approach to impose boundary conditions on the immersed boundary. They defined “ghost” computational points inside the topography, and imposed the boundary condition by extrapolating the variable to a ghost point and using it in standard finite-difference discretization. Though their method has the advantage of easy implementation into models with low computational costs, it is not designed to satisfy conservation laws in the vicinity of the immersed boundary. To preserve the model’s conservation properties, it is suitable to use a finite-volume approach.

Immersed boundary schemes with finite-volume discretization are referred to as the cut cell method in CFD and have been used to simulate various flows with stationary and moving boundaries (e.g., Udaykumar et al. 1996, 2001; Ye et al. 1999; Mittal et al. 2003). In GFD models, another method very similar to the cut cell method is used. It was originally developed by Adcroft et al. (1997) for simulating ocean flows with irregular geometry, and is referred to as the shaved cell method. This method was applied to simulate atmospheric flows by Steppeler et al. (2002). They showed that the method did not suffer from the problems reported by Gallus and Klemp (2000) in the step mountain method. Yamazaki and Satomura (2008) demonstrated that shaved cell method is effective in reducing errors in terrain-following models due to slantwise intersection of grid lines.

A disadvantage in using the shaved cell or cut cell method is that small cells cut by the immersed boundary require small time steps to satisfy the Courant–Friedrichs–Lewy (CFL) condition. It is especially crucial for GFD models to avoid this severe restriction on time steps in order to keep the computational time reasonable.

As a remedy to the small cell problem, Steppeler et al. (2002) used the “thin wall” approximation, in which the computational volumes of all cut cells are artificially increased to those of uncut cells. They developed a two-dimensional nonhydrostatic atmospheric model using the thin-wall approximation and showed acceptable results in some mountain-wave simulations. Some internal inconsistency occurs due to the expansion of volumes while keeping the surface areas fixed (Lock 2008). Also, there are situations where the solution is unsatisfactory (Walko and Avisar 2008). Steppeler et al. (2006) converted the two-dimensional model into a three-dimensional model, called the z-coordinate version of the Lokalmodell (LM-z), and compared it with the terrain-following version of the Lokalmodell (LM-tf) in the case of precipitation forecasts over real topography. They found that the threat score and RMSE are better in LM-z. Because the thin-wall approximation was not entirely introduced to LM-z, no systematic model comparison with regard to the effect of volume expansion has been reported yet.

As an alternative to the thin-wall approximation, Walko and Avisar (2008) recommended the method used by Calhoun and LeVeque (2000), which is not yet implemented in their Ocean–Land–Atmosphere Model (OLAM). In this method, inward and outward fluxes of cut cells are implicitly balanced, which enables the use of time steps corresponding to regular cells as in models using the thin-wall approximation. It is also true for this method that internal inconsistency is unavoidable, because artificial alteration of the computational cell volumes is required for certain shapes of cells.

Another issue in shaved cell modeling is handling cut cells whose center is underground, such as those marked with triangles in Fig. 1. A straight way to obtain reasonable solutions for those cells is to relocate the positions of the cell centers to the center of gravity of the fluid part in the cell. This approach is impractical in the present context because it requires very complicated interpolation procedures owing to the nonuniform structure of cell centers and thus is computationally too expensive for GFD models. Without relocating processes, OLAM prognoses the approximate solutions of solid-center cells by assuming that the cell volumes and cell areas are uniformly occupied by small solids. Though this approach has the advantage of easy achievement of momentum conservation, the assumption makes the shape of topography indistinct and impacts the flow dynamics near the immersed boundary.
Here, we developed a two-dimensional nonhydrostatic atmospheric model using Cartesian coordinates for simulating flows over steep terrain, code-named “Sayaca-2D.” To achieve both, sufficient accuracy of the lower boundary representation and reasonable consumption of computer resources, the shaved cell method is used along with a cell-combining technique in which small cut cells are combined with neighboring cells either vertically or horizontally. The use of combined cells provides two important advantages to represent topographical boundaries. One is that it avoids severe restriction by CFL criteria maintaining the rigid evaluation of cut cell volumes and thus avoids internal inconsistency. The other advantage is that there are no cut cells with solid centers, since such cells are absorbed by a neighboring cell during the combining procedure. The use of horizontal combinations in this paper is one of the main differences from the method in Yamazaki and Satomura (2008), which uses vertical combinations only. Horizontal combinations are particularly effective for extremely steep slopes that cross several model levels in a horizontal grid length where algorithms with only vertical combinations may form vertically long combined cells along the slopes and thus result in serious reduction of resolution.

The cut cell method in Ye et al. (1999) shares some features with the current method, particularly in terms of using combined cells. Their method requires the pressure values on the immersed boundary to calculate the pressure gradient at cut cells. The evaluation of surface pressure complicates the numerical algorithm for GFD simulations because zero gradient boundary condition on the pressure field does not hold true for density-stratified flow. In addition, since geophysical flow is driven by slight perturbations of the pressure from the hydrostatically balanced state, extrapolation of the pressure perturbation to the surface could affect the flow dynamics near the immersed boundary. Our method enables simple pressure gradient calculations near the boundary without the evaluation of surface pressure by introducing a unique staggered arrangement of variables. This arrangement of variables makes another difference from Yamazaki and Satomura (2008) that uses a standard C-staggered grid (Arakawa and Lamb 1977) and approximates the pressure gradient on a combined cell by that on the upper part of the cell.

Numerical examples of mountain waves are given in section 3. The test problem of flow over a semicircular mountain conducted by Satomura (1989) is simulated properly by Sayaca-2D. The advantage of horizontal cell combination on extremely steep slopes is also demonstrated using a cliff with slopes over 80°.

2. Model description

a. Governing equations

In this study, fully compressible quasi-flux-form equations, developed by Satomura and Akiba (2003) are used. They are given by the following conservation equations for momentum, potential temperature, and mass:

\[
\frac{\partial \rho u}{\partial t} = -\frac{\partial \rho uu}{\partial x} - \frac{\partial \rho uw}{\partial z} - \frac{\partial \rho p'}{\partial x} + D_u, \tag{1}
\]

\[
\frac{\partial \rho w}{\partial t} = -\frac{\partial \rho uw}{\partial x} - \frac{\partial \rho ww}{\partial z} - \frac{\partial \rho p'}{\partial z} - \rho'g + D_w, \tag{2}
\]

\[
\frac{\partial \rho'}{\partial t} = -\frac{c_p R}{c_v} \left( \frac{p}{p_0} \right)^{Rc_p'} \left( \frac{\partial \rho u}{\partial x} + \frac{\partial \rho w}{\partial z} - D_u \right), \tag{3}
\]

\[
\frac{\partial \rho'}{\partial t} = -\frac{\partial \rho u}{\partial x} - \frac{\partial \rho w}{\partial z}, \tag{4}
\]

and the equation of state:

\[
\theta = \frac{p}{\rho R} \left( \frac{p_0}{p} \right)^{Rc_p'}. \tag{5}
\]

In these equations, \(u\) and \(w\) are the horizontal and vertical components of velocity, respectively; \(\theta\) is the potential temperature; \(g\) is the acceleration due to gravity; \(p\) and \(\rho\) are the total pressure and total density, respectively; and the prime indicates deviations from the hydrostatically balanced state. Here \(c_p\) and \(c_v\) are the specific heats at constant pressure and constant volume.
respectively; $R$ is the gas constant; and $p_0$ is a reference pressure of $10^5$ Pa. The terms $D_u$, $D_w$, and $D_\theta$ represent sources due to mixing and diffusion. Note that flux-form equations are well suited to finite-volume discretization in view of the conservation characteristics.

b. Grid configuration

Figure 1 illustrates Cartesian grids with spacing $\Delta x$ and $\Delta z$ in the presence of topography. In the current method, terrain heights are defined at the center of the grid column and approximated by a piecewise linear function, indicated by a thick line. Based on this representation of the immersed boundary, we identify cells cut by the immersed boundary and determine the intersections of the immersed boundary with the faces of these cells.

Next, cut cells whose center is underground or whose volume is smaller than or equal to $\Delta x \Delta z / 2$ are combined with a neighboring cell either vertically or horizontally. The direction of cell combination is determined by mean slope angle $\sigma$, which is evaluated for each cut cell as

$$\sigma_{i,k} = \tan^{-1}\left( \frac{h_{i+1/2} - h_{i-1/2}}{\Delta x} \right),$$

where $h_{i+1/2}$ and $h_{i-1/2}$ are the terrain heights at $i + \frac{1}{2}$ and $i - \frac{1}{2}$, respectively.

Here we assume that the range of $\sigma$ is $(-\pi/2, \pi/2)$. If $|\sigma| \leq \tan^{-1}(\Delta z / \Delta x)$, the above cut cells are combined with each upper cell; otherwise, they are combined with either each right or left cell with a fluid center. This procedure forms vertically combined cells on gentle slopes and horizontally combined cells on steep slopes as shown in Figs. 2a and 2b, respectively. After this combination, the computational volumes of all cells become larger than half of a regular cell. Here, we assume that the topography is well resolved on the grid, and are not concerned with an extremely steep v-shaped valley or a very narrow sharp-pointed mountain.

The arrangement of the variables is an important aspect of the current method. In the case of Fig. 2, scalar variables and velocity components are arranged on the points of squares and circles, respectively. Scalar variables are arranged on the cell centers. Velocity components are arranged on the corners of the cells, except for the corners of cell faces fitted to the immersed boundary, such as point $C$. This unique arrangement of variables enables quite simple computation of momentum equations, as discussed in detail in the following section.

The vertical grid staggering used here is classified by Thuburn and Woollings (2005) as their “category 5” configuration. They found that discretizations in this category suffered from such problems as having multiple computational modes, unstable modes and modes which could not be identified as any known physical mode. However, most cut cell methods used in CFD use a collocated grid, which belongs to configurations of the same category and give good results for various simulations (e.g., Udaykumar et al. 1996, 2001; Ye et al. 1999; Mittal et al. 2003). In section 3 our method also reproduces sufficiently accurate flows over a wide range of slopes from a gently sloping bell-shaped mountain to an extremely steep cliff. Therefore, it is supposed that our method still allows for acceptable results for flows over various terrain shapes.

c. Spatial discretization

Equations (1)–(4) are discretized in space using the finite-volume method. The idea of finite-volume discretization is based on Gauss’s divergence theorem, which

![Figure 2. Cell combination and variable arrangement. Thick lines describe the boundaries of combined cells. Squares and circles represent scalar points and velocity points, respectively. Shaded region represents the topography in the model. (a) Scalar cells on gentle slopes. (b) Scalar cells on steep slopes.](image-url)
the evaluation of the integrand at the center of the face. Supposing that \( \mathbf{f} \) is advective flux \( \mathbf{f} = \phi \mathbf{u} \), where \( \phi \) is the scalar quantity, the integrals on the left face and the bottom face of the cell are approximated as

\[
\int_{ab} f \, dz \approx f_{i-\frac{1}{2},k} \overline{\alpha \beta} = \overline{\phi}_{i-\frac{1}{2},k} \mathbf{w}_{i-\frac{1}{2},k} \Delta z, \tag{10}
\]

\[
\int_{\beta y} g \, dx \approx g_{i,k-\frac{1}{2}} \overline{\beta y} = \overline{\phi}_{i,k-\frac{1}{2}} \mathbf{w}_{i,k-\frac{1}{2}} \Delta x, \tag{11}
\]

respectively, where

\[
\overline{\phi} = [\psi_{i-\frac{1}{2},k} + \psi_{i+\frac{1}{2},k}] / 2, \tag{12}
\]

\[
\overline{\phi} = [\psi_{i,k-\frac{1}{2}} + \psi_{i,k+\frac{1}{2}}] / 2, \tag{13}
\]

and \( \overline{\alpha \beta} \) and \( \overline{\beta y} \) indicate the lengths of the face \( \alpha \beta \) and \( \beta y \), respectively. The integrals on the right face and the top face are calculated in the same way. Consequently, the divergence of the advective flux for the scalar quantity is discretized as

\[
(V \cdot f)_{i,k} = \frac{1}{V_{i,k}} \int_{cs} \mathbf{f} \cdot \mathbf{n} \, dS, \tag{7}
\]

where \( V_{i,k} \) is the volume of the cell.

Starting with the simplest case, consider an uncut cell with four corners, \( \alpha, \beta, \gamma, \) and \( \zeta \) (Fig. 3). The surface integral is computed over the four faces of the cell as

\[
\int_{cs} \mathbf{f} \cdot \mathbf{n} \, dS = \int_{\zeta y} f \, dz - \int_{ab} f \, dz + \int_{a\bar{z}} g \, dx - \int_{\beta y} g \, dx.
\tag{9}
\]

To estimate these integrals on the faces to second-order accuracy, the midpoint rule can be used, which requires the accuracy, the midpoint rule can be used, which requires
\[
\left( \frac{\partial \rho w}{\partial t} \right)_{i-1/2,k-1/2} = -\frac{1}{V} \left[ \delta_x (\rho \mathbf{v} \cdot \mathbf{n})_{i-1/2,k-1/2} \Delta z + \delta_x (\rho \mathbf{v} \cdot \mathbf{n})_{i-1/2,k-1/2} \Delta x - \frac{\delta_x (\rho \mathbf{v} \cdot \mathbf{n})_{i-1/2,k-1/2}}{\Delta z} \right] - \frac{\delta_x (\rho \mathbf{v} \cdot \mathbf{n})_{i-1/2,k-1/2}}{\Delta z} \frac{\partial \rho w}{\partial t} \]
\]

where \( D^w, D^w, \) and \( D^\beta \) are discretized forms of the diffusion terms, and \( V \) is the cell volume equal to \( \Delta x \Delta z \).

We will now describe how this technique is implemented in a situation where some of the cells are cut by the immersed boundary. As a staggered arrangement of the scalar variables and velocity components is used, the scalar and velocity cells are at different locations and are treated separately. No model solutions are computed for nodes completely inside the topography. First, let us discuss the discretization of conservation equations for scalar quantities on the scalar cell \( O \) enclosed by the area \( ABCD'E \) (Fig. 4). The cell exchanges flux with the scalar cells \( N, E, W, \) and SW. Zero normal flow is assumed at the faces on the immersed boundary. Though we focus here on the case of a vertically combined cell, the spatial discretization on horizontally combined cells is also handled in the same way.

The surface integral of the flux on the top face \( A'E \) is computed in the same way as for an uncut cell. The key issue here is to evaluate the integrals on the left and right faces. The integral on the right face \( D'E \) can be approximated to second-order accuracy as

\[
\int_{D'E} f \, dz \approx f_e \frac{(\Delta D' + \Delta E)}{2}, \tag{22}
\]

where \( f_e \) is computed at the center of face \( D'E \). In the case of face \( AB \), the flux through the face is composed of two fluxes: the flux exchanged with cell \( W \) and that exchanged with cell SW. Thus, the surface integral of the flux on face \( AB \) can be decomposed as

\[
\int_{AB} f \, dz = \int_{AB} f \, dz + \int_{AB} f \, dz, \tag{23}
\]

A second-order approximation to this integral is obtained as

\[
\int_{AB} f \, dz \approx f_{w} \frac{(\Delta AP + \Delta PB)}{2} + f_{sw} \frac{(\Delta AP + \Delta PB)}{2}, \tag{24}
\]

The normal velocity of \( f_{w} \) and \( f_{sw} \) on the combined face \( \Delta AB \) are given by

\[
u_w = \frac{(u_A + u_P)}{2}, \tag{25}\]

\[
u_{sw} = \frac{(u_P + u_G)}{2}, \tag{26}\]

respectively. The calculation of the velocity components on the immersed boundary, such as \( u_G \) and \( u_P \), and on the combined faces, such as \( u_r \), is described later.

The calculation of the scalar quantity on the face centers can be more complicated. In the case of Fig. 4, the scalar quantity in \( f_{w} \) is obtained properly by a simple linear approximation between neighboring cell centers as

\[
\phi_w = \frac{(\phi_O + \phi_W)}{2}. \tag{28}\]

This is not the case for \( \phi_{sw} \), as one of the neighboring cell centers is in the solid and is absorbed. The evaluation of \( \phi_r \) too is not simple because the face center does not coincide with the middle of neighboring cell centers. One way to obtain these values with high-order accuracy is to use a linear or quadratic extrapolation scheme near the immersed boundary. In this study, the simple average of cell center values of the cells exchanging fluxes approximates the advected quantity on cell faces for computational simplification:

\[
\phi_{w} = \frac{(\phi_O + \phi_{sw})}{2}, \tag{29}\]

\[
\phi_{e} = \frac{(\phi_O + \phi_{e})}{2}. \tag{30}\]

Note that this simplified calculation of advected quantities does not violate mass conservation. Although our method is only formally first order near the boundary, we have demonstrated numerically in the appendix that we obtain results that are still globally second-order
accurate. As a result, the surface integrals of the flux on the left face $AB$ and the right face $DE$ are computed as

$$\int_{AB} f \, d\mathbf{z} = \phi_u u_w A_{OP} + \phi_w u_{sw} P_{OB},$$  \hspace{1cm} (31)$$

$$\int_{DE} f \, d\mathbf{z} = \phi_w u_{sw} D_{E},$$  \hspace{1cm} (32)$$

respectively.

Now we consider the discretization of momentum equations on velocity cells. A key problem here is to accurately evaluate the pressure gradient at each velocity cell. In shaved cell model, however, it happens that some pressure points are under the terrain surface, and a velocity cell cut by the immersed boundary does not have necessary pressure points for the calculation of the pressure gradient. Ye et al. (1999) used an approach to express the pressure field near the immersed boundary in terms of a two-dimensional polynomial interpolating function and evaluate the pressure gradient based on this interpolating function under the no-slip boundary condition. In exchange for the systematic evaluation of the pressure gradient at cut cells of various shapes, it requires the evaluation of surface pressure which causes difficulties into GFD simulations.

The use of a staggered grid introduces another complexity into the discretization of momentum equations. On a nonstaggered grid, not only are the velocity components and scalar variables collocated, but the position and geometry of the associated cells is also identical. With a staggered grid, the scalar and velocity cells are at different locations and will generally have a different shape when they are cut by the immersed boundary. In general, a cut cell scheme for a staggered grid must deal with this extra complexity (Kirkpatrick et al. 2003). When a cell-combining approach is introduced, in particular, another combining process for the velocity cells is normally required.

The current method provides a way around these complications by using the variable arrangement described in section 2b. For example, consider the velocity cells illustrated in Fig. 5, which correspond to the scalar cells in Fig. 4. In this method, the velocity on the immersed boundary and on the combined faces of the scalar cells, indicated by filled circles and crossed circles, respectively, are diagnosed. First, the velocity on the immersed boundary is calculated using the velocity boundary conditions. When the no-slip boundary condition is imposed, all the boundary velocity is set to zero. With the free-slip boundary condition, the component of the velocity that is tangential to the surface is preserved. If the unit normal direction to the surface at

![Fig. 4. Flux calculation on a scalar cell with the immersed boundary. Arrows indicate fluxes through the scalar cell $O$. Thick lines describe the boundaries of combined cells. Squares and circles represent scalar points and velocity points, respectively. Shaded region represents the topography in the model.](image1)

![Fig. 5. Velocity cells corresponding to the scalar cells in Fig. 4. Squares represent scalar points. Open circles represent centers of velocity cells on which model solutions are predicted. Filled circles and crossed circles represent diagnosed velocity points on the immersed boundary and on the combined faces of the scalar cells, respectively. The dashed–dotted line and arrow describe the normal line and the unit normal direction to the surface at the boundary point $B$, respectively. Shaded region represents the topography in the model.](image2)
a boundary point is \( \mathbf{n} \), the boundary velocity \( \mathbf{v} \) is extrapolated as

\[
\mathbf{v} = \mathbf{v} - (\mathbf{v} \cdot \mathbf{n}) \mathbf{n},
\]

(33)

where \( \mathbf{v} \) indicates the mean velocity above the normal direction that is computed from the velocities stored at open circled points surrounding the boundary point. For example, the velocity at the boundary point \( B \) is calculated as

\[
\mathbf{v}_B = \mathbf{v}_R - (\mathbf{v}_R \cdot \mathbf{n}_B) \mathbf{n}_B,
\]

(34)

where \( \mathbf{n}_B \) indicates the unit normal direction to the surface at the boundary point \( B \). In this case, the mean velocity is calculated at point \( R \) from the velocities at points \( A \) and \( F \) as

\[
\mathbf{v}_R = \mathbf{v}_A (1 - \lambda_R) + \mathbf{v}_F \lambda_R,
\]

(35)

where the factor \( \lambda_R \) is defined as

\[
\lambda_R = \frac{AR}{AF}.
\]

(36)

Then, the velocity at point \( P \) on the combined face \( AB \) of the scalar cell \( O \) is calculated by assuming a linear distribution of velocity between \( A \) and \( B \) as

\[
\mathbf{v}_P = \mathbf{v}_A (1 - \lambda_P) + \mathbf{v}_B \lambda_P,
\]

(37)

where the linear interpolation factor \( \lambda_P \) is defined as

\[
\lambda_P = \frac{AP}{AB}.
\]

(38)

Momentum equations are solved only on the velocity cells with centers indicated by open circles, and all of them retain rectangular shapes (Fig. 5). Therefore, the calculation of fluxes through each cell face is quite straightforward. At the same time, the calculation of the pressure gradient at each cell is simply performed without the evaluation of surface pressure. Furthermore, there is also no need to combine velocity cells. Thus, the computational cost of combining cells is kept as low as that of nonstaggered models. Since the velocity cells only include the fully rectangular cells and do not enclose the entire fluid domain, momentum is not conserved in our model like many other models using a vertically staggered grid (e.g., Saito et al. 2001; Satoh 2002; Klemp et al. 2007). Our model also does not conserve kinetic energy, although mass conservation is guaranteed. Though this paper focuses only on two-dimensional applications, the overall methodology described here is in principle extendable to three dimensions.

3. Numerical examples of mountain waves

This section presents the results of test simulations of flows passing over four different mountains. Every test involves a mountain located at the center of the lower boundary. The following atmospheric and boundary conditions are imposed on all the simulations. A constant horizontal velocity, \( U = 10 \, \text{m} \, \text{s}^{-1} \), is initially imposed on the entire domain. The constant Brunt–Väisälä frequency is \( N = 0.01 \, \text{s}^{-1} \). The lower and lateral boundary conditions are free slip and cyclic, respectively. The number of grid points in the horizontal dimension is 2000, which prevents cyclic lateral boundaries from contaminating the simulated results. The height of the domain is 25 km, and a sponge layer (Klemp and Lilly 1978) is placed higher than 15 km to avoid reflecting the gravity wave at the rigid top boundary.

The leapfrog scheme with the Asselin filter (Asselin 1972) is used for time integration. A fourth-order artificial diffusion term is introduced in both the horizontal and vertical directions to suppress numerical noise. For cells without necessary neighboring fluid points for the calculation of the fourth-order term, a second-order artificial diffusion term is introduced, where boundary conditions are used at mountain surfaces. When appropriate boundary conditions cannot be obtained, no artificial diffusion term is used for cells just above the surface.

a. Flow over a bell-shaped mountain

The first test examines the accuracy of the model by simulating flow over a bell-shaped low mountain with gentle slopes. The topographic height \( h(x) \) is assumed to be

\[
h(x) = \frac{h_m}{1 + (x/a)^2},
\]

(39)

where \( h_m \) is the height of the mountain top, and \( a \) is the half-width of the mountain. Here \( h_m = 100 \, \text{m} \) and \( a = 5 \, \text{km} \) are used. The nondimensional mountain height scaled by the Scorer parameter, \( Nh_m/U \), is 0.1. Thus, the linear theory is well applicable in this case. The horizontal and vertical resolutions are 1 km and 50 m, respectively. As the slope is gentle enough, only vertical combinations are used in this test.

Figures 6a and 6b show vertical velocity fields over the bell-shaped mountain calculated by Sayaca-2D and linear theory, respectively. The vertical velocity calculated by the model agrees well with that by the linear theory. The momentum flux in Sayaca-2D normalized by that in the linear theory is shown in Fig. 6c. It is nearly unity from near the surface to 10 km. Thus, the momentum flux in the model agrees well with that of the linear theory. The lack of momentum and energy conservation of our model is not considered to introduce serious error into the simulated flow because total momentum and
total energy increased only about 0.12% and about 0.26%, respectively, during the 10-h time integration. These results lead to the conclusion that Sayaca-2D reproduces a sufficiently accurate flow over gentle slopes, and in particular that vertical combinations of cells in our model work properly.

b. Flow over a pyramidal mountain

The presented cell-combining method switches the direction of combination between the vertical direction and the horizontal direction at a slope angle \( \theta \approx \tan^{-1}(\Delta z/\Delta x) \). To show that horizontal combinations of cells work as effectively as vertical combinations, the following two physically identical simulations are performed using a pyramidal mountain with \( \theta \approx \tan^{-1}(\Delta z/\Delta x) \). One uses only vertical combinations (Fig. 7a), and the other uses only horizontal combinations (Fig. 7b) for the same pyramidal mountain. Here, \( \Delta x = 500 \) m and \( \Delta z = 200 \) m are used. The slope angle is 20.8°.

Figures 8a and 8b show the simulated vertical velocity fields corresponding to Figs. 7a and 7b, respectively. Clearly, the results of the two simulations are practically the same. The several differences between two results near the surface appear to be acceptable because this test uses grids that are rather coarse and largely different shapes. Thus, we conclude that horizontal combinations in our model work properly as well as vertical combinations.

c. Flow over a semicircular mountain

This test demonstrates the ability of the model to simulate flow over topography including both gentle and steep slopes, where significant errors are observed in models using terrain-following coordinates. Here a semicircular mountain of radius \( r = 1 \) km is used as in Satomura (1989) and Yamazaki and Satomura (2008).

Figures 9a and 9b show the vertical velocity fields calculated by Sayaca-2D and the terrain-following model developed by Satomura (1989), respectively. Here, both the horizontal and vertical grid intervals are 500 m. Referring to the smooth streamlines of the analytical solution given by Miles and Huppert (1968) and the result from the model using general curvilinear coordinates shown in Fig. 3 of Satomura (1989), discontinuities appeared just...
above the mountain in Fig. 9b are spurious vertical velocity modes, and disappear in Fig. 9a. The near-surface amplitude in Fig. 9a, however, is much smaller than that in the general curvilinear model. To investigate the cause of small amplitude near the surface, the same test with higher resolution is performed by Sayaca-2D. In this case, horizontal and vertical grid intervals are halved to 250 m. The simulated vertical velocity is shown in Fig. 10. Since the near-surface amplitude in Fig. 10 is as large as that in Fig. 3 of Satomura (1989), it seems reasonable to suppose that the small amplitude in Fig. 9a results from cell combinations that nearly double the size of cells near the surface. We therefore conclude that Sayaca-2D reproduces accurate and physically reasonable flows over the mountain including both gentle and steep slopes. At the same time, it is proved that Sayaca-2D works properly even when horizontally combined cells and vertically combined cells coexist.

d. Flow over a cliff

As described in section 1, the method in Yamazaki and Satomura (2008) uses only vertical combinations and may form vertically long combined cells along extremely steep slopes that seriously reduce resolution. In this test, we demonstrate that the use of horizontal combinations in this paper resolves this problem and improves the results of flow over extremely steep slopes. Here two physically identical simulations are performed using a cliff shown in Fig. 11: one uses only vertical combinations (Fig. 11a) and the other uses only horizontal combinations (Fig. 11b) for the same cliff. The
height of the mountain $h_{mt} = 1.73$ km, thus $N h_{mt}/U = 1.73$. Both horizontal and vertical resolutions are 288.3 m. The slope angle is 80.5°.

Figures 12a and 12b show the simulated potential temperature fields corresponding to Figs. 11a and 11b, respectively. Referring to the analytical solution of flow over a thin barrier for $N h_{mt}/U = 1.73$ (Huppert and Miles 1969), the experiment with horizontal combinations successfully reproduces flow over the cliff, while the result with vertical combinations is clearly different from the analytical solution. This test therefore proves the advantage of the current method over the method in Yamazaki and Satomura (2008) for extremely steep terrain.

4. Conclusions

To achieve high-resolution and highly precise simulations over steep topography, a new two-dimensional nonhydrostatic atmospheric model code-named Sayaca-2D was developed using the shaved cell method. To avoid severe restriction on time steps maintaining the exact evaluation of cut cell volumes, combined cells are used in both the horizontal and vertical directions. A unique staggered arrangement of variables was devised that leads to the following characteristics suitable for GFD simulations: 1) pressure gradient computations near the immersed boundary are clear and greatly simplified, 2) velocity boundary conditions can be simply imposed by direct evaluation of the velocity on the boundary, and 3) the computational cost of combining cells is held down as low as that of nonstaggered models.

The accuracy of Sayaca-2D was confirmed by simulating flow over a gently sloping bell-shaped low mountain and comparing the result with the analytical solution given by the linear theory. As the presented method uses both horizontal and vertical combinations depending on slope angles, comparative simulations over the same pyramidal mountain were carried out to confirm that the two combinations produce consistent results. The ability of the model to simulate flow over topography including
both gentle and steep slopes was demonstrated using a semicircular mountain. Sayaca-2D reproduces quite smooth and physically reasonable flows over the semicircular mountain, while large errors are observed in a model using commonly used terrain-following coordinates, thereby demonstrating the advantage of the current method over the methods using terrain-following coordinates for flows over steep terrain. Finally, the test of flow over a cliff with the slope angle of $80.5^\circ$ was performed and showed that the use of horizontal cell combination clearly improves the results of flow over extremely steep slopes compared to those using vertical combinations.

The extension of our model to three dimensions should be straightforward. The presented arrangement of variables would enable simple cut cell computations in three dimensions as well as in two dimensions. For establishing the shape and position of a three-dimensional orographic surface, we will use a series of two-dimensional bilinear surfaces (Steppeler et al. 2006; Lock 2008). However, these extensions have not yet been implemented or tested in our model.

A remaining critical issue in using Cartesian coordinates is that a number of model levels are required to obtain high near-ground vertical resolution over a wide range of topographic heights. The main new challenge is keeping the overall fine prospect of parallelization of the model code on next-generation supercomputers, while obtaining sufficient vertical resolution near the ground. Further work is intended to solve this issue as well as to extend the code to three dimensions.
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APPENDIX

Estimation of Global Accuracy

In this section, we numerically demonstrate that our method is practically second-order accurate for a flow over...
terrain. This test uses a bell-shaped mountain with the height $h_m = 400$ m and the half-width $a = 10$ km. Here four different horizontal grid intervals: $\Delta x = 2$ km, 1 km, 500 m, and 250 m are used. The errors are calculated by assuming the solution with $\Delta x = 250$ m as the exact solution. To save computational time, the vertical grid interval is fixed at 200 m for all the simulations. The same atmospheric and boundary conditions used in section 3 are imposed. In this case, the nonlinear effects should be significant than in section 3a because $N_{hm}U = 0.4$.

First, to verify the result with $\Delta x = 250$ m, we follow the procedure used by Durran and Klemp (1983) and Xue et al. (2000) and determine a mountain profile so that the model solution including nonlinear effects follows the linear solution forced by this new profile at the lower boundary. For a bell-shaped mountain originally 400 m high, the resultant mountain has a height of 415.7 m. The momentum flux scaled by that for linear waves with $h_m = 415.7$ m in the experiment using $\Delta x = 250$ m is plotted in Fig. A1. It is nearly constant, therefore it would be possible to use the result as a proxy of the exact solution.

Then, both the $L_1$ and $L_2$ norms of the global errors are computed by assuming the result with $\Delta x = 250$ m as the exact solution as

$$
\varepsilon_{L_1} = \frac{1}{N_x N_z} \sum_{j=1}^{N_x N_z} |\psi_j^{\text{numerical}} - \psi_j^{\text{exact}}| \quad \text{and}
$$

$$
\varepsilon_{L_2} = \left[ \frac{1}{N_x N_z} \sum_{j=1}^{N_x N_z} (\psi_j^{\text{numerical}} - \psi_j^{\text{exact}})^2 \right]^{1/2},
$$

where $N_x$ and $N_z$ indicate the horizontal and vertical grid number below the sponge layer, respectively. We show a log–log plot of the errors in both velocity components $u$ and $w$ versus horizontal grid intervals in Fig. A2. Also shown is a line with a slope of 2 that corresponds to the second-order accurate convergence. The plot shows that the global error in our computed solution decreases in a manner consistent with a second-order accurate scheme. This test therefore proves that our method produces results of global second-order accuracy.
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