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There has been an explosion of research in the field of medical education. A search of PubMed demonstrates that more than 40,000 articles have been indexed under the medical subject heading “Medical Education” since 2010, which is more than the total number of articles indexed under this heading in the 1980s and 1990s combined. Keeping up to date requires that practicing clinicians have the skills to interpret and appraise the quality of research articles, especially when serving as editors, reviewers, and consumers of the literature.

While medical education shares many characteristics with other biomedical fields, substantial particularities exist. We recognize that practicing clinicians may not be familiar with the nuances of education research and how to assess its quality. Therefore, our purpose is to provide a review of quantitative research methodologies in medical education. Specifically, we describe a structure that can be used when conducting or evaluating medical education research articles.

Clarifying the Research Purpose

Clarifying the research purpose is an essential first step when reading or conducting scholarship in medical education.1 Medical education research can serve a variety of purposes, from advancing the science of learning to improving the outcomes of medical trainees and the patients they care for. However, a well-designed study has limited value if it addresses vague, redundant, or unimportant medical education research questions.

Fortunately, there are steps to ensure that the purpose of a research study is clear and logical. Table 1 outlines these steps,
which will be described in detail in the following sections. We describe these elements not as a simple “checklist,” but as an advanced organizer that can be used to understand a medical education research study. These steps can also be used by clinician educators who are new to the field of education research and who wish to conduct scholarship in medical education.

**Literature Review and Problem Statement**

A literature review is the first step in clarifying the purpose of a medical education research article. When conducting scholarship in medical education, a literature review helps researchers develop an understanding of their topic of interest. This understanding includes both existing knowledge about the topic as well as key gaps in the literature, which aids the researcher in refining their study question. Additionally, a literature review helps researchers identify conceptual frameworks that have been used to approach the research topic.

When reading scholarship in medical education, a successful literature review provides background information so that even someone unfamiliar with the research topic can understand the rationale for the study. Located in the introduction of the manuscript, the literature review guides the reader through what is already known in a manner that highlights the importance of the research topic. The literature review should also identify key gaps in the literature so the reader can understand the need for further research. This gap description includes an explicit problem statement that summarizes the important issues and provides a reason for the study.

This problem statement articulates the research topic (identifying resident performance gaps), why it is important (to intervene for the sake of learning and patient safety), and current gaps in the literature (few tools are available to assess resident performance). The researchers have now underscored why further research is needed and have helped readers anticipate the overarching goals of their study (to develop an instrument to measure anesthesiology resident performance).

**The Conceptual Framework**

Following the literature review and articulation of the problem statement, the next step in clarifying the research

### Table 1. Steps in Clarifying the Purpose of a Research Study in Medical Education

<table>
<thead>
<tr>
<th>Step</th>
<th>Description and Aims</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature review</td>
<td>• Outline what is known and unknown about the research topic.</td>
</tr>
<tr>
<td></td>
<td>• Highlight the importance of the research topic.</td>
</tr>
<tr>
<td></td>
<td>• Provide a background for readers unfamiliar with the research topic.</td>
</tr>
<tr>
<td></td>
<td>• Identify existing approaches used to study the research topic.</td>
</tr>
<tr>
<td>Problem statement</td>
<td>• Culmination of the literature review.</td>
</tr>
<tr>
<td></td>
<td>• Articulates key gaps in the literature and why further research is needed.</td>
</tr>
<tr>
<td></td>
<td>• Identifies the problem to be addressed by the research study.</td>
</tr>
<tr>
<td>Conceptual framework</td>
<td>• Serves as an approach to understanding the research topic or solving the research problem.</td>
</tr>
<tr>
<td></td>
<td>• Can be a theory, principle, or model used to understand the research topic.</td>
</tr>
<tr>
<td></td>
<td>• Can be an evidence-based best practice that can be applied to the research topic.</td>
</tr>
<tr>
<td>Statement of study Intent</td>
<td>• Makes the research purpose explicit.</td>
</tr>
<tr>
<td></td>
<td>• Identifies the study context and population, study variables, and hypothesized relationship between variables.</td>
</tr>
<tr>
<td></td>
<td>• Can be a research objective, hypothesis, or question.</td>
</tr>
</tbody>
</table>

See Beckman and Cook, 2007; Bordage, 2009; Dine et al., 2015; and Hart, 2018.
purpose is to select a conceptual framework that can be applied to the research topic. Conceptual frameworks are “ways of thinking about a problem or a study, or ways of representing how complex things work.” Just as clinical trials are informed by basic science research in the laboratory, conceptual frameworks often serve as the “basic science” that informs scholarship in medical education. At a fundamental level, conceptual frameworks provide a structured approach to solving the problem identified in the problem statement.

Conceptual frameworks may take the form of theories, principles, or models that help to explain the research problem by identifying its essential variables or elements. Alternatively, conceptual frameworks may represent evidence-based best practices that researchers can apply to an issue identified in the problem statement. Importantly, there is no single best conceptual framework for a particular research topic, although the choice of a conceptual framework is often informed by the literature review and knowing which conceptual frameworks have been used in similar research. For further information on selecting a conceptual framework for research in medical education, we direct readers to the work of Bordage and Irby.

To illustrate how different conceptual frameworks can be applied to a research problem, suppose you encounter a study to reduce the frequency of communication errors among anesthesiology residents during day-to-night handoff. Table 2 identifies two different conceptual frameworks researchers might use to approach the task. The first framework, cognitive load theory, has been proposed as a conceptual framework to identify potential variables that may lead to handoff errors. Specifically, cognitive load theory identifies the three factors that affect short-term memory and thus may lead to communication errors:

- **Intrinsic load**: Inherent complexity or difficulty of the information the resident is trying to learn (e.g., complex patients).
- **Extraneous load**: Distractions or demands on short-term memory that are not related to the information the resident is trying to learn (e.g., background noise, interruptions).
- **Germane load**: Effort or mental strategies used by the resident to organize and understand the information he/she is trying to learn (e.g., teach back, note taking).

Using cognitive load theory as a conceptual framework, researchers may design an intervention to reduce extraneous load and help the resident remember the overnight to-do’s. An example might be dedicated, pager-free handoff times where distractions are minimized.

The second framework identified in table 2, the I-PASS (Illness severity, Patient summary, Action list, Situational awareness and contingency planning, and Synthesis by receiver) mnemonic, is an evidence-based best practice that, when incorporated as part of a handoff bundle, has been shown to reduce handoff errors on pediatric wards. Researchers choosing this conceptual framework may adapt some or all of the I-PASS elements for resident handoffs in the intensive care unit.

Note that both of the conceptual frameworks outlined above provide researchers with a structured approach to addressing the issue of handoff errors; one is not necessarily better than the other. Indeed, it is possible for researchers to use both frameworks when designing their study. Ultimately, we provide this example to demonstrate the necessity of selecting conceptual frameworks to clarify the research purpose. Readers should look for conceptual frameworks in the introduction section and should be wary of their omission, as commonly seen in less well-developed medical education research articles.

### Statement of Study Intent

After reviewing the literature, articulating the problem statement, and selecting a conceptual framework to address the research topic, the final step in clarifying the research purpose is the statement of study intent. The statement of study intent is arguably the most important element of framing the study because it makes the research purpose explicit. Consider the following example:

This study aimed to test the hypothesis that the introduction of the BASIC Examination was associated

---

**Table 2. Conceptual Frameworks to Address the Issue of Handoff Errors in the Intensive Care Unit**

<table>
<thead>
<tr>
<th>Conceptual Framework</th>
<th>Type of Framework</th>
<th>Key Elements</th>
<th>Example Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive load theory</td>
<td>Theory of working memory used to identify variables that may lead to communication errors during handoff.</td>
<td>• Intrinsic load (complexity of the patients being discussed during handoff) &lt;br&gt; • Extraneous load (distraction during handoff) &lt;br&gt; • Germane load (mental strategies, such as note taking or “read-back” used by handoff receiver)</td>
<td>Dedicated pager-free time during shift handoffs to reduce extraneous load.</td>
</tr>
<tr>
<td>I-PASS mnemonic</td>
<td>Evidence-based best practice for reducing communication errors during handoff.</td>
<td>• I-Illness severity &lt;br&gt; • P-Patient summary &lt;br&gt; • A-Action list &lt;br&gt; • S-Situational awareness and contingency planning &lt;br&gt; • S-Synthesis by receiver</td>
<td>Implement or adapt the I-PASS handoff mnemonic in the intensive care unit.</td>
</tr>
</tbody>
</table>
with an accelerated knowledge acquisition during residency training, as measured by increments in annual ITE scores.\textsuperscript{16}

This statement of study intent succinctly identifies several key study elements including the population (anesthesiology residents), the intervention/independent variable (introduction of the BASIC Examination), the outcome/dependent variable (knowledge acquisition, as measure by in In-training Examination [ITE] scores), and the hypothesized relationship between the independent and dependent variable (the authors hypothesize a positive correlation between the BASIC examination and the speed of knowledge acquisition).\textsuperscript{6,14}

The statement of study intent will sometimes manifest as a research objective, rather than hypothesis or question. In such instances there may not be explicit independent and dependent variables, but the study population and research aim should be clearly identified. The following is an example:

“In this report, we present the results of 3 [years] of course data with respect to the practice improvements proposed by participating anesthesiologists and their success in implementing those plans. Specifically, our primary aim is to assess the frequency and type of improvements that were completed and any factors that influence completion.” \textsuperscript{16}

The statement of study intent is the logical culmination of the literature review, problem statement, and conceptual framework, and is a transition point between the Introduction and Methods sections of a medical education research report. Nonetheless, a systematic review of experimental research in medical education demonstrated that statements of study intent are absent in the majority of articles.\textsuperscript{14} When reading a medical education research article where the statement of study intent is absent, it may be necessary to infer the research aim by gathering information from the Introduction and Methods sections. In these cases, it can be useful to identify the following key elements:\textsuperscript{6,14,17}

1. Population of interest/type of learner (e.g., pain medicine fellow or anesthesia residents)
2. Independent/predictor variable (e.g., educational intervention or characteristic of the learners)
3. Dependent/outcome variable (e.g., intubation skills or knowledge of anesthetic agents)
4. Relationship between the variables (e.g., “improve” or “mitigate”)

Occasionally, it may be difficult to differentiate the independent study variable from the dependent study variable.\textsuperscript{17} For example, consider a study aiming to measure the relationship between burnout and personal debt among anesthesiology residents. Do the researchers believe burnout might lead to high personal debt, or that high personal debt may lead to burnout? This “chicken or egg” conundrum reinforces the importance of the conceptual framework which, if present, should serve as an explanation or rationale for the predicted relationship between study variables.

Methodology

Research methodology is the “…design or plan that shapes the methods to be used in a study.”\textsuperscript{21} Essentially, methodology is the general strategy for answering a research question, whereas methods are the specific steps and techniques that are used to collect data and implement the strategy. Our objective here is to provide an overview of quantitative methodologies (i.e., approaches) in medical education research.

The choice of research methodology is made by balancing the approach that best answers the research question against the feasibility of completing the study. There is no perfect methodology because each has its own potential caveats, flaws and/or sources of bias. Before delving into an overview of the methodologies, it is important to highlight common sources of bias in education research. We use the term internal validity to describe the degree to which the findings of a research study represent “the truth,” as opposed to some alternative hypothesis or variables.\textsuperscript{3,18} Table 3 provides a list of common threats to internal validity in medical education research, along with tactics to mitigate these threats.

Experimental Research

The fundamental tenet of experimental research is the manipulation of an independent or experimental variable to measure its effect on a dependent or outcome variable.

True Experiment

True experimental study designs minimize threats to internal validity by randomizing study subjects to experimental and control groups. Through ensuring that differences between groups are—beyond the intervention/variable of interest—purely due to chance, researchers reduce the internal validity threats related to subject characteristics, time-related maturation, and regression to the mean.\textsuperscript{18,19}

Quasi-experiment

There are many instances in medical education where randomization may not be feasible or ethical. For instance, researchers wanting to test the effect of a new curriculum among medical students may not be able to randomize learners due to competing curricular obligations and schedules. In these cases, researchers may be forced to assign subjects to experimental and control groups based upon some other criterion beyond randomization, such as different classrooms or different sections of the same course. This process, called quasi-randomization, does not inherently lead to internal validity threats, as long as research investigators are mindful of measuring and controlling for extraneous variables between study groups.\textsuperscript{19}
Single-group Methodologies

All experimental study designs compare two or more groups: experimental and control. A common experimental study design in medical education research is the single-group pretest–posttest design, which compares a group of learners before and after the implementation of an intervention. In essence, a single-group pre–post design compares an experimental group (i.e., postintervention) to a “no-intervention” control group (i.e., preintervention). This study design is problematic for several reasons. Consider the following hypothetical example: A research article reports the effects of a year-long intubation curriculum for first-year anesthesia residents. All residents participate in monthly, half-day workshops over the course of an academic year. The article reports a positive effect on residents’ skills as demonstrated by a significant improvement in intubation success rates at the end of the year when compared to the beginning.

This study does little to advance the science of learning among anesthesia residents. While this hypothetical report demonstrates an improvement in residents’ intubation success before versus after the intervention, it does not tell why the workshop worked, how it compares to other educational interventions, or how it fits in to the broader picture of anesthesia training.

Single-group pre–post study designs open themselves to a myriad of threats to internal validity. In our hypothetical example, the improvement in residents’ intubation skills may have been due to other educational experience(s) (i.e., implementation threat) and/or improvement in manual dexterity that occurred naturally with time (i.e., maturation threat), rather than the airway curriculum. Consequently, single-group pre–post studies should be interpreted with caution.

Repeated testing, before and after the intervention, is one strategy that can be used to reduce the some of the inherent limitations of the single-group study design. Repeated pretesting can mitigate the effect of regression toward the mean, a statistical phenomenon whereby low pretest scores tend to move closer to the mean on subsequent testing (regardless of intervention). Likewise, repeated posttesting at multiple time intervals can provide potentially useful information about the short- and long-term effects of an intervention (e.g., the “durability” of the gain in knowledge, skill, or attitude).
Observational Research

Unlike experimental studies, observational research does not involve manipulation of any variables. These studies often involve measuring associations, developing psychometric instruments, or conducting surveys.

Association Research

Association research seeks to identify relationships between two or more variables within a group or groups (correlational research), or similarities/differences between two or more existing groups (causal–comparative research). For example, correlational research might seek to measure the relationship between burnout and educational debt among anesthesiology residents, while causal–comparative research may seek to measure differences in educational debt and/or burnout between anesthesiology and surgery residents. Notably, association research may identify relationships between variables, but does not necessarily support a causal relationship between them.

Psychometric and Survey Research

Psychometric instruments measure a psychologic or cognitive construct such as knowledge, satisfaction, beliefs, and symptoms. Surveys are one type of psychometric instrument, but many other types exist, such as evaluations of direct observation, written examinations, or screening tools.22 Psychometric instruments are ubiquitous in medical education research and can be used to describe a trait within a study population (e.g., rates of depression among medical students) or to measure associations between study variables (e.g., association between depression and board scores among medical students).

Psychometric and survey research studies are prone to the internal validity threats listed in table 3, particularly those relating to mortality, location, and instrumentation.19 Additionally, readers must ensure that the instrument scores can be trusted to truly represent the construct being measured. For example, suppose you encounter a research article demonstrating a positive association between attending physician teaching effectiveness as measured by a survey of medical students, and the frequency with which the attending physician provides coffee and doughnuts on rounds. Can we be confident that this survey administered to medical students is truly measuring teaching effectiveness? Or is it simply measuring the attending physician’s “likability”? Issues related to measurement and the trustworthiness of data are described in detail in the following section on measurement and the related issues of validity and reliability.

Measurement

Measurement refers to “the assigning of numbers to individuals in a systematic way as a means of representing properties of the individuals.”22 Research data can only be trusted insofar as we trust the measurement used to obtain the data. Measurement is of particular importance in medical education research because many of the constructs being measured (e.g., knowledge, skill, attitudes) are abstract and subject to measurement error.24 This section highlights two specific issues related to the trustworthiness of data: the validity and reliability of measurements.

Validity

Validity regarding the scores of a measurement instrument “refers to the degree to which evidence and theory support the interpretations of the [instrument’s results] for the proposed use of the [instrument].”25 In essence, do we believe the results obtained from a measurement really represent what we were trying to measure? Note that validity evidence for the scores of a measurement instrument is separate from the internal validity of a research study. Several frameworks for validity evidence exist. Table 42,22,26 represents the most commonly used framework, developed by Messick,27 which identifies sources of validity evidence—to support the target construct—from five main categories: content, response process, internal structure, relations to other variables, and consequences.

Reliability

Reliability refers to the consistency of scores for a measurement instrument.22,25,26 For an instrument to be reliable, we would anticipate that two individuals rating the same object of measurement in a specific context would provide the same scores.25 Further, if the scores for an instrument are reliable between raters of the same object of measurement, then we can extrapolate that any difference in scores between two objects represents a true difference across the sample, and is not due to random variation in measurement.22 Reliability can be demonstrated through a variety of methods such as internal consistency (e.g., Cronbach’s alpha), temporal stability (e.g., test–retest reliability), inter-rater agreement (e.g., intraclass correlation coefficient), and generalizability theory (generalizability coefficient).22,29

Example of a Validity and Reliability Argument

This section provides an illustration of validity and reliability in medical education. We use the signaling questions outlined in table 4 to make a validity and reliability argument for the Harvard Assessment of Anesthesia Resident Performance (HARP) instrument.7 The HARP was developed by Blum et al. to measure the performance of anesthesia trainees that is required to provide safe anesthetic care to patients. According to the authors, the HARP is designed to be used “…as part of a multiscenario, simulation-based assessment” of resident performance.7

Content Validity: Does the Instrument’s Content Represent the Construct Being Measured?

To demonstrate content validity, instrument developers should describe the construct being measured and how the instrument was developed, and justify their approach.25 The HARP is intended to measure resident performance in the
critical domains required to provide safe anesthetic care. As such, investigators note that the HARP items were created through a two-step process. First, the instrument’s developers interviewed anesthesiologists with experience in resident education to identify the key traits needed for successful completion of anesthesia residency training. Second, the authors used a modified Delphi process to synthesize the responses into five key behaviors: (1) formulate a clear anesthetic plan, (2) modify the plan under changing conditions, (3) communicate effectively, (4) identify performance improvement opportunities, and (5) recognize one’s limits.7,30

Response Process Validity: Are Raters Interpreting the Instrument Items as Intended?

In the case of the HARP, the developers included a scoring rubric with behavioral anchors to ensure that faculty raters could clearly identify how resident performance in each domain should be scored.7

Internal Structure Validity: Do Instrument Items Measuring Similar Constructs Yield Homogenous Results? Do Instrument Items Measuring Different Constructs Yield Heterogeneous Results?

Item-correlation for the HARP demonstrated a high degree of correlation between some items (e.g., formulating a plan and modifying the plan under changing conditions) and a lower degree of correlation between other items (e.g., formulating a plan and identifying performance improvement opportunities).30 This finding is expected since the items within the HARP are designed to assess separate performance domains, and we would expect residents’ functioning to vary across domains.

Consequence Validity: Are Instrument Results Being Used as Intended? Are There Unintended or Negative Uses of the Instrument Results?

As it applies to the HARP, one would expect that the performance of anesthesia residents will improve over the course of training. Indeed, HARP scores were found to be generally higher among third-year residents compared to first-year residents.30

Table 4. Sources of Validity Evidence for Measurement Instruments

<table>
<thead>
<tr>
<th>Category</th>
<th>Signaling Question(s)</th>
<th>Sample Sources</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>Does the instrument’s content represent the construct being measured?</td>
<td>• Develop content based upon conceptual frameworks, literature review, and/or previous instruments. • Have content reviewed and modified by experts in the field of the construct.</td>
<td>Develop an instrument to measure nurse-physician teamwork in the operating room from theoretical models of teamwork in other fields.</td>
</tr>
<tr>
<td>Response process</td>
<td>Are raters interpreting the instrument items as intended?</td>
<td>• Ask subjects to “think aloud” while completing the instrument. • Monitor response times to various items and compare between subjects.</td>
<td>Students verbalized the rationale for their responses when filling out a new survey to measure teaching effectiveness of their attending physician. Items were reworded to ensure students were focused purely on teaching effectiveness, not likability of the attending.</td>
</tr>
<tr>
<td>Internal structure</td>
<td>Do instrument items measuring similar constructs yield homogeneous results? Do instrument items measuring different constructs yield heterogeneous results?</td>
<td>• Factor analysis. • Internal consistency reliability (e.g. Cronbach’s alpha).</td>
<td>Factor analysis demonstrates that scores from a five-item measure resident well-being form a single factor, and that the internal consistency reliability of the item scores is high (Cronbach alpha = 0.95)</td>
</tr>
<tr>
<td>Relationships to other variables</td>
<td>Do instrument scores correlate with other measures of similar or different constructs as expected?</td>
<td>• Demonstrate positive correlations between the instrument and other measures of the same construct, or negative correlations with instruments that measure dissimilar constructs. • Instrument scores predict outcomes related to the construct.</td>
<td>A new instrument to measure depression among medical students correlates with student dropout rates.</td>
</tr>
<tr>
<td>Consequence</td>
<td>Are instrument results being used as intended? Are there unintended or negative uses of the instrument results?</td>
<td>• Report the anticipated and unanticipated impact of instrument results.</td>
<td>A new screening tool for depression among medical students leads to creation of new support system and counseling resources for depressed students.</td>
</tr>
</tbody>
</table>

Adapted with permission from Beckman, 2007.2
“Data indicated that CA-3s had a lower percentage of worrisome scores (rating 2 or lower) than CA-1s … However, it is concerning that any CA-3s had any worrisome scores … low performance of some CA-3 residents, albeit in the simulated environment, suggests opportunities for training improvement.”

That is, using the HARP to measure the performance of CA-3 anesthesia residents had the unintended consequence of identifying the need for improvement in resident training.

Reliability: Are the Instrument’s Scores Reproducible and Consistent between Raters?

The HARP was applied by two raters for every resident in the study across seven different simulation scenarios. The investigators conducted a generalizability study of HARP scores to estimate the variance in assessment scores that was due to the resident, the rater, and the scenario. They found little variance was due to the rater (i.e., scores were consistent between raters), indicating a high level of reliability.7

Sampling

Sampling refers to the selection of research subjects (i.e., the sample) from a larger group of eligible individuals (i.e., the population).31 Effective sampling leads to the inclusion of research subjects who represent the larger population of interest. Alternatively, ineffective sampling may lead to the selection of research subjects who are significantly different from the target population. Imagine that researchers want to explore the relationship between burnout and educational debt among pain medicine specialists. The researchers distribute a survey to 1,000 pain medicine specialists (the population), but only 300 individuals complete the survey (the sample). This result is problematic because the characteristics of those individuals who completed the survey and the entire population of pain medicine specialists may be fundamentally different. It is possible that the 300 study subjects may be experiencing more burnout and/or debt, and thus, were more motivated to complete the survey. Alternatively, the 700 nonresponders might have been too busy to respond and even more burned out than the 300 responders, which would suggest that the study findings were even more amplified than actually observed.

When evaluating a medical education research article, it is important to identify the sampling technique the researchers employed, how it might have influenced the results, and whether the results apply to the target population.24

Sampling Techniques

Sampling techniques generally fall into two categories: probability- or nonprobability-based. Probability-based sampling ensures that each individual within the target population has an equal opportunity of being selected as a research subject. Most commonly, this is done through random sampling, which should lead to a sample of research subjects that is similar to the target population. If significant differences between sample and population exist, those differences should be due to random chance, rather than systematic bias. The difference between data from a random sample and that from the population is referred to as sampling error.24

Nonprobability-based sampling involves selecting research participants such that inclusion of some individuals may be more likely than the inclusion of others.31 Convenience sampling is one such example and involves selection of research subjects based upon ease or opportuneness. Convenience sampling is common in medical education research, but, as outlined in the example at the beginning of this section, it can lead to sampling bias.24 When evaluating an article that uses nonprobability-based sampling, it is important to look for participation/response rate. In general, a participation rate of less than 75% should be viewed with skepticism.21 Additionally, it is important to determine whether characteristics of participants and nonparticipants were reported and if significant differences between the two groups exist.

Data Analysis and Interpretation

Interpreting medical education research requires a basic understanding of common ways in which quantitative data are analyzed and displayed. In this section, we highlight two broad topics that are of particular importance when evaluating research articles.

The Nature of the Measurement Variable

Measurement variables in quantitative research generally fall into three categories: nominal, ordinal, or interval.24 Nominal variables (sometimes called categorical variables) involve data that can be placed into discrete categories without a specific order or structure. Examples include sex (male or female) and professional degree (M.D., D.O., M.B.B.S., etc.) where there is no clear hierarchical order to the categories. Ordinal variables can be ranked according to some criterion, but the spacing between categories may not be equal. Examples of ordinal variables may include measurements of satisfaction (satisfied vs. unsatisfied), agreement (disagree vs. agree), and educational experience (medical student, resident, fellow). As it applies to educational experience, it is noteworthy that even though education can be quantified in years, the spacing between years (i.e., educational “growth”) remains unequal. For instance, the difference in performance between second- and third-year medical students is dramatically different than third- and fourth-year medical students. Interval variables can also be ranked according to some criteria, but, unlike ordinal variables, the spacing between variable categories is equal. Examples of interval variables include test scores and salary. However, the conceptual boundaries between these measurement variables are not always clear, as in the case where ordinal scales can be assumed to have the properties of an interval scale, so long as the data’s distribution is not substantially skewed.32
Understanding the nature of the measurement variable is important when evaluating how the data are analyzed and reported. Medical education research commonly uses measurement instruments with items that are rated on Likert-type scales, whereby the respondent is asked to assess their level of agreement with a given statement. The response is often translated into a corresponding number (e.g., 1 = strongly disagree, 3 = neutral, 5 = strongly agree). It is remarkable that scores from Likert-type scales are sometimes not normally distributed (i.e., are skewed toward one end of the scale), indicating that the spacing between scores is unequal and the variable is ordinal in nature. In these cases, it is recommended to report results as frequencies or medians, rather than means and SDs.

Consider an article evaluating medical students’ satisfaction with a new curriculum. Researchers measure satisfaction using a Likert-type scale (1 = very unsatisfied, 2 = unsatisfied, 3 = neutral, 4 = satisfied, 5 = very satisfied). A total of 20 medical students evaluate the curriculum, 10 of whom rate their satisfaction as “satisfied,” and 10 of whom rate it as “very satisfied.” In this case, it does not make much sense to report an average score of 4.5; it makes more sense to report results in terms of frequency (e.g., half of the students were “very satisfied” with the curriculum, and half were not).

**Effect Size and CIs**

In medical education, as in other research disciplines, it is common to report statistically significant results (i.e., small $P$ values) in order to increase the likelihood of publication. However, a significant $P$ value in itself does necessarily represent the educational impact of the study results. A statement like “Intervention x was associated with a significant improvement in learners’ intuitions” is an example of a weak claim. The response might be “Very satisfied” (not “very satisfied”), which helps quantify the educational impact of the study results. A statement like “Intervention x was associated with a significant improvement in learners’ intuitions” is a stronger claim. The response might be “Very satisfied,” indicating that the difference in improvement between interventions $x$ and $y$ was due to chance. Yet, that does not mean that the study intervention necessarily caused the nonchance results, or indicate whether the between-group difference is educationally significant. Therefore, readers should consider looking beyond the $P$ value to effect size and/or CI when interpreting the study results.

Effect size is “the magnitude of the difference between two groups,” which helps to quantify the educational significance of the research results. Common measures of effect size include Cohen’s $d$ (standardized difference between two means), risk ratio (compares binary outcomes between two groups), and Pearson’s $r$ correlation (linear relationship between two continuous variables). CIs represent “a range of values around a sample mean or proportion” and are a measure of precision. While effect size and CI give more useful information than simple statistical significance, they are commonly omitted from medical education research articles. In such instances, readers should be wary of overinterpreting a $P$ value in isolation. For further information effect size and CI, we direct readers the work of Sullivan and Feinn and Hulley et al.

**Tools for Evaluating the Quality of Medical Education Research**

In this final section, we identify instruments that can be used to evaluate the quality of quantitative medical education research articles. To this point, we have focused on framing the study and research methodologies and identifying potential pitfalls to consider when appraising a specific article. This is important because how a study is framed and the choice of methodology require some subjective interpretation. Fortunately, there are several instruments available for evaluating medical education research methods and providing a structured approach to the evaluation process.

The Medical Education Research Study Quality Instrument (MERSQI) and the Newcastle Ottawa Scale-Education (NOS-E) are two commonly used instruments, both of which have an extensive body of validity evidence to support the interpretation of their scores. Table 5 provides more detail regarding the MERSQI, which includes evaluation of study design, sampling, data type, validity, data analysis, and outcomes. We have found that applying the MERSQI to manuscripts, articles, and protocols has intrinsic educational value, because this practice of application familiarizes MERSQI users with fundamental principles of medical education research. One aspect of the MERSQI that deserves special mention is the section on evaluating outcomes based on Kirkpatrick’s widely recognized hierarchy of reaction, learning, behavior, and results (table 5).

Validity evidence for the scores of the MERSQI includes its operational definitions to improve response process, excellent reliability, and internal consistency, as well as high correlation with other measures of study quality, likelihood of publication, citation rate, and an association between MERSQI score and the likelihood of study funding. Additionally, consequence validity for the MERSQI scores has been demonstrated by its utility for identifying and disseminating high-quality research in medical education.

The NOS-E is a newer tool to evaluate the quality of medication education research. It was developed as a modification of the Newcastle–Ottawa Scale for appraising the quality of nonrandomized studies. The NOS-E includes items focusing on the representativeness of the experimental group, selection and compatibility of the control group, missing data/study retention, and the calculation of outcomes. Validity evidence for the scores of the NOS-E includes its operational definitions to improve response process, excellent reliability, and internal consistency, and its correlation with other measures of study quality. Notably, the complete NOS-E, along with its scoring rubric, can be found in the article by Cook and Reed.

A recent comparison of the MERSQI and NOS-E found acceptable interrater reliability and good correlation between the two instruments. However, noted differences exist between the MERSQI and NOS-E. Specifically, the MERSQI may be applied to a broad range of study designs, including experimental and cross-sectional research.
Additionally, the MERSQI addresses issues related to measurement validity and data analysis, and places emphasis on educational outcomes. On the other hand, the NOS-E focuses specifically on experimental study designs, and on issues related to sampling techniques and outcome assessment. Ultimately, the MERSQI and NOS-E are complementary tools that may be used together when evaluating the quality of medical education research.

Conclusions

This article provides an overview of quantitative research in medical education, underscores the main components of education research, and provides a general framework for evaluating research quality. We highlighted the importance of framing a study with respect to purpose, conceptual framework, and statement of study intent. We reviewed the most common research methodologies, along with threats to the validity of a study and its measurement instruments. Finally, we identified two complementary instruments, the MERSQI and NOS-E, for evaluating the quality of a medical education research study.
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Table 5. The Medical Education Research Study Quality Instrument for Evaluating the Quality of Medical Education Research

<table>
<thead>
<tr>
<th>MERSQI Domain*</th>
<th>MERSQI Items</th>
<th>MERSQI Score†</th>
<th>Comments‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study design</td>
<td>Single-group cross-sectional or single group posttest only</td>
<td>1</td>
<td>• Cross-sectional: Study of a single group at one point in time</td>
</tr>
<tr>
<td></td>
<td>Single-group pretest and posttest</td>
<td>1.5</td>
<td>• Nonrandomized two-group: An intervention applied to two separate groups of subjects, who are not randomly assigned</td>
</tr>
<tr>
<td></td>
<td>Nonrandomized, two-group</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Randomized controlled trial</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Sampling: Number of institutions studied</td>
<td>1</td>
<td>0.5</td>
<td>• An institution is a separate medical center (e.g., two hospitals within the same academic medical center would not be considered separate institutions)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; 2</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>Sampling: Response rate (%)</td>
<td>Not applicable</td>
<td>0.5</td>
<td>• Response rate is the proportion of eligible participants who completed the survey, posttest, etc.</td>
</tr>
<tr>
<td></td>
<td>&lt; 50 or not reported</td>
<td>1</td>
<td>• For intervention studies, this is the proportion of enrolled participants who completed the intervention</td>
</tr>
<tr>
<td></td>
<td>≥ 75</td>
<td>1.5</td>
<td>• For studies in which there is &gt;1 response rate (e.g., pretest and posttest completions), use the score for the highest response rate</td>
</tr>
<tr>
<td>Type of data</td>
<td>Assessment by study participant</td>
<td>1</td>
<td>• Observer ratings are considered anything other than assessment by the study subject.</td>
</tr>
<tr>
<td></td>
<td>Objective measurement</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Validity evidence for evaluation instrument scores</td>
<td>Not applicable</td>
<td>1</td>
<td>• Content evidence includes theory, literature, expert opinions, and previous instruments that were used to create the instrument</td>
</tr>
<tr>
<td></td>
<td>Content</td>
<td>1</td>
<td>• Internal structure evidence includes reliability (e.g., internal consistency, interrater, test–retest), and measures of dimensionality (e.g., factor analysis)</td>
</tr>
<tr>
<td></td>
<td>Internal structure</td>
<td>1</td>
<td>• Relations to other variables evidence includes correlation with other variables that represent similar constructs (concordant) or dissimilar constructs (discordant)</td>
</tr>
<tr>
<td></td>
<td>Relationships to other variables</td>
<td>1</td>
<td>• Use “not applicable” only if the study does not measure a psychologic construct</td>
</tr>
<tr>
<td>Data analysis: Complexity</td>
<td>Descriptive analysis only</td>
<td>1</td>
<td>• Descriptive analyses include frequency, mean, and median</td>
</tr>
<tr>
<td></td>
<td>Beyond descriptive analysis</td>
<td>2</td>
<td>• Any test of statistical inference involving associations or comparisons is considered “beyond descriptive”</td>
</tr>
<tr>
<td>Data analysis: Appropriateness</td>
<td>Data analysis inappropriate for study design and type of data</td>
<td>0</td>
<td>• Considered “inappropriate” if there is a flaw in the analysis that invalidates the results</td>
</tr>
<tr>
<td></td>
<td>Data analysis appropriate for study design and type of data</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Outcomes</td>
<td>Satisfaction, attitudes, perceptions, opinions, general facts</td>
<td>1</td>
<td>• General facts include participant characteristics and basic data such as instrument score reliability</td>
</tr>
<tr>
<td></td>
<td>Knowledge, skills</td>
<td>1.5</td>
<td>• Behaviors are actions that occur in real-life practice</td>
</tr>
<tr>
<td></td>
<td>Behaviors</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Patient/healthcare outcomes</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

*The Medical Education Research Study Quality Instrument (MERSQI) has six domains: Study Design, Sampling, Type of Data, Validity Evidence, Data Analysis, and Outcomes. †The maximum score within each MERSQI domain is 3 and the maximum total score is 18. ‡Comments regarding the MERSQI are intended to provide guidance on how to interpret MERSQI domains and items; for more information on the scoring of specific MERSQI items, please see Reed et al., 200721; adapted with permission from Cook and Reed, 2015.39
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