Theory building in science requires replication and integration of findings regarding a particular research question. Second-order meta-analysis (i.e., a meta-analysis of meta-analyses) offers a powerful tool for achieving this aim, and we use this technique to illuminate the controversial field of cognitive training. Recent replication attempts and large meta-analytic investigations have shown that the benefits of cognitive-training programs hardly go beyond the trained task and similar tasks. However, it is yet to be established whether the effects differ across cognitive-training programs and populations (children, adults, and older adults). We addressed this issue by using second-order meta-analysis. In Models 1 ($k = 99$) and 2 ($k = 119$), we investigated the impact of working-memory training on near-transfer (i.e., memory) and far-transfer (e.g., reasoning, speed, and language) measures, respectively, and whether it is mediated by the type of population. Model 3 ($k = 233$) extended Model 2 by adding six meta-analyses assessing the far-transfer effects of other cognitive-training programs (video-games, music, chess, and exergames). Model 1 showed that working-memory training does induce near transfer, and that the size of this effect is moderated by the type of population. By contrast, Models 2 and 3 highlighted that far-transfer effects are small or null. Crucially, when placebo effects and publication bias were controlled for, the overall effect size and true variance equaled zero. That is, no impact on far-transfer measures was observed regardless of the type of population and cognitive-training program. The lack of generalization of skills acquired by training is thus an invariant of human cognition.
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In order to overcome the problem of low statistical power and reliably estimate the size of effects, researchers have extensively employed meta-analysis. As argued by Schmidt and Oh (2013, 2016), integrating the findings in a particular area via meta-analysis is the most effective way for evaluating whether the existing replication studies corroborate or refute the original findings. In fact, one of the major advantages of meta-analysis is reducing sampling error by merging effect sizes from different sample sizes. That allows researchers to produce more precise measures of an effect than the single primary study. Furthermore, the asymmetry in the distribution of the effect sizes due to the systematic suppression of non-significant effects and p-hacking can be detected and corrected by publication bias analysis. Finally, meta-analysis provides measures of true (i.e., not due to random error) between-study heterogeneity necessary to assess the degree of consistency between studies in the same field. The role of covariates in accounting for true heterogeneity is evaluated via metaregression. In brief, meta-analysis offers the best way to build reliable cumulative knowledge, because it makes it possible, among other things, to summarize a large number of studies, identify and correct publication biases, and measure the impact of study methodological features on the effect sizes that are observed.

There are cases where it would be advantageous for theory development to be able to combine not only primary studies, but also whole meta-analyses addressing a similar question. This would make it possible to examine whether different conclusions apply to different domains, countries, ages, populations, etc., or whether the same conclusion applies to all the individual meta-analyses. The technique of second-order meta-analysis (or meta-meta-analysis; Schmidt & Oh, 2013) has been developed with this goal in mind: to integrate the results of first-order meta-analyses.

Schmidt and Oh’s (2013) Second-Order Meta-Analysis
Meta-meta-analytical techniques have a long history in the behavioral sciences. Examples include reviews of meta-analyses (e.g., Hattie, 2009) and meta-analyses where the unit of analysis is the overall effect sizes of other meta-analyses (e.g., Tamim, Bernard, Borokhovich, Abrami, & Schmid, 2011). However, none of these techniques has been considered fully satisfactory, especially in estimating the amount of between-meta-analysis true variance (Cooper & Koenka, 2012). Schmidt and Oh’s (2013) second-order meta-analysis has been developed to address this issue.

Schmidt and Oh’s (2013) second-order meta-analysis is defined as “a meta-analysis of a number of statistically independent and methodologically comparable first order meta-analyses examining ostensibly the same relationship in different contexts” (Schmidt & Oh, 2013, p. 204). As seen, conventional (i.e., first-order) meta-analysis increases the reliability of effect-size estimation by reducing sampling error. However, sampling error can never be ruled out entirely because the number of included samples is always less than infinite. Hunter and Schmidt (2004) define this residual sampling error as second-order sampling error.

Second-order meta-analysis aims to estimate to what extent second-order sampling error accounts for the difference across overall meta-analytic means in a set of first-order meta-analyses regarding a particular topic. First, first-order meta-analytic means (\( \bar{g} \)) are used to calculate a weighted grand mean (\( \bar{g} \)). Then, the proportion of the between-meta-analysis variance explained by second-order sampling error is calculated and used to produce more accurate estimates in first-order meta-analyses. If second-order sampling error accounts only for a portion of the variance (i.e., true variance is not null; \( \sigma^2 > 0 \)), then one must assume different mechanisms for at least some of the results obtained in the individual meta-analyses. In this case, corrected first-order meta-analytic means are closer, but not necessarily identical, to the grand mean than the uncorrected means. By contrast, if second-order sampling error explains all the observed true variance, then one is entitled to conclude that the same mechanism is likely to occur in the populations studied in the different meta-analyses. Consequently, all first-order meta-analytic means are corrected into the same grand mean because no true variance is observed across first-order meta-analytic means. This is an important conclusion, because it means that the differences between meta-analyses are just apparent and thus a broad but parsimonious conclusion can be reached that summarizes a large number of individual studies. Of course, which of the two conclusions is correct is an empirical question that can be settled only by carrying out the relevant second-order meta-analysis. Somewhat surprisingly, Schmidt and Oh’s (2013) second-order meta-analysis has been neglected in psychology and, more generally, the behavioral sciences in spite of these obvious advantages.

This paper aims to use second-order meta-analysis to address a major theoretical and practical question facing psychology and education: the effectiveness of cognitive training in inducing transfer effects. Do methods claimed to improve overall cognition and lead to educational benefits (e.g., working memory training, music training, or chess playing) really work? In particular, is it possible to improve general cognitive abilities (i.e., far transfer) as opposed to cognitive abilities linked to specific tasks or sets of tasks that share similarities (i.e., near transfer)? In this article, we show that second order meta-analysis provides a surprisingly clear answer to this question across a wide range of cognitive-training methods.

Transfer and Cognitive Training
Transfer of skills is the generalization of skills acquired by training across different domains. Transfer is a central issue in cognitive psychology because it is a manifestation of how humans acquire and process information. It is customary to distinguish between near and far transfer (Barnett & Ceci, 2002): while the former refers to the generalization of skills across similar domains, the latter indicates the transfer of skills across domains that are not, or very weakly, related to each other. Thus, the distinction between near and far transfer relies on the overlap between the source and target domains. In other words, the definition of the type of transfer is directly related to
the extent to which the domains share common features. The more the shared features, the nearer the transfer. Importantly, such features include both perceptual and conceptual information (Singley & Anderson, 1989).

According to the common elements theory (Thorndike & Woodworth, 1901), the likelihood of transfer to take place is directly related to the degree to which the source domain and the target domain share common features. That means that while near transfer is predicted to occur often, far transfer is supposed to be rare. Substantial research into learning, skill acquisition, and expertise has corroborated the theory (Detterman, 1993; Donovan, Bransford, & Pellegrino, 1999; Ritchie, Bates, & Deary, 2015; Sala & Gobet, 2017a). Relying on common sense seems to lead to the same conclusion. For instance, it is reasonable that learning analytic geometry facilitates reading, but it is less certain that learning analytic geometry facilitates learning calculus (or vice versa).

As seen, it is unanimously acknowledged that near transfer is much more common than far transfer. Nonetheless, far transfer is undoubtedly a much more interesting phenomenon for researchers, policymakers, and practitioners. To begin with, most (if not all) the theories and cognitive architectures of memory and skill acquisition make predictions – implicitly or explicitly – about the possible occurrence of far transfer (e.g., Chase & Simon, 1973; Gobet, 2016; Gobet & Simon, 1996; Singley & Anderson, 1989; Taatgen, 2013). The presence or absence of far transfer is thus a valuable litmus test for theories of human cognition. Furthermore, knowing whether and under what conditions far transfer occurs would represent a breakthrough in education and training in general. Skill acquisition is a costly endeavor and acquiring expertise in more than one specific field is a rare achievement (Ericsson & Charness, 1994; Gobet, 2016). Knowing how to generalize skills acquired in a particular domain across many different domains would help trainees to develop a broad set of skills in many areas more efficiently. Thus, understanding the mechanism of transfer is a major challenge in cognitive science with profound theoretical and societal implications.

Researchers are yet to reach an agreement about the actual possibility of obtaining far transfer of skills. Some authors have suggested, directly or indirectly, that the lack of far transfer is a fundamental characteristic in human cognition (e.g., Chase & Ericsson, 1982; Detterman, 1993; Sala & Gobet, 2017a; Simons et al., 2016). According to them, domain-specific skills acquired by training exert an impact on the relevant domain but hardly generalize to other domains. Moreover, even transfer of skills from one particular field of expertise to one of its sub-domains appears to lead to significant decrease in performance (e.g., Bilalić, McLeod, & Gobet, 2009; Rikers, Schmidt, & Boshuizen, 2002). This line of research is not inconsistent with the fact that some people manage to excel in more than one domain. However, it does not offer an explanation based on transfer. Rather, people with superior cognitive ability are more likely to excel in several domains because they acquire knowledge and process information better and faster than the general population (e.g., Burgoyne et al., 2016; Campitelli & Gobet, 2011; Chassy & Gobet, 2010; Detterman, 2014; Schmidt, 2017).

Other scholars are more optimistic and have suggested that it is possible to elicit far transfer. To date, the most influential and systematic attempt to obtain far transfer of skills is represented by cognitive training (for a review, see Strobach & Karbach, 2016). The cognitive-training program of research assumes that general cognitive ability or, at least, some core cognitive mechanisms (e.g., working memory, inhibition, and processing speed) can be enhanced by engaging in cognitively demanding exercises. While some of these activities, such as working-memory training and brain-training programs, have been purposely designed to boost cognitive function, other training programs implement mentally challenging activities such as music, video games, and chess (for reviews, see Sala & Gobet, 2017a; Simons et al., 2016; Strobach & Karbach, 2016).

The basic idea underlying cognitive-training programs is that the enhancement of domain-general cognitive mechanisms is a by-product of training in domain-specific activities (Taatgen, 2016). Consistent with the research on skill acquisition and expertise, engaging in cognitive-training programs has been found to improve participants’ performance on the trained task and related tasks (e.g., Simons et al., 2016). However, these activities are also believed to foster overall cognitive function or, at least, some domain-general cognitive skills (e.g., memory and processing speed). Once improved, enhanced domain-general cognitive skills are supposed to boost professional and academic domain-specific capabilities that depend on them. Neural plasticity is believed to be the mediator of this process (Karbach & Schubert, 2013).

Inconsistent Findings, Statistical Power, and Current Meta-Analytic Evidence

Hundreds of experimental studies have examined the impact of cognitive-training programs on people’s ability to perform cognitive and academic tasks. While some authors have reported significant improvements in cognitive ability induced by cognitive-training regimens (e.g., Green & Bavelier, 2003; Jaeggi, Buschkuehl, Jonides, & Perrig, 2008; Schellenberg, 2004), replication attempts have not always been successful, especially with regard to far-transfer effects. In fact, the large effect sizes reported by early studies have been subsequently found to be either significantly smaller or null (e.g., Redick et al., 2013; Rickard, Bambrick, & Gill, 2012; van Ravenzwaaij, Boekel, Forstmann, Ratcliff, & Wagenmakers, 2014). Such inconsistency in the findings of cognitive-training research mirrors the general pattern of outcomes in the crisis of reproducibility. Cognitive-training interventions usually count no more than 40 to 60 participants in total. For instance, the median of participants per group in our sample is about 20 (see Supplemental material available online). With 20 participants per group and assuming a statistical power of .80, then the true effect size should be about $d = 0.90$ or $d = 0.80$ to be statistically significant.
(p < .050, two-tailed or one-tailed, respectively). Such an effect is often unrealistic, especially if it represents the presumed enhancement of cognitive function. In fact, it is hard to believe that a short-term training regimen can increase, for example, fluid intelligence, working memory capacity, or attentional control by nearly one standard deviation. Assuming a more realistic effect size (e.g., $d = 0.30$), the number of participants per group should be around 175 to have a statistical power of .80. Nearly no intervention in the field has included so many participants. These considerations lead us to think that the majority of the studies reporting statistically significant effects of a cognitive-training program on people’s cognitive function are false positives.

The fact that most of the studies in the field of cognitive training are underpowered means that the reported statistically significant effects are inflated. However, this does not necessarily imply that the true effect equals zero. The meta-analytic evidence gathered so far suggests that, overall, cognitive-training programs exert small to medium near-transfer effects and small to null far-transfer effects (e.g., Melby-Lervåg, Redick, & Hulme, 2016; Sala & Gobet, 2017a). However, it is yet to be understood whether some specific cognitive-training regimens can induce transfer effects better than others (e.g., Cohen, Green, & Bavelier, 2008). Also, it is unclear whether the type of population (e.g., children, young adults, and older adults) that undergoes a particular cognitive-training regimen moderates the degree to which transfer occurs (e.g., Karbach, Könen, & Spengler, 2017). In other words, it is yet to be clarified whether there is genuine between-regimen and between-population variability regarding both near- and far-transfer effects. We here employ second-order meta-analysis to address these questions.

The Present Study

To the best of our knowledge, this is the first time Schmidt and Oh’s (2013) second-order meta-analysis is used with standardized mean differences. Also, this is the first second-order meta-analytic investigation regarding cognitive training. We here run three main models. In Models 1 and 2, we examine whether the effects of working-memory (hereafter WM) training on performance in cognitive tasks are mediated by the type of population. Model 1 analyzes the effects of WM training on memory tasks (i.e., near-transfer effects). Model 2 focuses on far-transfer tasks (e.g., fluid reasoning, language, and control cognitive). To date, WM training is the most studied and probably most influential cognitive-training program. Moreover, the average quality of WM-training studies is excellent. In fact, the primary studies often include pre-post-test assessments, active control groups, and measures of both near and far transfer. For these reasons, WM training is the most suitable cognitive-training program for testing the extent to which trained skills transfer across different cognitive tasks and whether there are differences between populations. Finally, Model 3 is an extension of Model 2. In Model 3, we included another six meta-analyses of other cognitive-training programs: action video-game and non-action video-game training, music instruction, chess instruction, and exergames (i.e., cognitive-training games combined with physical activities). (Note that extending Model 1 in that way was not possible because primary studies in these additional six meta-analyses rarely collected near-transfer measures.)

General Method

Second-Order Meta-Analytic Procedure and Omnibus Meta-Analysis

Second-order meta-analysis requires the studies in the first-order meta-analysis to be statistically independent (Schmidt & Oh, 2013). In other words, no study (or sample) must be included in more than one first-order meta-analysis. Since we divided the first-order meta-analyses by type of population and type of cognitive-training program, this assumption was met in all the second-order meta-analytic models.

None of the included first-order meta-analyses corrected the effect sizes for measurement error. Thus, we implemented the equations for second-order meta-analysis of bare-bones meta-analyses (Schmidt & Oh, 2013; pp. 207–209). The data related to first-order meta-analysis (overall effect size, standard error, and amount of true heterogeneity) were calculated by the metafor R package (Viechtbauer, 2010). We used random-effect models for all the first-order meta-analyses. The amount of total between-study heterogeneity ($\tau^2$) was calculated with the REML estimator (Veroniki et al., 2016). We ran two different sets of second-order meta-analytic models. The first one included all the uncorrected (naïve) meta-analytic means. The second one included a corrected effect size from each first-order meta-analysis estimated by the publication bias analysis. This whole procedure was carried out twice: we ran a second-order meta-analysis with first-order meta-analyses including (a) all the primary studies and (b) only the comparisons between experimental and active control groups to check for placebo effects. Therefore, four second-order meta-analyses were carried out for each of the three models.

Finally, we also ran an omnibus meta-analysis—that is, a first-order meta-analysis including all the primary studies of all the first-order meta-analyses (Borenstein et al., 2009)—for each of the three models. This additional analysis was performed as a sensitivity analysis to control for the overall effect sizes, publication-bias estimates, and true between-study heterogeneity calculated in the first-order meta-analyses. It is worth noting that omnibus meta-analysis is not a substitute for second-order meta-analysis (Schmidt & Oh, 2013). In fact, while estimating an overall effect size similar to the grand mean in second-order meta-analysis, omnibus meta-analysis does not provide an estimation of second-order sampling error. As seen, this information is necessary to calculate both the corrected first-order meta-analytic means and the amount of between-meta-analysis true variance (i.e., not due to second-order sampling error). Furthermore, second-order meta-analysis allows us to integrate publication-bias corrected first-order meta-analytic estimates in a single model. By contrast, running a single publication-bias analysis in an omnibus meta-analysis is not as accurate
because it assumes that publication bias is the same across sub-groups. This assumption is, in fact, often violated.

**Inclusion Criteria for The First-Order Meta-Analyses**

As seen, second-order meta-analysis assumes the first-order meta-analyses to be statistically independent, that is, no study can be included in more than one meta-analysis. To meet this assumption, we had to choose only one meta-analysis per training and population. We thus established five inclusion criteria the first-order meta-analyses had to meet:

1. The meta-analysis included studies employing proper cognitive-training programs, that is, mentally challenging training regimens that aimed to train cognitive mechanisms or skills on objective (i.e., not reported or self-reported) behavioral measures of cognitive skills or academic achievement. Also, we did not include any meta-analysis on the effects of cognitive-training programs on neural patterns;
2. The meta-analysis reported all the raw data necessary for reanalysis;
3. The meta-analysis had to be recent (published/carried in 2015 or later) to include most of the relevant studies in the field of cognitive training;
4. The meta-analyses reported both near- and far-transfer effects (for WM training meta-analyses);
5. The meta-analysis did not report a mix of different types of training (e.g., video-game training and WM training).

Among the eligible meta-analyses, we selected those meta-analyses that were more comprehensive (i.e., included more studies), and more technically sound and comparable in terms of calculation of the effect sizes and inclusion criteria of the primary studies. The details of the selected meta-analyses are reported in the introductory sections of Models 1, 2, and 3. The total number of effect sizes, clusters, and participants included were \( n = 1,555, k = 332, \) and \( N = 21,968 \), respectively. The details of the search and the list of the meta-analyses that met the inclusion criteria and excluded are reported in Appendix A.\(^1\)

**Inclusion Criteria for The Effect Sizes**

We established four inclusion criteria to guarantee a minimum standard of design quality in the primary studies:

1. The primary study included at least one control group;
2. The primary study included a pre-test to assess baseline effects;
3. The experimental samples were not self-selected;
4. The transfer effects were measured by a cognitive/academic task. Self-reported measures were excluded.

Some studies and effect sizes from the published first-order meta-analyses were excluded because of these criteria. For all the details, see Appendix B.

**Effect Size Calculation**

The effect size used in all the meta-analyses was the corrected standardized mean difference, that is, Hedges’ \( g \) (Hedges & Olkin, 1985). The effect size represented the amelioration of the experimental groups over the controls immediately after the end of the training. Due to their dearth, no follow-up effects were included. For most of the meta-analyses, we used the original effect sizes. In two cases (see Model 3), we recalculated all the effect sizes to uniformize the standard across the meta-analyses. The formula for the effect size was:

\[
g = \frac{(M_{e, \text{post}} - M_{e, \text{pre}}) - (M_{c, \text{post}} - M_{c, \text{pre}})}{SD_{pooled_{post}}} \times \left(1 - \frac{3}{(4 \times N) - 9}\right)
\]

that is, the post-pre between-group mean difference standardized by the pooled pre-test standard deviations and corrected for upward bias.

**Active Controls**

Active control groups are necessary to control for possible placebo effects. For this reason, we also ran models including only experimental groups matched with active controls. According to commonly accepted guidelines (e.g., Boot, Simons, Stothart, & Stutts, 2013; Simons et al., 2016), we considered a control group as “active” only if it consisted of an engaging and cognitively demanding activity (e.g., non-adaptive training, visual-search training, etc.).\(^2\) Alternative tasks with negligible cognitive demand (e.g., watching videos and filling in questionnaires) were labeled as “non-active.” Two coders independently judged whether the primary studies implemented such an active control group.

**Correction for Statistical Dependence**

Primary studies often report more than one measure of cognitive ability. Measures from the same samples are, by definition, statistically dependent. Modeling these effect sizes as statistically independent does not introduce any systematic bias in the estimation of metaanalytic means (Schmidt & Hunter, 2015; Tracz, Elmore, & Pohlmann, 1992). Nevertheless, not correcting for statistical dependency leads to an underestimation of sampling error variances and an overestimation of the amount of between-study true heterogeneity. Conversely, just merging the effects without applying any additional correction overestimates sampling error variances and underestimates the amount of between-study true heterogeneity (Schmidt & Hunter, 2015). Given that a major goal of second-order meta-analysis is to estimate the amount of between-meta-analysis variability explained by second-order sampling error, this bias must be corrected or at least reduced. To address the problem, we use Cheung and Chan’s (2014) samplewise-adjusted-individual correction. This technique has been designed to estimate an adjusted variance based on (a) the number of the dependent effect sizes and (b) inter-effect-size correlation. For the details, see Appendix C.

Finally, we performed a parallel set of meta-analytic models using the Robust Variance Estimation method
Sala et al: Near and Far Transfer in Cognitive Training

(RVE; Hedges et al., 2010). The results are reported in Appendix D (Tables S1, S2, and S3). These additional models were implemented to examine whether the estimates of the meta-analytic models were sensitive to the technique employed to model dependent effect sizes. Furthermore, along with a between-cluster variance estimator (τ^2), RVE provides a within-cluster variance estimator (ω^2). This latter estimator thus offers valuable information about the possible differences across within-study effect sizes.

**Publication Bias Analysis**

Naïve (i.e., uncorrected) meta-analytic means are often less reliable than the publication-bias corrected estimates (Schmidt & Oh, 2016; Stanley, 2017). We therefore ran a set of publication bias analyses for all the first-order meta-analyses and built a parallel set of second-order meta-analyses using publication-bias corrected estimates. It is usually recommended to employ multiple publication-bias detection techniques to triangulate the most likely true (i.e., unbiased) overall effect size (e.g., Kepes & McDaniel, 2015). First, we used the “precision effect test” (PET) and the “precision-effect estimate with standard error” (PEESE; Stanley & Doucouliagos, 2014). The PET estimator is the intercept of a weighted (by precision) linear regression where the dependent variable is the effect size and the independent variable is its standard error. The PEESE estimator is obtained by replacing the standard error with the standard error squared (i.e., variance) as the independent variable. If PET suggests the presence of a non-zero effect (at the 10% of significant level, i.e., p < .100, one-tailed; Stanley, 2017), the PEESE estimator is employed. Second, when both the PET and PEESE produced inaccurate estimates (i.e., very high standard error) or excessively negative estimates,^3^ we used the trim-and-fill analysis with all the three estimators (L0, R0, and Q0) described in Duval and Tweedie (2000). Since the trim-and-fill has been found to underestimate the amount of publication bias, especially when the null is true, (Carter, Schönbrodt, Gervais, & Hilgard, 2017; Moreno et al., 2009; Simonsohn, Nelson, & Simmons, 2014), the PET-PEESE estimates were preferred when they did not suffer from the abovementioned flaws (i.e., high standard errors and large negative values). As a general rule, when the PET test did not show evidence of non-zero effect, the estimate that was the closest to zero was picked up for the second-order meta-analysis. (It is worth noting that selection methods such as selection models [e.g., McShane, Böckenholt, & Hansen, 2016; Vevea & Woods, 2005] and p-curve [Simonsohn et al., 2014] are not suitable when statistically dependent effects have been merged because the p-value distribution significantly differs from the original one.)

**Heterogeneity**

Within each meta-analysis, the between-study true heterogeneity was assessed by the τ^2 statistic. High amount of true heterogeneity artificially increases the relative weight assigned to small studies, which in presence of publication bias can result in an overestimation of the overall effect size (Stanley & Doucouliagos, 2017). Moreover, high true heterogeneity can bias publication-corrected estimates (Schmidt & Hunter, 2015; Stanley, 2017). Therefore, when the amount of true heterogeneity was statistically significant (p < .100),^4^ we ran Viechtbauer and Cheung’s (2010) influential case analysis. The detected influential cases were excluded to reduce the amount of true heterogeneity and enhance the reliability of the corrected effect sizes. The list of the influential studies is reported in Appendix E.

**Model 1: Working Memory Training (Near Transfer)**

**Description of The First-Order Meta-Analyses**

We selected four meta-analyses including typically developing (TD) children (Sala & Gobet, 2017b), children with learning disabilities (LD; a subsample of Melby-Lervåg et al., 2016), healthy adults (a subsample of Melby-Lervåg et al., 2016), and healthy older adults and older adults with mild cognitive impairment (Sala, Aksayli, Tatlıdil, Gondo, & Gobet, 2018a). No study or effect size reported in the original meta-analyses was excluded. This section examines the impact of WM training on the participants’ performance in memory tasks (i.e., near transfer).

**Results**

**TD children**

The overall meta-analytic mean was \( \bar{g} = 0.45, SE = 0.07, 95\% CI [0.31; 0.58], k = 16, p < .001 \). The test of heterogeneity was not significant, \( Q = 15.63, \tau^2 = 0.004, p = .407 \). PET and PEESE estimators were \( g = 0.59, S = 0.20, p = .010^5 \) and \( g = 0.50, S = 0.11, p < .001 \), respectively. Since the PET test showed evidence of a real effect (p < .100, one-tailed), the PEESE estimator was used in the relevant second-order meta-analysis.

With regard to the type of control group (active vs. non-active), there was 100% inter-rater agreement. The classification of the type of control group was the same as in Sala and Gobet (2017b). When considering only studies implementing an active control group, the overall meta-analytic mean was \( \bar{g} = 0.43, SE = 0.09, 95\% CI [0.26; 0.61], k = 11, p < .001 \). The test of heterogeneity was not significant, \( Q = 6.59, \tau^2 = 0.000, p = .764 \). PET and PEESE estimators were \( \bar{g} = 0.54, SE = 0.26, p = .073 \) and \( \bar{g} = 0.49, SE = 0.13, p = .004 \), respectively. Since the PET test showed evidence of a real effect (p < .100, one-tailed), the PEESE estimator was used in the relevant second-order meta-analysis.

**LD children**

The overall meta-analytic mean was \( \bar{g} = 0.55, SE = 0.10, 95\% CI [0.35; 0.76], k = 17, p < .001 \). The test of heterogeneity was significant, \( Q = 54.65, \tau^2 = 0.109, p < .001 \). PET and PEESE estimators were \( \bar{g} = 0.25, SE = 0.15, p = .110 \) and \( \bar{g} = 0.40, SE = 0.09, p < .001 \), respectively. Since the model showed a significant amount of true heterogeneity, we ran an influential case analysis. The influential case analysis found one influential study (for the details, see R codes and Appendix E). After removing this study, the overall meta-analytic mean was \( \bar{g} = 0.46, SE = 0.08, 95\% CI [0.30; 0.62], k = 16, p < .001 \). The test of heterogeneity was still significant but the amount of true heterogeneity was much smaller, \( Q = 34.15, \tau^2 = 0.046, p = .003 \). PET and PEESE
estimators were $\bar{g} = 0.25$, $SE = 0.12$, $p = .057$, and $\hat{g} = 0.37$, $SE = 0.07$, $p < .001$, respectively. The PESEE estimator was used in the relevant second-order meta-analysis.

Regarding the type of control group (active vs. non-active), there was 100% inter-rater agreement. The classification of the type of control group was the same as in Melby-Lervåg et al. (2016). When considering only studies implementing an active control group the overall meta-analytic mean was $\bar{g} = 0.48$, $SE = 0.11$, 95% CI [0.27; 0.69], $k = 12$, $p < .001$. The test of heterogeneity was significant, $Q = 25.52$, $r^2 = 0.080$, $p = .008$. PET and PESEE estimators were $\bar{g} = -0.19$, $SE = 0.20$, $p = .374$ and $\hat{g} = 0.08$, $SE = 0.11$, $p = .484$, respectively. To reduce the amount of true heterogeneity, we ran an influential case analysis. The influential case analysis found two influential studies. After removing the studies, the overall meta-analytic mean was $\bar{g} = 0.32$, $SE = 0.06$, 95% CI [0.19; 0.44], $k = 10$, $p < .001$. The test of heterogeneity was not significant, $Q = 8.95$, $r^2 = 0.000$, $p = .441$. PET and PESEE estimators were $\bar{g} = 0.01$, $SE = 0.17$, $p = .943$, and $\hat{g} = 0.15$, $SE = 0.09$, $p = .124$, respectively. With all the three estimators (L0, R0, and Q0), the analysis filled three studies left of the mean. The overall meta-analytic mean was $\bar{g} = 0.26$, $SE = 0.06$, 95% CI [0.14; 0.38], $k = 13$, $p < .001$. Considering that no included study reported a null or negative effect, the PET estimator was considered unreliable. The PESEE estimator and the trim-and-fill estimator were more realistic. The trim-and-fill estimator ($\hat{g} = 0.26$, $SE = 0.06$) was preferred because the effect size of the studies with the largest sample size was about $g = 0.25$.

**Adults**

The overall meta-analytic mean was $\bar{g} = 0.20$, $SE = 0.04$, 95% CI [0.12; 0.28], $k = 31$, $p < .001$. The test of heterogeneity was not significant, $Q = 38.85$, $r^2 = 0.012$, $p = .129$. PET and PESEE estimators were $\bar{g} = 0.15$, $SE = 0.05$, $p = .009$ and $\hat{g} = 0.17$, $SE = 0.04$, $p < .001$, respectively. The PESEE estimator was selected for the second-order meta-analysis. Concerning the type of control group (active vs. non-active), there was 93% inter-rater agreement. The two coders solved any discrepancy by talk. The classification of the type of control group was slightly different from the one employed by Melby-Lervåg et al. (2016). Three studies whose control group was considered as active in the original meta-analysis were labeled as “non-active.”

When considering only studies implementing an active control group the overall meta-analytic mean was $\bar{g} = 0.15$, $SE = 0.04$, 95% CI [0.06; 0.23], $k = 20$, $p = .001$. The test of heterogeneity was not significant, $Q = 19.91$, $r^2 = 0.007$, $p = .400$. PET and PESEE estimators were $\bar{g} = 0.15$, $SE = 0.06$, $p = .017$ and $\hat{g} = 0.14$, $SE = 0.04$, $p = .002$, respectively. The PESEE estimator was selected for the second-order meta-analysis.

**Older adults**

The overall meta-analytic mean was $\bar{g} = 0.29$, $SE = 0.04$, 95% CI [0.21; 0.38], $k = 35$, $p < .001$. The test of heterogeneity was significant, $Q = 52.27$, $r^2 = 0.021$, $p = .023$. PET and PESEE estimators were $\bar{g} = 0.07$, $SE = 0.08$, $p = .374$ and $\hat{g} = 0.18$, $SE = 0.05$, $p < .001$, respectively. The influential case analysis found one influential study. After removing this study, the overall meta-analytic mean was $\bar{g} = 0.26$, $SE = 0.04$, 95% CI [0.18; 0.33], $k = 34$, $p < .001$. The test of heterogeneity was not significant, $Q = 40.07$, $r^2 = 0.009$, $p = .185$. PET and PESEE estimators were $\bar{g} = 0.05$, $SE = 0.07$, $p = .487$, and $\hat{g} = 0.16$, $SE = 0.04$, $p < .001$, respectively. The PESEE estimator was preferred over the PET estimator because it was more precise ($SE = 0.04$ vs. $SE = 0.07$). Also, given that the average effect size of the studies with the largest sample size was about $g = 0.15$ and only a few studies reported an effect size close to zero, the adjusted effect size suggested by the PET test seemed too small.

Concerning the type of control group (active vs. non-active), there was 100% inter-rater agreement. When considering only studies implementing an active control group the overall meta-analytic mean was $\bar{g} = 0.23$, $SE = 0.05$, 95% CI [0.13; 0.34], $k = 19$, $p < .001$. The test of heterogeneity was not significant, $Q = 20.58$, $r^2 = 0.011$, $p = .301$. PET and PESEE estimators were $\bar{g} = 0.06$, $SE = 0.15$, $p = .699$ and $\hat{g} = 0.16$, $SE = 0.07$, $p = .045$, respectively. The PESEE estimator was preferred over the PET estimator because it was more precise ($SE = 0.07$ vs. $SE = 0.15$).

**Second-order meta-analysis**

Tables 1–4 summarize the results of the second-order meta-analysis of near-transfer effects of WM training. The differences between the first-order meta-analytic means ($\bar{g}$) were mostly due to true variance ($\sigma^2$) in three out of the four second-order meta-analytic models (Tables 1, 2 and 3). The adjusted overall effect sizes

<table>
<thead>
<tr>
<th>Population</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_i$</td>
<td>$g_i$</td>
<td>$S^2_{g_i}$</td>
<td>$r^2_i$</td>
<td>$g_i$</td>
<td>$\sigma^2_i$</td>
<td>$\sigma^2_{g_i}$</td>
<td>$\sigma^2$</td>
<td>Pro_{we}</td>
<td>R_{we}</td>
<td>Adj.$g_i$</td>
</tr>
<tr>
<td>TD Children</td>
<td>16</td>
<td>0.45</td>
<td>0.076</td>
<td>0.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.41</td>
</tr>
<tr>
<td>LD Children</td>
<td>17</td>
<td>0.55</td>
<td>0.180</td>
<td>0.109</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.49</td>
</tr>
<tr>
<td>Adults</td>
<td>31</td>
<td>0.20</td>
<td>0.052</td>
<td>0.012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.23</td>
</tr>
<tr>
<td>Older Adults</td>
<td>35</td>
<td>0.29</td>
<td>0.066</td>
<td>0.021</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.29</td>
</tr>
</tbody>
</table>

Note: (1) Number of samples; (2) First-order overall effect size; (3) Variance of the observed $g_s$; (4) Amount of true heterogeneity; (5) Second-order grand mean; (6) Second-order sampling error variance; (7) Observed between-first-order-meta-analysis variance; (8) True between-first-order-meta-analysis variance; (9) Proportion of the variance explained by second-order sampling error; (10) Reliability of the first-order overall effect size; (11) Adjusted first-order overall effect size.
Table 2: Second-order meta-analysis with the corrected overall effect sizes in Model 1.

<table>
<thead>
<tr>
<th>Population</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(k_i)</td>
<td>(g)</td>
<td>(S^2_{\eta_i})</td>
<td>(\tau^2)</td>
<td>(\eta)</td>
<td>(\sigma^2_{\eta_i})</td>
<td>(\sigma^2)</td>
<td>(Pro_{\eta_i})</td>
<td>(R_{xx})</td>
<td>Adj.(g)</td>
<td></td>
</tr>
<tr>
<td>TD Children</td>
<td>16</td>
<td>0.50</td>
<td>0.188</td>
<td>0.004</td>
<td>0.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LD Children</td>
<td>16</td>
<td>0.37</td>
<td>0.081</td>
<td>0.046</td>
<td>0.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adults</td>
<td>31</td>
<td>0.17</td>
<td>0.046</td>
<td>0.012</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Older Adults</td>
<td>34</td>
<td>0.16</td>
<td>0.053</td>
<td>0.009</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.21</td>
<td>0.00249</td>
<td>0.00928</td>
<td>0.00679</td>
<td>0.27</td>
<td>0.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: See Note to Table 1 for abbreviations.

Table 3: Second-order meta-analysis with the uncorrected (naïve) overall effect sizes (only active control groups) in Model 1.

<table>
<thead>
<tr>
<th>Population</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(k_i)</td>
<td>(g)</td>
<td>(S^2_{\eta_i})</td>
<td>(\tau^2)</td>
<td>(\eta)</td>
<td>(\sigma^2_{\eta_i})</td>
<td>(\sigma^2)</td>
<td>(Pro_{\eta_i})</td>
<td>(R_{xx})</td>
<td>Adj.(g)</td>
<td></td>
</tr>
<tr>
<td>TD Children</td>
<td>11</td>
<td>0.43</td>
<td>0.087</td>
<td>0.000</td>
<td>0.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LD Children</td>
<td>12</td>
<td>0.48</td>
<td>0.142</td>
<td>0.080</td>
<td>0.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adults</td>
<td>20</td>
<td>0.15</td>
<td>0.040</td>
<td>0.007</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Older Adults</td>
<td>19</td>
<td>0.23</td>
<td>0.055</td>
<td>0.011</td>
<td>0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.24</td>
<td>0.00377</td>
<td>0.01310</td>
<td>0.00933</td>
<td>0.29</td>
<td>0.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: See Note to Table 1 for abbreviations.

Table 4: Second-order meta-analysis with the corrected overall effect sizes (only active control groups) in Model 1.

<table>
<thead>
<tr>
<th>Population</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(k_i)</td>
<td>(g)</td>
<td>(S^2_{\eta_i})</td>
<td>(\tau^2)</td>
<td>(\eta)</td>
<td>(\sigma^2_{\eta_i})</td>
<td>(\sigma^2)</td>
<td>(Pro_{\eta_i})</td>
<td>(R_{xx})</td>
<td>Adj.(g)</td>
<td></td>
</tr>
<tr>
<td>TD Children</td>
<td>11</td>
<td>0.49</td>
<td>0.180</td>
<td>0.000</td>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LD Children</td>
<td>13</td>
<td>0.26</td>
<td>0.047</td>
<td>0.000</td>
<td>0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adults</td>
<td>20</td>
<td>0.14</td>
<td>0.030</td>
<td>0.007</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Older Adults</td>
<td>19</td>
<td>0.16</td>
<td>0.103</td>
<td>0.011</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.19</td>
<td>0.00337</td>
<td>0.00721</td>
<td>0.00385</td>
<td>0.47</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: See Note to Table 1 for abbreviation.

The overall meta-analytic mean was \(\bar{g} = 0.32, SE = 0.03, 95\% CI [0.26; 0.38], k = 99, p < .001. The test of heterogeneity was significant, \(Q = 189.08, \tau^2 = 0.036, p < .001\). PET and PEESE estimators were \(\bar{g} = 0.14, SE = 0.05, p = .003\) and \(\bar{g} = 0.22, SE = 0.03, p < .001, \) respectively. The influential case analysis found three influential studies. After removing these studies, the overall meta-analytic mean was \(\bar{g} = 0.28, SE = 0.03, 95\% CI [0.23; 0.33], k = 96, p < .001. The test of heterogeneity was still significant, but the amount of true heterogeneity was lower, \(Q = 133.38, \tau^2 = 0.015, p = .006. PET\) and PEESE estimators were \(\bar{g} = 0.11, SE = 0.04, p = .005, and \bar{g} = 0.19, SE = 0.02, p < .001, \) respectively. Both the naïve and corrected overall effect sizes \((\bar{g} = 0.32 and \bar{g} = 0.19, respectively)\) were thus close to the original estimates \((\bar{g} = 0.24, SE = 0.03, 95\% CI [0.19; 0.32], k = 62, p < .001). The test of heterogeneity was significant, \(Q = 86.44, \tau^2 = 0.016, p = .018\). PET and PEESE estimators were \(\bar{g} = 0.08, SE = 0.05, p = .096 and \bar{g} = 0.16, SE = 0.03, p < .001, \) respectively. The influential case analysis found three influential studies. After removing these studies, the overall meta-analytic mean was \(\bar{g} = 0.25, SE = 0.03, 95\% CI [0.18; 0.32], k = 59, p < .001. The test of heterogeneity was marginally significant, \(Q = 73.11, \tau^2 = 0.015, p = .087. PET\) and PEESE estimators were \(\bar{g} = 0.03, SE = 0.08, p = .666, \) respectively.

Omnibus meta-analysis

The overall meta-analytic mean was \(\bar{g} = 0.32, SE = 0.03, 95\% CI [0.26; 0.38], k = 99, p < .001. The test of heterogeneity was significant, \(Q = 189.08, \tau^2 = 0.036, p < .001. PET\) and PEESE estimators were \(\bar{g} = 0.14, SE = 0.05, p = .003\) and \(\bar{g} = 0.22, SE = 0.03, p < .001, \) respectively. The influential case analysis found three influential studies. After removing these studies, the overall meta-analytic mean was \(\bar{g} = 0.28, SE = 0.03, 95\% CI [0.23; 0.33], k = 96, p < .001. The test of heterogeneity was still significant, but the amount of true heterogeneity was lower, \(Q = 133.38, \tau^2 = 0.015, p = .006. PET\) and PEESE estimators were \(\bar{g} = 0.11, SE = 0.04, p = .005, and \bar{g} = 0.19, SE = 0.02, p < .001, \) respectively. Both the naïve and corrected overall effect sizes \((\bar{g} = 0.32 and \bar{g} = 0.19, respectively)\) were thus very close to the grand means estimated in the second-order meta-analysis \((\bar{g} = 0.30 and \bar{g} = 0.21 for the uncorrected and corrected models, respectively). When considering only studies implementing an active control group the overall meta-analytic mean was \(\bar{g} = 0.25, SE = 0.03, 95\% CI [0.19; 0.32], k = 62, p < .001. The test of heterogeneity was significant, \(Q = 86.44, \tau^2 = 0.016, p = .018\). PET and PEESE estimators were \(\bar{g} = 0.08, SE = 0.05, p = .096 and \bar{g} = 0.16, SE = 0.03, p < .001, \) respectively. The influential case analysis found three influential studies. After removing these studies, the overall meta-analytic mean was \(\bar{g} = 0.25, SE = 0.03, 95\% CI [0.18; 0.32], k = 59, p < .001. The test of heterogeneity was marginally significant, \(Q = 73.11, \tau^2 = 0.015, p = .087. PET\) and PEESE estimators were \(\bar{g} = 0.03, SE = 0.08, p = .666, \) respectively.
and $\hat{g} = 0.16, \ SE = 0.04, p < .001$, respectively. Again, the PET estimator appeared to be an underestimation of the true effect, especially because the PET test showed the presence of a non-zero effect when the influential cases were included in the model ($p = 0.96$). By contrast, the PEESE estimator was more precise and very close to the grand mean in the second-order meta-analysis ($\hat{g} = 0.19$). Finally, in line with the results of the second-order meta-analysis, some true heterogeneity was observed in all the models of the omnibus meta-analysis.

Discussion
The results of Model 1 show that WM training fosters performance in memory tasks in all the reviewed populations. The effect substantially remains even when only comparisons between trained groups and active controls are considered. The effect is, however, quite heterogeneous across populations. In fact, only a portion of the observed between-meta-analysis variance is due to second-order sampling error (25% to 47%).

TD children seem to benefit most from the training program. Adults and older adults exhibit much smaller effects. Due to the highly asymmetrical distribution of the effect sizes, the effect is less clear in LD children. As seen, the most probable unbiased effect is about $\hat{g} = 0.25$. This difference probably reflects the different learning pace in the populations. While TD children learn relatively fast, adults and older adults need greater effort to acquire new skills probably because their cognitive system is less flexible and plastic. LD children exhibit better performance than the adult populations but, as expected, are not as good as TD children.

Thus, in line with previous research, near transfer from WM training to memory tasks often (if not always) takes place. Interestingly, the size of this transfer of skills appears to be moderated by the type of population and, arguably, their particular cognitive profiles. It is reasonable that near transfer represents (i.e., exhibits the same pattern of) the general capability of acquiring new skills by practice. In fact, TD children usually learn faster than their peers suffering from some learning disability, adults, and older adults.

On a final note, it is essential to acknowledge that the participants’ boosted performance on memory tasks does not necessarily represent evidence of cognitive enhancement. As observed by Shipstead, Redick, and Engle (2012), such an improvement probably denotes the participants’ enhanced ability to perform a class of cognitive tasks sharing similar features (e.g., perceptual cues and solving strategies) with the trained task. Either way, regardless of whether it represents cognitive enhancement, the presence of near transfer seems unquestionable.

Model 2: Working Memory Training (Far Transfer)

Description of the First-Order Meta-Analyses
This section examines the effects of WM training on far transfer measures such as tests of fluid reasoning, cognitive control, processing speed, and language. For the details about the four first-order meta-analyses included, see Model 1.

Results

TD children
The overall meta-analytic mean was $\hat{g} = 0.13, SE = 0.05, 95\%$ CI [0.03; 0.22], $k = 25, p = 0.01$. The test of heterogeneity was not significant, $Q = 21.75, \tau^2 = 0.006, p = 0.594$. PET and PEESE estimators were $\hat{g} = 0.08, SE = 0.10, p = 0.441$ and $\hat{g} = 0.09, SE = 0.06, p = 0.145$, respectively. The PET estimator was selected for the second-order meta-analysis.

When considering only studies implementing an active control group the overall meta-analytic mean was $\hat{g} = 0.01, SE = 0.07, 95\%$ CI [$–0.12; 0.14$], $k = 15, p = 0.879$. The test of heterogeneity was not significant, $Q = 7.20, \tau^2 = 0.000, p = 0.927$. PET and PEESE estimators were $\hat{g} = 0.12, SE = 0.15, p = 0.440$ and $\hat{g} = 0.06, SE = 0.08, p = 0.495$, respectively. Neither PET nor PEESE provided any evidence of a non-zero effect ($p = 0.440$ and $p = 0.495$, respectively). Also, PET estimated a very imprecise overall effect ($SE = 0.15$) suggesting that the detected publication bias was in fact a statistical artifact. We thus ran the trim-and-fill analysis to check for missing studies right of the mean. With the L0 and Q0 estimators, the analysis filled no study. With the RO estimator, the analysis filled one study right of the mean. The overall meta-analytic mean was $\hat{g} = 0.02, SE = 0.06, 95\%$ CI [$–0.10; 0.15$], $k = 16, p = 0.717$. Given that no estimate was significantly different from the null (all $p \geq 0.440$), we selected the estimate that was the closest to zero ($\hat{g} = 0.01, SE = 0.07$) as the corrected overall effect size to be included in the second-order meta-analysis.

LD children
The overall meta-analytic mean was $\hat{g} = 0.12, SE = 0.04, 95\%$ CI [0.03; 0.20], $k = 18, p = 0.06$. The test of heterogeneity was not significant, $Q = 12.34, \tau^2 = 0.002, p = 0.779$. PET and PEESE estimators were $\hat{g} = 0.06, SE = 0.07, p = 0.305$ and $\hat{g} = 0.10, SE = 0.03, p = 0.014$, respectively. The PET estimator was selected for the second-order meta-analysis. When considering only studies implementing an active control group the overall meta-analytic mean was $\hat{g} = 0.08, SE = 0.06, 95\%$ CI [$–0.04; 0.19$], $k = 12, p = 0.202$. The test of heterogeneity was not significant, $Q = 3.50, \tau^2 = 0.000, p = 0.982$. PET and PEESE estimators were $\hat{g} = 0.02, SE = 0.10, p = 0.870$ and $\hat{g} = 0.03, SE = 0.06, p = 0.543$, respectively. The PET estimator was selected for the second-order meta-analysis.

Adults
The overall meta-analytic mean was $\hat{g} = 0.12, SE = 0.03, 95\%$ CI [0.06; 0.18], $k = 44, p < 0.001$. The test of heterogeneity was not significant, $Q = 39.56, \tau^2 = 0.003, p = 0.621$. PET and PEESE estimators were $\hat{g} = 0.06, SE = 0.05, p = 0.303$ and $\hat{g} = 0.08, SE = 0.03, p = 0.012$, respectively. The PET estimator was selected for the second-order meta-analysis. When considering only studies implementing an active control group the overall meta-analytic mean was $\hat{g} = 0.09, SE = 0.04, 95\%$ CI [0.01; 0.17], $k = 27, p = 0.032$. The test of heterogeneity was not significant, $Q = 20.08, \tau^2 = 0.000, p = 0.788$. PET and PEESE estimators were


\[ \hat{\gamma} = -0.01, \ SE = 0.09, \ p = .949 \text{ and } \hat{\gamma} = 0.04, \ SE = 0.05, \ p = .473, \] respectively. The PET estimator was selected for the second-order meta-analysis.

**Older adults**
The overall meta-analytic mean was \( \hat{\gamma} = 0.13, \ SE = 0.05, \ 95\% \ CI [0.03; 0.23], \ k = 32, \ p = .100. \) The test of heterogeneity was significant, \( Q = 62.39, \ r^2 = 0.035, \ p < .001. \) PET and PEESE estimators were \( \hat{\gamma} = -0.02, \ SE = 0.06, \ p = .718 \) and \( \hat{\gamma} = 0.03, \ SE = 0.05, \ p = .508, \) respectively. The influential case analysis found one influential study. After removing this study, the overall meta-analytic mean was \( \hat{\gamma} = 0.10, \ SE = 0.04, \ 95\% \ CI [0.01; 0.19], \ k = 31, \ p = .299. \) The test of heterogeneity was still significant, but the amount of true heterogeneity was lower, \( Q = 45.24, \ r^2 = 0.017, \ p = .037. \) PET and PEESE estimators were \( \hat{\gamma} = -0.04, \ SE = 0.05, \ p = .474, \) and \( \hat{\gamma} = 0.01, \ SE = 0.04, \ p = .863, \) respectively. Since the PET estimator was negative, we selected the PEESE estimator for the second-order meta-analysis.

When considering only studies implementing an active control group, the overall meta-analytic mean was \( \hat{\gamma} = -0.02, \ SE = 0.03, \ 95\% \ CI [-0.09; 0.05], \ k = 16, \ p = .574. \) The test of heterogeneity was not significant, \( Q = 6.72, \ r^2 = 0.000, \ p = .965. \) PET and PEESE estimators were \( \hat{\gamma} = 0.02, \ SE = 0.03, \ p = .473 \) and \( \hat{\gamma} = 0.01, \ SE = 0.02, p = .811, \) respectively. Since the PET test did not find any evidence of a non-zero effect, we selected the PEESE estimator for the second-order meta-analysis because it was the closest to zero.

**Second-order meta-analysis**

**Tables 5–8** summarize the results of the second-order meta-analysis of far-transfer effects of WM training. In all the models, the differences between the first-order meta-analytic means (\( \hat{\gamma} \)) were mostly due solely to second-order sampling error. When ruling out placebo effects and publication bias, the overall effect was nearly null (\( \hat{\gamma} = 0.01; \) Table 8).

**Omnibus meta-analysis**

The overall meta-analytic mean was \( \hat{\gamma} = 0.12, \ SE = 0.02, \ 95\% \ CI [0.08; 0.16], \ k = 119, \ p < .001. \) The test of heterogeneity was marginally significant, \( Q = 138.41, \ r^2 = 0.009, \ p = .097. \) PET and PEESE estimators were \( \hat{\gamma} = 0.02, \ SE = 0.03, \ p = .468 \) and \( \hat{\gamma} = 0.07, \ SE = 0.02, \ p < .001, \) respectively. The influential case analysis found nine influential studies. After removing these studies, the overall meta-analytic mean was \( \hat{\gamma} = 0.12, \ SE = 0.02, \ 95\% \ CI [0.08; 0.16], \ k = 110, \ p < .001. \) The test of heterogeneity was not significant, \( Q = 86.58, \ r^2 = 0.000, \ p = .944. \) PET and PEESE estimators were \( \hat{\gamma} = 0.06, \ SE = 0.04, \ p = .168, \) and \( \hat{\gamma} = 0.08, \ SE = 0.02, p < .001, \) respectively.

When considering only studies implementing an active control group the overall meta-analytic mean was \( \hat{\gamma} = 0.03, \ SE = 0.02, \ 95\% \ CI [-0.02; 0.07], \ k = 70, \ p = .195. \) The test of heterogeneity was not significant, \( Q = 42.17, \ r^2 = 0.000, \ p = .996. \) PET and PEESE estimators were \( \hat{\gamma} = 0.00, \ SE = 0.03, \ p = .890 \) and \( \hat{\gamma} = 0.01, \ SE = 0.02, \ p = .566, \) respectively.

**Discussion**

The results provided by the second-order meta-analytic models show that the actual impact of WM training on far-transfer measures is null regardless of the population. The small positive effect sizes disappear when placebo effects and publication bias are controlled for (Table 8). That is, the unbiased far-transfer effect exerted by WM training is practically null (\( \hat{\gamma} = 0.01 \)) and consistent (\( r^2 = 0.00 \)). No or low true variance (\( \sigma^2 \)) is observed in all the models. Also, it is worth noting that the observed amount of true heterogeneity (\( r^2 \); Tables 5 and 6) is entirely accounted for by the type of control group used in the primary studies (Tables 7 and 8). Notably, within-study variance (\( \omega^2 \)) was very low or null in all the first-order meta-analytic models (see Table S2 in the Supplemental materials available online). Consequently, comparing effect sizes extracted from different tests of cognitive/academic skills does not add noise to the models. In fact, unbiased far-transfer effects approach zero regardless of the test used to measure them (Melby-Lervåg et al., 2016; Sala & Gobet, 2017b). Finally, the omnibus meta-analysis confirms the findings of the second-order meta-analysis.

**Model 3: Adding Other Cognitive-Training Programs**

**Description of the First-Order Meta-Analyses**

This section is an extension of the meta-analytic investigation presented in Model 2. Along with the four first-order meta-analyses of WM training, we used six other first-order meta-analyses of far-transfer effects following cognitive training: action and non-action video-game training in adults, action

---

**Table 5**: Second-order meta-analysis with the uncorrected (naïve) overall effect sizes in Model 2.

<table>
<thead>
<tr>
<th>Population</th>
<th>( k_i )</th>
<th>( \hat{\gamma} )</th>
<th>( SE^2 )</th>
<th>( r^2 )</th>
<th>( \hat{\gamma} )</th>
<th>( \hat{\gamma}^2 )</th>
<th>( \hat{\sigma}^2 )</th>
<th>( \hat{\sigma}^2 )</th>
<th>( Pro_{ov} )</th>
<th>( R_{ov} )</th>
<th>( Adj.\hat{\gamma} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TD Children</td>
<td>25</td>
<td>0.13</td>
<td>0.060</td>
<td>0.006</td>
<td>0.12</td>
<td>0.0009</td>
<td>0.097</td>
<td>0.02</td>
<td>0.12</td>
<td>0.012</td>
<td>0.12</td>
</tr>
<tr>
<td>LD Children</td>
<td>18</td>
<td>0.12</td>
<td>0.032</td>
<td>0.002</td>
<td>0.12</td>
<td>0.0009</td>
<td>0.097</td>
<td>0.02</td>
<td>0.12</td>
<td>0.012</td>
<td>0.12</td>
</tr>
<tr>
<td>Adults</td>
<td>44</td>
<td>0.12</td>
<td>0.041</td>
<td>0.003</td>
<td>0.12</td>
<td>0.0009</td>
<td>0.097</td>
<td>0.02</td>
<td>0.12</td>
<td>0.012</td>
<td>0.12</td>
</tr>
<tr>
<td>Older Adults</td>
<td>32</td>
<td>0.13</td>
<td>0.085</td>
<td>0.035</td>
<td>0.12</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.01</td>
<td>0.12</td>
<td>0.012</td>
<td>0.12</td>
</tr>
</tbody>
</table>

*Note:* See Note to Table 1 for abbreviations.
video-game playing in older adults, music training, chess training, and exergame training.

The action video-game training meta-analysis was a subsample of Sala, Tatlidil, and Gobet (2018b). We included only studies examining the effects of training on adult participants’ cognitive skills. In line with the specific features of this field of research, the controls playing non-action video games were considered active. All the other comparisons (mostly passive controls) were labeled as non-active. There was 100% inter-rater agreement and the classification was the same as in Sala et al. (2018b).

The non-action video-game training meta-analysis was a subsample of Sala et al. (2018b). We included only those samples consisting of adults. The active control activities consisted of other non-action video games (e.g., The Sims), non-adaptive cognitive training, and brain-training programs (e.g., Lumosity). The inter-rater agreement was 94%. The raters resolved the discrepancies by talk.

We also ran a meta-analysis about the effects of video game training (both action and non-action) on older adults’ performance on far-transfer cognitive tasks. The meta-analysis was a subsample of Sala et al. (2018b) as well. Regarding active control groups, we employed the same definition criteria as in the two previous video-game meta-analyses. The inter-rater agreement was 100%. No sample was included in more than one of these three meta-analyses. (We did not include a meta-analysis of video-game training in children because the number of primary studies was too small (n = 6) and the training programs were highly heterogeneous across the primary studies.)

The music-training meta-analysis was a subsample of Sala and Gobet (2017c). We excluded two studies that did not administer a pre-test. All the samples consisted of groups of either children or young adolescents with no diagnosed learning disabilities. Regarding the active control groups,
the classification was the same as in Sala and Gobet (2017), and the inter-rater agreement was 100%.

To the best of our knowledge, the only meta-analysis of the effects of chess-based interventions on far transfer measures was Sala and Gobet (2016). Like the music-training meta-analysis, the population consisted of children and young adolescents. Eighteen out of 24 studies included in this meta-analysis did not meet our inclusion criteria. Most of these studies and effect sizes were excluded because they were derived from (a) questionnaires rather than cognitive/academic tests, (b) self-selected samples, or (c) because they had no pre-test. To be consistent with the other meta-analyses, all the effect sizes were recalculated. Also, three studies not included in Sala and Gobet (2016) were added (for the details, see Supplemental materials). The final sample consisted of nine studies. Regarding the type of control group (active vs. non-active), there was 100% inter-rater agreement.

The exergame-training meta-analysis was a subsample of Stanmore, Stubbs, Vancampfort, de Bruin, and Firth (2017). The original meta-analysis included 17 randomized controlled trials, most of them analyzing the effect of the intervention on older adults’ cognitive function. We excluded two studies that analyzed the effects of the training program in younger populations. We also excluded one study that did not implement any exergame intervention and two studies that did not report enough data to calculate an effect size. All the effect sizes were recalculated. Finally, since this particular type of cognitive-training compares the effects of physical training and cognitive-training games with physical training only, groups who underwent physical activities only were considered as active. Concerning the type of control group (active vs. non-active), there was 100% inter-rater agreement and the classification was the same as in Stanmore et al. (2017).

Results

Action video-game training

The overall meta-analytic mean was \( \hat{g} = 0.08, SE = 0.05, 95\% CI [-0.01; 0.17], k = 32, p = .094 \). The test of heterogeneity was not significant, \( Q = 39.76, \tau^2 = 0.000, p = .134 \). PET and PEESE estimators were \( \hat{g} = -0.42, SE = 0.10, p < .001 \) and \( \hat{g} = -0.11, SE = 0.05, p = .046 \), respectively. Since both the corrected estimates were excessively negative, we ran a trim-and-fill analysis. With the L0 estimator, the analysis filled 11 studies left of the mean. The overall meta-analytic mean was \( \hat{g} = -0.01, SE = 0.06, 95\% CI [-0.12; 0.10], k = 34, p = .919 \). With the R0 estimator, the analysis filled 11 studies left of the mean. The overall meta-analytic mean was \( \hat{g} = -0.08, SE = 0.07, 95\% CI [-0.21; 0.04], k = 40, p = .200 \). Again, the estimate that was the closest to zero (\( \hat{g} = -0.01, SE = 0.06 \)) was selected for the second-order meta-analysis.

Non-action video game training

The overall meta-analytic mean was \( \hat{g} = 0.15, SE = 0.05, 95\% CI [0.04; 0.25], k = 16, p = .006 \). The test of heterogeneity was not significant, \( Q = 17.16, \tau^2 = 0.012, p = .390 \). PET and PEESE estimators were \( \hat{g} = 0.09, SE = 0.07, p = .191 \) and \( \hat{g} = 0.12, SE = 0.04, p = .010 \), respectively. The PEESE estimate was selected for the second-order meta-analysis (PET’s \( p < .100 \), one-tailed).

When considering only studies implementing an active control group the overall meta-analytic mean was \( \hat{g} = 0.03, SE = 0.06, 95\% CI [-0.09; 0.16], k = 6, p = .592 \). The test of heterogeneity was not significant, \( Q = 2.72, \tau^2 = 0.000, p = .744 \). PET and PEESE estimators were \( \hat{g} = -0.07, SE = 0.12, p = .592 \) and \( \hat{g} = 0.00, SE = 0.07, p = .989 \), respectively. The PEESE estimate was selected for the second-order meta-analysis.

Video game training in older adults

The overall meta-analytic mean was \( \hat{g} = 0.04, SE = 0.06, 95\% CI [-0.07; 0.15], k = 10, p = .493 \). The test of heterogeneity was not significant, \( Q = 5.93, \tau^2 = 0.000, p = .747 \). PET and PEESE estimators were \( \hat{g} = -0.07, SE = 0.09, p = .445 \) and \( \hat{g} = 0.00, SE = 0.05, p = .950 \), respectively. The PEESE estimate was selected for the second-order meta-analysis.

When considering only studies implementing an active control group the overall meta-analytic mean was \( \hat{g} = -0.03, SE = 0.09, 95\% CI [-0.21; 0.14], k = 4, p = .709 \). The test of heterogeneity was not significant, \( Q = 0.05, \tau^2 = 0.000, p = .997 \). PET and PEESE estimators were \( \hat{g} = -0.05, SE = 0.02, p = .156 \) and \( \hat{g} = -0.04, SE = 0.01, p = .082 \), respectively. The estimate that was the closest to zero (\( \hat{g} = -0.03, SE = 0.09 \)) was selected for the second-order meta-analysis.

Music

The overall meta-analytic mean was \( \hat{g} = 0.19, SE = 0.05, 95\% CI [0.10; 0.29], k = 36, p < .001 \). The test of heterogeneity was significant, \( Q = 13.00, \tau^2 = 0.042, p < .001 \). PET and PEESE estimators were \( \hat{g} = -0.15, SE = 0.07, p = .039 \), and \( \hat{g} = 0.00, SE = 0.05, p = .921 \), respectively. The influential case analysis found one influential study. After removing the study, the overall meta-analytic mean was \( \hat{g} = 0.16, SE = 0.04, 95\% CI [0.07; 0.25], k = 35, p < .001 \). The test
of heterogeneity was still significant, but the amount of heterogeneity was lower, $Q = 72.64, r^2 = 0.028, p < .001$. PET and PEESE estimators were $g = -0.14, SE = 0.06, p = .039$, and $g = 0.00, SE = 0.04, p = .938$, respectively. Since the PET estimator was negative, the PEESE estimator was selected for the second-order meta-analysis because it was the closest to zero.

When considering only studies implementing an active control group, the overall meta-analytic mean was $g = 0.03, SE = 0.06, 95\% CI [-0.10; 0.15], k = 18, p = .678$. The test of heterogeneity was marginally significant, $Q = 26.99, r^2 = 0.023, p = .058$. PET and PEESE estimators were $g = -0.20, SE = 0.08, p = .022$ and $g = -0.10, SE = 0.06, p = .122$, respectively. With the LO estimator, the analysis filled six studies left of the mean. The overall meta-analytic mean was $g = -0.09, SE = 0.07, 95\% CI [-0.23; 0.05], k = 24, p = .389$. With the RO estimator, the analysis filled no study. With the Q0 estimator, the analysis filled nine studies left of the mean. The overall meta-analytic mean was $g = -0.15, SE = 0.07, 95\% CI [-0.28; -0.01], k = 27, p = .037$. The influential case analysis found one influential study. After removing the study, the overall meta-analytic mean was $g = -0.02, SE = 0.06, 95\% CI [-0.13; 0.09], k = 17, p = .704$. The test of heterogeneity was not significant, $Q = 18.92, r^2 = 0.012, p = .273$. PET and PEESE estimators were $g = -0.20, SE = 0.07, p = .012$, and $g = -0.11, SE = 0.05, p = .051$, respectively. With the LO estimator, the analysis filled five studies left of the mean. The overall meta-analytic mean was $g = -0.10, SE = 0.05, 95\% CI [-0.20; 0.01], k = 22, p = .076$. With the RO estimator, the analysis filled no study. With the Q0 estimator, the analysis filled eight studies left of the mean. The overall meta-analytic mean was $g = -0.14, SE = 0.06, 95\% CI [-0.26; -0.03], k = 25, p = .012$. All the corrected and uncorrected estimates were either negative or non-significantly different from zero. We thus selected the estimate that was the closest to zero ($g = -0.02, SE = 0.06$) for the second-order meta-analysis.

### Chess

The overall meta-analytic mean was $g = 0.13, SE = 0.07, 95\% CI [-0.02; 0.27], k = 9, p = .089$. The test of heterogeneity was significant, $Q = 56.58, r^2 = 0.031, p < .001$. PET and PEESE estimators were $g = 0.12, SE = 0.11, p = .300$, and $g = 0.13, SE = 0.07, p = .094$, respectively. No influential case was found. The PET estimate was selected for the second-order meta-analysis.

When considering only studies implementing an active control group the overall meta-analytic mean was $g = 0.05, SE = 0.10, 95\% CI [-0.15; 0.25], k = 3, p = .623$. The test of heterogeneity was not significant, $Q = 0.47, r^2 = 0.000, p = .791$. PET and PEESE estimators were $g = -0.05, SE = 0.22, p = .849$ and $g = 0.01, SE = 0.10, p = .927$, respectively. The PEESE estimate was selected for the second-order meta-analysis because it was the closest to zero.

### Exergames

The overall meta-analytic mean was $g = 0.15, SE = 0.08, 95\% CI [-0.01; 0.32], k = 11, p = .071$. The test of heterogeneity was not significant, $Q = 13.96, r^2 = 0.021, p = .175$. PET and PEESE estimators were $g = -0.03, SE = 0.07, p = .659$ and $g = 0.03, SE = 0.05, p = .554$, respectively. The PEESE estimate was selected for the second-order meta-analysis because it was the closest to zero.

When considering only studies implementing an active control group the overall meta-analytic mean was $g = 0.08, SE = 0.05, 95\% CI [-0.02; 0.17], k = 8, p = .131$. The test of heterogeneity was not significant, $Q = 10.85, r^2 = 0.000, p = .145$. PET and PEESE estimators were $g = -0.02, SE = 0.09, p = .835$ and $g = 0.03, SE = 0.06, p = .620$ respectively. The PET estimate was selected for the second-order meta-analysis.

### Second-order meta-analysis

Tables 9–12 summarize the results of the second-order meta-analysis of far-transfer effects for Model 3. Like in Model 2, publication-bias corrected estimates in studies
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**Table 9**: Second-order meta-analysis with the uncorrected (naïve) overall effect sizes in Model 3.

<table>
<thead>
<tr>
<th>Population</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_i$</td>
<td>$g_i$</td>
<td>$S_{g_i}^2$</td>
<td>$r^2$</td>
<td>$g$</td>
<td>$\sigma_i^2$</td>
<td>$\sigma_{g_i}^2$</td>
<td>$\sigma^2$</td>
<td>$P_{norm}$</td>
<td>$R_{ex}$</td>
<td>Adj.$g_i$</td>
</tr>
<tr>
<td>WM (TD Children)</td>
<td>25</td>
<td>0.13</td>
<td>0.060</td>
<td>0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td>WM (LD Children)</td>
<td>18</td>
<td>0.12</td>
<td>0.032</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td>WM (Adults)</td>
<td>44</td>
<td>0.12</td>
<td>0.041</td>
<td>0.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td>WM (Older Adults)</td>
<td>32</td>
<td>0.13</td>
<td>0.085</td>
<td>0.035</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td>Action VG (Adults)</td>
<td>32</td>
<td>0.08</td>
<td>0.073</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td>Non-Action VG (Adults)</td>
<td>16</td>
<td>0.15</td>
<td>0.047</td>
<td>0.012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td>VG (Older Adults)</td>
<td>10</td>
<td>0.04</td>
<td>0.033</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td>Music (TD Children)</td>
<td>36</td>
<td>0.19</td>
<td>0.087</td>
<td>0.042</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td>Chess (TD Children)</td>
<td>9</td>
<td>0.13</td>
<td>0.049</td>
<td>0.031</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td>Exergames (Older Adults)</td>
<td>11</td>
<td>0.15</td>
<td>0.079</td>
<td>0.021</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
</tbody>
</table>

Note: See Note to Table 1 for abbreviations.
implementing an active control group are all around zero. We estimated the unbiased overall effect size to be $\tilde{g} = 0.00$. Finally, second-order sampling error accounted for the observed between-meta-analysis variance (i.e., $\sigma^2 = 0$) in all the models.

### Omnibus meta-analysis

The overall meta-analytic mean was $\tilde{g} = 0.13, SE = 0.02, 95\% CI [0.10; 0.16]$, $k = 233$, $p < .001$. The test of heterogeneity was significant, $Q = 368.69, r^2 = 0.015, p < .001$. PET and PEESE estimators were $\tilde{g} = 0.03, SE = 0.02, p = .137$, and $\tilde{g} = 0.07, SE = 0.01, p < .001$, respectively. The influential case analysis found twelve influential studies. After removing these studies, the overall meta-analytic mean was $\tilde{g} = 0.12, SE = 0.02, 95\% CI [0.09; 0.15]$, $k = 221$, $p < .001$. The test of heterogeneity was not significant, $Q = 235.91, r^2 = 0.006, p = .220$. PET and PEESE estimators were $\tilde{g} = 0.00, SE = 0.03, p = .872$, and $\tilde{g} = 0.06, SE = 0.02, p < .001$, respectively.

When considering only studies implementing an active control group the overall meta-analytic mean was $\tilde{g} = 0.03, SE = 0.02, 95\% CI [0.00; 0.07]$, $k = 134$, $p = .077$. The test of heterogeneity was not significant, $Q = 121.14, r^2 = 0.003, p = .761$. PET and PEESE estimators were $\tilde{g} = -0.07, SE = 0.03, p = .007$ and $\tilde{g} = -0.03, SE = 0.02, p = .133$, respectively.

### Discussion

Like in Model 2, when placebo effects and publication bias are controlled for, the actual impact of cognitive-training programs on far-transfer measures is null regardless of the training regimen employed or population examined.
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### Table 10: Second-order meta-analysis with the corrected overall effect sizes in Model 3.

<table>
<thead>
<tr>
<th>Population</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_i$</td>
<td>$g_i$</td>
<td>$S_{g_i}^2$</td>
<td>$r^2$</td>
<td>$f$</td>
<td>$\sigma_{g_i}^2$</td>
<td>$\sigma_{g_q}^2$</td>
<td>$\sigma^2$</td>
<td>$Pro_{raw}$</td>
<td>$R_{xx}$</td>
<td>Adj.$\tilde{g}$</td>
</tr>
<tr>
<td>WM (TD Children)</td>
<td>25</td>
<td>0.08</td>
<td>0.244</td>
<td>0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>WM (LD Children)</td>
<td>18</td>
<td>0.06</td>
<td>0.079</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>WM (Adults)</td>
<td>44</td>
<td>0.06</td>
<td>0.126</td>
<td>0.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>WM (Older Adults)</td>
<td>31</td>
<td>0.01</td>
<td>0.049</td>
<td>0.017</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Action VG (Adults)</td>
<td>43</td>
<td>-0.01</td>
<td>0.087</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Non-Action VG (Adults)</td>
<td>16</td>
<td>0.12</td>
<td>0.025</td>
<td>0.012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>VG (Older Adults)</td>
<td>10</td>
<td>0.00</td>
<td>0.028</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Music (TD Children)</td>
<td>35</td>
<td>0.00</td>
<td>0.067</td>
<td>0.028</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Chess (TD Children)</td>
<td>9</td>
<td>0.12</td>
<td>0.099</td>
<td>0.031</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Exergames (Older Adults)</td>
<td>11</td>
<td>0.03</td>
<td>0.028</td>
<td>0.021</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
</tbody>
</table>

Note: See Note to Table 1 for abbreviations.

---

### Table 11: Second-order meta-analysis with the uncorrected (naive) overall effect sizes (only active control groups) in Model 3.

<table>
<thead>
<tr>
<th>Population</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_i$</td>
<td>$g_i$</td>
<td>$S_{g_i}^2$</td>
<td>$r^2$</td>
<td>$f$</td>
<td>$\sigma_{g_i}^2$</td>
<td>$\sigma_{g_q}^2$</td>
<td>$\sigma^2$</td>
<td>$Pro_{raw}$</td>
<td>$R_{xx}$</td>
<td>Adj.$\tilde{g}$</td>
</tr>
<tr>
<td>WM (TD Children)</td>
<td>15</td>
<td>0.01</td>
<td>0.064</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>WM (LD Children)</td>
<td>12</td>
<td>0.08</td>
<td>0.043</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>WM (Adults)</td>
<td>27</td>
<td>0.09</td>
<td>0.049</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>WM (Older Adults)</td>
<td>16</td>
<td>-0.02</td>
<td>0.018</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Action VG (Adults)</td>
<td>25</td>
<td>0.10</td>
<td>0.089</td>
<td>0.011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Non-Action VG (Adults)</td>
<td>6</td>
<td>0.03</td>
<td>0.024</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>VG (Older Adults)</td>
<td>4</td>
<td>-0.03</td>
<td>0.033</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Music (TD Children)</td>
<td>18</td>
<td>0.03</td>
<td>0.071</td>
<td>0.023</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Chess (TD Children)</td>
<td>3</td>
<td>0.05</td>
<td>0.031</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Exergames (Older Adults)</td>
<td>8</td>
<td>0.08</td>
<td>0.020</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
</tbody>
</table>

Note: See Note to Table 1 for abbreviations.
In all the models, the differences across the first-order meta-analytic means (\( \bar{g}_i \)) are accounted for by second-order sampling error (\( \sigma^2 = 0 \)). Also, all the corrected first-order meta-analytic means are associated with null or low amount of true heterogeneity (none of them significant). Again, within-study variance (\( \omega^2 \)) was low or null in the omnibus meta-analyses and most of the other cases (see Tables S2 and S3 in the Supplemental materials available online). This outcome confirms that far transfer is null regardless of the measure employed to assess it. The small or null overall effect sizes and near-zero amount of true heterogeneity in the omnibus meta-analysis corroborate the findings of the second-order meta-analytic models.

### General Discussion

Cognitive training is currently one of the most studied and controversial topics in the behavioral sciences. As in many other areas of the social and behavioral sciences, the initial promising findings have been challenged by more recent replications. The broad meta-analytic investigation reported in this paper (\( n = 1,555, k = 332, N = 21,968 \)) has evaluated, via first-order meta-analysis, the impact of a variety of cognitive-training programs on different populations' cognitive and academic skills. Critically, second-order meta-analyses were carried out to assess whether the differences across first-order meta-analytic means were due to true variance or second-order sampling error.

The results are highly consistent: near transfer frequently occurs and, interestingly, seems to be moderated by the type of population; by contrast, far transfer is very modest at best. Moreover, once publication bias and placebo effects are ruled out, far-transfer effects are null regardless of the type of far-transfer measure, type of cognitive training program, and population. This latter conclusion can be summarized by three equations:

\[
\text{Adj.} \bar{g}_i = \bar{g}_i - (PB_i + PF_i) = 0
\]

\[
\tau^{adj.}_i = 0
\]

\[
\sigma^{adj.}_i = 0
\]

where \( \text{Adj.} \bar{g}_i \) is the adjusted overall effect size in the \( i \)th first-order meta-analysis, \( \bar{g}_i \) is the naïve overall effect size, \( PB_i \) is publication bias in the \( i \)th first-order meta-analysis, \( PF_i \) is placebo effects in the \( i \)th first-order meta-analysis, \( \tau^{adj.}_i \) is the amount of true heterogeneity in the \( i \)th first-order meta-analysis with adjusted overall effect sizes, and \( \sigma^{adj.}_i \) is the true variance between first-order adjusted overall effect sizes.

Beyond first- and second-order meta-analytic evidence on cognitive training, the observed lack of generalized cognitive benefits is consistent with a well-established corpus of findings in other disciplines. For example, although education is positively associated with scores on cognitive tests, its impact on general intelligence or domain-general cognitive skills appears to be modest (Detterman, 2016; Finn et al., 2014; Mosing, Madison, Pedersen, & Ullén, 2016; Ritchie et al., 2015), yet relatively consistent (Ritchie & Tucker-Drob, 2018). If even years of mentally challenging activities in school exert only a small effect on people’s overall cognitive ability, it is hard to see how a few weeks (or months) of cognitive training can lead to more appreciable benefits. Also, as seen earlier, research into learning and the psychology of expertise has repeatedly shown that far transfer is rare because skill acquisition relies on domain-specific perceptual and conceptual information (Ericsson & Charness, 1994; Gobet, 2016). Furthermore, other non-cognitive-training-based interventions too have failed to induce appreciable generalized effects (e.g., Berggren, Nilsson, Brehmer, Schmiedek, & Lövdén, 2018; Sisk, Burgoyne, Sun, Butler, & Macnamara, 2018). Put together, the convergent insights from different fields of scientific research about far transfer represent a successful example of triangulation.

### Table 12: Second-order meta-analysis with the corrected overall effect sizes (only active control groups) in Model 3.

<table>
<thead>
<tr>
<th>Population</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WM (TD Children)</td>
<td>15</td>
<td>0.01</td>
<td>0.064</td>
<td>0.000</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WM (LD Children)</td>
<td>12</td>
<td>0.02</td>
<td>0.111</td>
<td>0.000</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WM (Adults)</td>
<td>27</td>
<td>–0.01</td>
<td>0.217</td>
<td>0.000</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WM (Older Adults)</td>
<td>16</td>
<td>0.01</td>
<td>0.009</td>
<td>0.000</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Action VG (Adults)</td>
<td>34</td>
<td>–0.01</td>
<td>0.107</td>
<td>0.011</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Action VG (Adults)</td>
<td>6</td>
<td>0.00</td>
<td>0.033</td>
<td>0.000</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VG (Older Adults)</td>
<td>4</td>
<td>–0.03</td>
<td>0.033</td>
<td>0.000</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Music (TD Children)</td>
<td>17</td>
<td>–0.02</td>
<td>0.055</td>
<td>0.012</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chess (TD Children)</td>
<td>3</td>
<td>0.01</td>
<td>0.032</td>
<td>0.000</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exergames (Older Adults)</td>
<td>8</td>
<td>–0.02</td>
<td>0.072</td>
<td>0.000</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: See Note to Table 1 for abbreviations.
(Campbell & Fiske, 1959; Munafò & Smith, 2018), and lead us towards the conclusion that while human cognition is malleable to training, the benefits are, to a large extent, domain-specific.

Moreover, domain-specific benefits such as the near-transfer effects observed in Model 1 do not necessarily imply that the participants’ memory-related cognitive skills have improved. Certainly, this is a possible explanation: the observed near-transfer effects might represent true cognitive enhancement (e.g., increased WM capacity). However, WM training may simply make participants more able to perform a certain typology of tasks. Shipstead, et al. (2012) have observed that even those tasks that are not usually part of training regimens (e.g., complex span tasks) share some amount of overlap with the trained tasks (e.g., simple-span tasks). Thus, people undergoing WM training may just acquire the ability to perform near-transfer tasks slightly better than controls. This interpretation is in line with the absence of far-transfer effects. In fact, WM capacity is an important predictor of job and academic performance and is highly correlated with fluid reasoning. Also, deficits in WM capacity are comorbid with several learning disabilities (e.g., Swanson, 2006). Enhanced WM capacity is expected to make information processing more efficient, which, in turn, should lead to broad benefits in other domains of cognition. Thus, if WM training program enhanced the participants’ WM capacity, improvements in other cognitive and academic tasks should occur. However, this does not seem to be the case. Thus, in line with Shipstead et al. (2012), our opinion is that near-transfer effects do not represent true cognitive enhancement. That being said, the topic deserves further investigation.

Overall, the implications are profound. From the theoretical point of view, those theories of human cognition predicting minimal or no far transfer of skills are corroborated by our findings (e.g., chunking-based theories; for a review, see Gobet, 2016). Conversely, those theories predicting the generalization of skills acquired by training across multiple domains are refuted (e.g., Bavelier, Green, Pouget, & Schrater, 2012; Jaeggi et al., 2008; Tierney, Krizman, & Kraus, 2015). Regarding practical implications, the obvious conclusion is that, to date, professional and educational curricula should focus on domain-specific knowledge rather than general and allegedly transferable skills.

Limitations

As noted in the General Method section, none of the first-order meta-analyses included effects that were corrected for measurement error. However, we think that the practical consequences of this flaw are negligible, especially in Models 2 and 3. In fact, pretty much all the uncorrected and corrected far-transfer overall effects were close or equal to zero. Thus, applying such a correction would leave all these estimates virtually unaltered. Interestingly, correcting for measurement error would increase the effect sizes’ sampling error variances and, consequently, reduce the total amount of between-study true heterogeneity (when any). Thus, the actual heterogeneity is probably even smaller than the one observed in some of the models.

A second limitation concerns the choice of the most appropriate corrected estimate to be included in the second-order meta-analytic models. As seen, our criterion is based on the PET: if the PET-corrected estimate is not significantly ($p < .100$, one-tailed) positive, we select the estimate that is the closest to zero. In our opinion, this criterion is sensible and reflects the rationale of PET (Stanley, 2017). Furthermore, the fact that none of the PET-corrected estimates in Models 2 and 3 were both positive and statistically ($p < .100$, one-tailed) different from zero represents substantial evidence in favor of our hypothesis (i.e., no far transfer regardless of population and training regimen). However, when the PET appeared to overcorrect (especially in Model 1), we preferred the PEESE or trim-and-fill estimates. That being said, preferring a corrected estimate over another one always implies a certain degree of arbitrariness that is impossible to rule out completely, especially because the true mechanism introducing the bias (e.g., selective reporting and $p$ hacking) is unknown. In any case, given the high degree of consistency observed across the findings, we expect the overall results to essentially remain the same regardless of the publication-bias corrected estimate employed. Moreover, the impact of publication bias on the overall results appears to be somewhat limited. In all the three Models (Tables 1–12), the publication-bias corrected grand means do not differ from the uncorrected estimates for more than 0.10 standardized mean differences (0.05 in the models including only active comparisons). Thus, using other publication-bias detection techniques would produce negligible differences.

Third, the selection of some of the first-order meta-analyses is, to a certain degree, arbitrary too. Specifically, along with Melby-Lervåg et al. (2016) and Sala and Gobet (2017b), several other recent meta-analyses examining the effects of WM training have been carried out (e.g., Au et al., 2015; Soveri, Antfolk, Karlsson, Salo, & Laine, 2017). These meta-analyses are substantially in line with our conclusions. Soveri et al. (2017) report no far-transfer effects in healthy adults. Au et al. (2015) claim that $n$-back training has a small overall positive impact ($\bar{g} = 0.24$) on fluid intelligence. However, this effect disappears in studies using active control groups (Dougherty, Hamovits, & Tidwell, 2016). A similar consideration applies to action video-game training. Along with Sala et al. (2018b), another meta-analysis examining the effects of action video-game training has been carried out recently (Bediou et al., 2018). While reporting a small to medium overall effect size ($\bar{g} = 0.34$), this meta-analysis shows a highly asymmetrical distribution of the effect sizes which suggests that the uncorrected overall effect is an overestimation. This conclusion is upheld by the results of the two publication bias analyses (trim-and-fill and PET-PEESE) included in the original article. Thus, we think that our findings are robust regardless of the particular meta-analytic study selected for our second-order meta-analyses.

Finally, another issue concerns the limited total number of primary studies included in some of the first-order
meta-analyses (e.g., video-games in older adults, chess, and exergames). Small number of effect sizes provides less accurate estimates (large standard errors) and limits the power of publication bias analysis. This problem cannot be overcome until new experiments have been carried out. Nonetheless, the results provided by the omnibus meta-analyses, which do not suffer from low statistical power, confirm the results of the first-order and second-order meta-analyses.

Conclusions and Recommendation for Future Research

This study aimed to examine, using second-order meta-analysis, to what extent cognitive-training programs induce near-transfer and far-transfer effects. Near transfer occurs in all the examined populations but, interestingly, young populations seem to benefit from the treatment (i.e., WM training) more than adult populations. It is also worth remembering that the observed near transfer probably reflects an improvement in the ability to perform memory tasks rather than enhanced cognitive function (Shipstead et al., 2012). On the other hand, there is no evidence of far transfer regardless of the population and type of cognitive-training program. These findings are consistent with substantial research into education, skill acquisition, and expert performance.

Despite being a trivial caveat, it is worth mentioning that, strictly speaking, our findings apply only to the populations and training programs examined. We cannot exclude that alternative cognitive-training programs may provide appreciable cognitive benefits in some special populations (e.g., cancer survivors). That being said, we think that the lack of far transfer is an invariant in human cognition, at least with regard to the general population, regardless of age and population types (e.g., LD children).

Further research is required to extend the present second-order meta-analytic investigation in order to test our hypothesis. First, the investigation should include a meta-analysis of brain-training programs. To our knowledge, no eligible first-order meta-analysis on the topic has been published so far. For example, meta-analytic investigations about brain-training programs usually include other cognitive-training programs such as WM training or action video-game training (e.g., Mewborn, Lindbergh, & Miller, 2017). Thus, adding such a meta-analysis would violate the assumption of statistical independence between studies. It is worth noting that, in line with our conclusions, Simons et al. (2016) have concluded that no convincing evidence of far transfer has been provided by brain-training experimental studies so far (see also Rebok et al., 2014). Nonetheless, a meta-analysis examining both near- and far-transfer effects of brain-training programs would provide valuable additional information to test this claim further.

Second, novel cognitive-training programs have been designed in recent years (e.g., Daugherty et al., 2018), and new studies analyzing the effect of old cognitive-training programs on different populations are being currently (or have just been) carried out (e.g., action video-game training for dyslexic children; Franceschini et al., 2017). Once the number of experimental studies is sufficient to run additional first-order meta-analyses, it will be possible to carry out more extensive second-order meta-analytic models. The same applies to those studies about the effects of cognitive-training programs on those populations that are included in our analyses. New primary studies will contribute to the updating of the first- and second-order meta-analyses.

Finally, the current paper has shown that second-order meta-analysis is a powerful tool for settling debates in the behavioral sciences. In our case, it has unambiguously showed that, when publication bias and placebo effects are controlled for, presumed far-transfer effects of cognitive training vanish, between-meta-analyses heterogeneity dissolves, and true variance between first-order adjusted overall effect sizes disappears. Once the debates and controversies about the effects of cognitive training are reined by second-order meta-analysis, everything is distilled to a parsimonious answer and a single number: zero.
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Notes

1 It must be observed that there are no established guidelines (e.g., PRISMA) for selecting first-order meta-analyses in second-order meta-analysis. We thus used those criteria that we thought most sensible and suitable in this particular case.

2 The only exception is the meta-analysis of exergame training. In this field, the active controls usually consist of participants involved in physical activities. For more details, see Model 3.

3 We postulated that the true transfer effect of a training program could not be negative.

4 The alpha was set at 0.100 (rather than 0.050) to make analyses more conservative (i.e., potential influential cases more likely to be excluded) and reliable (i.e., the less heterogeneity, the more trustworthy corrected estimates).

5 Unless specified otherwise, the reported $p$-values are two-tailed.

6 It is worth noting that the results we report here are sometimes different from the ones presented in the original meta-analyses. This happened for two main reasons, in addition to the exclusion of some studies. First, in the original publications, the authors used different methods to model nested effect sizes. For example, in some cases the authors (a) applied no correction with either merged or unmerged effects (Melby-Lervåg et al., 2016; Sala & Gobet, 2016; Stanmore et al., 2017), (b) applied corrections based on Cheung and Chan’s (2004, 2008) method (Sala & Gobet, 2017b, c; Sala et al., 2018), or (c) used robust variance estimation (Sala et al., 2018). Second, the original meta-analyses employed different publication-bias detection techniques (e.g., $p$-curve, selection models, and trim-and-fill). Despite these differences, in most of the cases both uncorrected and corrected
estimates are very close to the ones reported in the original meta-analyses. The only significant exception is Stanmore et al. (2017). This meta-analysis, however, shows a highly asymmetrical distribution of the effect sizes suggesting the presence of severe publication bias.
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