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The frequency with which the first fit placement policy chooses the best possible hole size is investigated, together with the mean time taken to scan the free store list. These results are compared with the performance of an optimal placement policy first proposed by Campbell. The results indicate that first fit performs better than the optimal policy in both respects. This is due to the tendency of first fit to arrange the segments in size order.

INTRODUCTION

The problem of organizing a free storage area containing arbitrary sized units occurs in purely segmented virtual memory systems, Algol 68 heap storage and many other list processing situations. The majority of published work relating to this problem is directly concerned with the virtual memory application, where segments of differing sizes must be placed on demand. Management of such storage areas is achieved by ‘placement’ and ‘replacement’ policies. Most schemes result in the fragmentation of free storage into a series of holes interspersed between the segments. The placement scheme has to choose a hole which is at least as large as the incoming segment. When placement fails, the replacement scheme removes segments, considered least likely to be of immediate future value, until sufficient space has been liberated to facilitate placement. A good review of these policies may be found in Denning. 1

Two placement schemes that have received much attention are best fit (BF) and first fit (FF). Knuth reported that BF was unsuitable as it created many small holes which could not be employed in future placements. 2 He also reasoned that the number of holes would on average tend to half the number of segments (Knuth’s 50% rule). The rule has been shown to apply reasonably well to both BF and FF, 3, 4 which suggests that the total unused memory obtained with BF will be lower than that of FF. This is true apart from unusual situations which results in Knuth’s criticism of BF being a recommendation in disguise. 5 The early work on virtual memory systems contains many examples of false logic and unsupported hypotheses.

As FF scans the list of holes in address order, Denning suggested that the early part of the list would comprise very small holes, 1 thus unnecessarily increasing the mean search length. He proposed a modified form of the algorithm called next fit which commenced the search from an incrementally progressive point within a circular hole list. This was later found to destroy a most useful hole list. This was later found to destroy a most useful

ordering later discovered by Shore enables FF to select the segments in size order.

The cyclist then selects the next hotel which is better than any seen so far. The probability of this being the best hotel is given by

\[
p = \frac{k - 1}{N} \sum_{m=k}^{N} \frac{1}{m(m-1)}
\]

This tends to \(1/e = 0.368\) as \(N\) tends to infinity. Campbell states that this is much better than the success rate of FF, which he incorrectly predicts will produce a best fit probability of \(1/N\).

There are two problems with Campbell’s assumptions. First, the two problems are only isomorphic if some of the holes are fully booked, since some of the holes will be too small to accommodate the segment being placed. The more important problem is that the ordering property improves the performance of FF considerably.

SIMULATION STUDIES WITH FIRST FIT

A simulation was performed employing Knuth’s model. 2 On each step of the simulation a new segment of size \(S\) and lifetime \(L\) is introduced. After \(L\) subsequent steps the segment is removed. The model was run at low levels of contention to avoid overflow when a placement could not be made. For the experiments reported here the model was run with a memory size of \(M = 1024\) words.
and with uniform random segment size and lifetime, \(0 < S \leq S_{\text{max}}\), \(0 < L \leq L_{\text{max}}\). Figure 1 illustrates the segment size ordering effect of FF. The model was run for 1000 steps and snap-shots of the store were taken every 100 steps, and the mean size of segments and holes computed for each store position. Figure 1 suggests a linear relationship between segment size and store position, but this is only likely for uniform random segment size distribution and \(S_{\text{max}} \ll M\). The hole sizes do not follow such a linear trend, but the ordering property is clearly evident in Fig. 2.

These experiments also revealed that FF tends to choose the best fit hole much more frequently than predicted by Campbell. Table 1 gives the mean search length and the best fit frequency of FF. It is seen that the best fit frequency of FF is considerably higher than \(1/N\), and rather better than that of the optimal scheme.

**SEARCH LENGTH**

The optimal placement scheme passes \(k - 1\) holes before beginning the selection process. The total scan length may be estimated as follows. If there are \(N\) distinct hole sizes, all of which are sufficiently large to accommodate the incoming segment, then the probability that the \(k_{th}\) hole is as good or better than any of the previous \(k - 1\) is

\[
P_k = \frac{1}{N^k} \sum_{i=k}^{N-1} i^{k-1}
\]

The probability of a search of \(d\) extra holes is then given by the geometric distribution, \(P_{k+d} = q_k^{d-1} - p_k\) where \(q_k = 1 - p_k\). The mean extra search length is then \(1/p_k\). For 10 different hole sizes, \(k \geq 4\) and the mean extra search length is 4.94, giving a total search length of at least 8.

**CONCLUSIONS**

Simulation experiments with first fit have indicated that the frequency of best fit placements and the search length of the free storage list are better than those obtained by the optimal policy proposed by Campbell. The advantage is due to the segment size ordering effect of first fit noted by Shore.
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