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Basic Methods for Sensitivity Analysis of Biases

SANDER GREENLAND

Despite the importance of systematic errors and biases, quantitative methods that take account of these biases have seen much less development than methods for addressing random error. There are at least two reasons for this. First, until recently, randomized experiments supplied most of the impetus for statistical developments. These experiments were concentrated in agriculture, manufacturing, and clinical medicine, and often could be designed in such a way that systematic errors played little role in the final results. The second reason for the limited development of methods for addressing bias is more fundamental: Most biases can be fully analysed only if certain additional 'validation' data are available, but such data are not usually collected and are often very limited when they are available. As a result, investigators must resort to less satisfactory partial analyses, or eschew any quantitative assessment of bias.

Quantitative assessments of bias can provide valuable insight into the importance of various sources of error, and can help one better assess the uncertainty of study results. Such assessments may demonstrate that certain sources of bias cannot plausibly explain a study result, or that a bias explanation cannot be ruled out. Here I review some basic methods for such assessment. Because methods for bias assessment are not available in packaged programs, the review focuses on a few methods that can be carried out with a hand calculator. While more advanced methods are available, they have seen almost no published applications, and this will undoubtedly remain the case until major software packages incorporate them. Until that time, I believe that the methods given here will constitute the most practical approaches.

Analyses of Confounding

Suppose one conducts an analysis of an exposure X and a disease D, adjusting for the recorded confounders, but one is aware of an unmeasured potential confounder. For example, in a case-control analysis of occupational exposure to resin systems (resins) and lung cancer mortality among male transformer assembly workers, the authors could adjust for age and year of death but had no data on smoking. Upon control of age and year at death, a positive association was observed for resins exposure and lung cancer mortality (Odds Ratio [OR] = 1.77, 95% confidence interval [CI] = 1.18–2.64). What role could confounding by smoking have played in this observation?

For simplicity, suppose resin exposure and smoking are measured as simple dichotomies: X = 1 for resin exposed, 0 otherwise; Z = 1 for smoker, 0 otherwise. There is no reason to suspect that resins workers would have smoked more than other workers in the study. Nonetheless, we might wish to know how large the...
resins-smoking association would have to be so that control of smoking would have removed the resins-lung cancer association. The answer to this question depends on a number of things, among them: 1) The resins-specific associations of smoking with lung cancer risk (i.e. the associations within levels of resins exposure), 2) the resins-specific prevalences of smoking among the controls, and 3) the prevalence of resins exposure among the controls. The latter (resins) prevalence is observed, but we can only speculate about the first two quantities.

It is this speculation, or educated guessing, that forms the basis for sensitivity analysis. One may assume various plausible combinations of values for the smoking-lung cancer association and resins-specific smoking prevalences, and see what sorts of values result for the smoking-adjusted resins-lung cancer association. If all the latter values are substantial, one would have a basis for doubting that the unadjusted resins-lung cancer association is due to confounding by smoking. Otherwise, one has to admit confounding by smoking as a plausible explanation for the observed resins-lung cancer association.

To limit the calculations, I will use the crude data in Table 1 for illustration. Fortunately, there was no evidence of important confounding by age or year in these data, probably because the controls were selected from other chronic disease deaths. For example, the crude OR was 1.76 versus an adjusted OR of 1.77. If it were necessary to stratify on a confounder, however, one would have to repeat the computations given below for each stratum and then combine the results across strata.

Consider the general notation for the expected stratified data given in Table 2. One can use known values of the stratum-specific prevalences to fill in this table and solve for the assumed common OR relating exposure to disease,

$$\text{OR}_{DX} = \frac{A_{11}B_0 - A_0B_{11}}{A_{01}B_0 - A_0B_{01}}$$

Suppose the smoking prevalences among the exposed and unexposed populations are estimated or assumed to be $P_Z$ and $P_{Z0}$ and the odds ratio relating the confounder and disease within levels of exposure is $\text{OR}_{DZ}$. Assuming the control group is representative of the source population, one sets $B_{11} = P_ZB_1$ and $B_{01} = P_{Z0}B_0$. Next, to find $A_{11}$ and $A_{01}$, one solves the pair of equations:

$$\text{OR}_{DZ} = \frac{A_{11}(B_{11} - B_{10})}{(A_{11} - A_{10})B_{11}}$$

and

$$\frac{\text{OR}_{DZ} = \frac{A_{01}(B_{01} - B_{00})}{(A_{01} - A_{00})B_{01}}.}$$

These have solutions

$$A_{11} = \frac{\text{OR}_{DZ}A_{11}B_{11}}{(\text{OR}_{DZ}B_{11} + B_{11} - B_{10})}$$

and

$$A_{01} = \frac{\text{OR}_{DZ}A_{01}B_{01}}{(\text{OR}_{DZ}B_{01} + B_{01} - B_{00}).}$$

Having obtained $A_{11}$, $A_{01}$, $B_{11}$, and $B_{01}$, one can simply plug these numbers into Table 2 and directly compute the exposure disease odds ratios $\text{OR}_{DX}$. The answers from each smoking stratum should agree, and both should be computed to check the computations.

The preceding estimate of $\text{OR}_{DX}$ is sometimes said to be 'indirectly adjusted' for $Z$, because it is the estimate of $\text{OR}_{DX}$ that one would obtain if one had data on the confounder $Z$ and disease $D$ that displayed the assumed prevalences and confounder odds ratio $\text{OR}_{DZ}$. A more precise term for the resulting estimate of $\text{OR}_{DX}$ is 'externally adjusted', because it makes use of an estimate of $\text{OR}_{DZ}$ obtained from sources external to the study data. The prevalences must also

Table 1

<table>
<thead>
<tr>
<th>$X = 1$</th>
<th>$X = 0$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases</td>
<td>$A_{11} = 45$</td>
<td>$A_{01} = 94$</td>
</tr>
<tr>
<td>Controls</td>
<td>$B_{11} = 257$</td>
<td>$B_{01} = 945$</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>$Z = 1$</th>
<th>$Z = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X = 1$</td>
<td>$X = 0$</td>
</tr>
<tr>
<td>Cases</td>
<td>$A_{11}$</td>
</tr>
<tr>
<td>Controls</td>
<td>$B_{11}$</td>
</tr>
<tr>
<td>$A_{11} - A_{10}$</td>
<td>$A_{01} - A_{00}$</td>
</tr>
</tbody>
</table>
SENSITIVITY ANALYSES OF BIASES

be obtained externally; occasionally (and preferably) they may be obtained from a survey of the underlying source population from which the subjects were selected. (Because I assumed the OR are constant across strata, the results do not depend on the exposure prevalence.)

To illustrate external adjustment with the data in Table 1, suppose that the smoking prevalences among the resins exposed and unexposed were 70% and 50%. Then

\[ B_{11} = P_{Z2}B_{1+} = 0.70(257) = 179.9 \]

and

\[ B_{01} = P_{Z0}B_{0+} = 0.50(945) = 472.5. \]

Taking \( OR_{DZ} = 5 \) for the resins-specific smoking-lung-cancer OR, equations 1 and 2 yield

\[ A_{11} = 5(45)179.9/ [5(179.9) + 257 - 179.9] = 41.45 \]

and

\[ A_{01} = 5(94)472.5/ [5(472.5) + 945 - 472.5] = 78.33. \]

Plugging these results into Table 2 we get the stratum-specific resins-lung cancer OR

\[ OR_{DX} = \frac{41.45(472.5)}{179.9 (78.33)} = 1.39 \]

and

\[ OR_{DX} = \frac{(45 - 41.45)(945 - 472.5)}{(257 - 179.9)(94 - 78.33)} = 1.39, \]

which agree (as they should). We see that smoking confounding could account for much but not most of the crude resins odds ratio under the assumed values of \( OR_{DZ}, P_{Z1}, \) and \( P_{Z0}. \)

For a sensitivity analysis, we repeat the above external adjustment process using other plausible values for the prevalences and the confounder effect. Table 3 presents a summary of results using other values for the resins-specific smoking prevalences and the smoking OR. The Table also gives the smoking-resins OR

\[ OR_{xz} = P_{Z1}(1- P_{Z0})/(1 - P_{Z1})P_{Z0}. \]

It is apparent that there must be a substantial exposure-smoking association to remove most of the exposure-cancer association. Since there was no reason to expect an exposure-smoking association at all, Table 3 supports the notion that the observed resins-cancer association is probably not entirely due to confounding by the dichotomous smoking variable. (The above analysis does not fully address confounding by smoking, however; to do so would require consideration of a polytomous smoking variable.)

The above method readily extends to cohort studies. For data with person-time denominators \( T_{ji} \), we use the \( T_{ji} \) in place of the control counts \( B_{ji} \) in the above formulas to obtain an externally adjusted rate ratio. For data with count denominators \( N_{ji} \), we use the \( N_{ji} \) in place of the \( B_{ji} \) to obtain an externally adjusted risk ratio.

The basic idea of sensitivity analysis and external adjustment for confounding by dichotomous variables was initially developed by Cornfield et al.\(^2\) and further elaborated by Bross,\(^3\) Schlesselman,\(^5\) Yanagawa,\(^6\) Axelson and Steenland,\(^7\) and Gail et al.\(^8\) (see also the correction to Schlesselman by Simon\(^9\)). Extensions of these approaches to multiple-level confounders have also been developed.\(^10\)-\(^12\) Although most of these methods assume the OR or risk ratios are constant across strata, it is possible to base external adjustment on other assumptions.\(^8\)

<table>
<thead>
<tr>
<th>( P_{Z1} )</th>
<th>( P_{Z0} )</th>
<th>( OR_{xz} )</th>
<th>( OR_{DX} )</th>
<th>( OR_{DX} )</th>
<th>( OR_{DX} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.40</td>
<td>0.30</td>
<td>1.56</td>
<td>1.54</td>
<td>1.49</td>
<td>1.53</td>
</tr>
<tr>
<td>0.55</td>
<td>0.45</td>
<td>1.49</td>
<td>1.57</td>
<td>1.42</td>
<td>1.53</td>
</tr>
<tr>
<td>0.70</td>
<td>0.60</td>
<td>1.56</td>
<td>1.26</td>
<td>1.27</td>
<td>1.24</td>
</tr>
<tr>
<td>0.45</td>
<td>0.25</td>
<td>2.45</td>
<td>1.35</td>
<td>1.35</td>
<td>1.33</td>
</tr>
<tr>
<td>0.60</td>
<td>0.40</td>
<td>2.25</td>
<td>1.41</td>
<td>1.35</td>
<td>1.33</td>
</tr>
<tr>
<td>0.75</td>
<td>0.55</td>
<td>2.45</td>
<td>1.35</td>
<td>1.35</td>
<td>1.33</td>
</tr>
</tbody>
</table>

\(^8\) Table 3  Sensitivity of externally adjusted resins-cancer odds ratio \( OR_{DX} \) to choice of \( P_{Z1} \) and \( P_{Z0} \) (smoking prevalences among exposed and unexposed), and \( OR_{DZ} \) (resins-specific smoking-cancer odds ratio).
Analyses of Misclassification

Nearly all epidemiological studies suffer from some degree of measurement error, which is usually referred to as classification error or misclassification when the variables are discrete. The impact of even modest amounts of error can be profound, yet rarely is the error quantified. A formal analysis of elementary situations can be done, however, using basic algebra, and more extensive analyses can be done using a computer package or language that performs matrix algebra routines (such as GAUSS, MATLAB, SAS, and S-Plus).

I will here focus on the elementary methods for dichotomous variables, which can reveal much about the bias due to misclassification. I will then briefly discuss methods that allow use of validation study data, in which classification rates are themselves estimated from a sample of study subjects.

Consider first the estimation of exposure prevalence from a single sample of subjects (such as a control series). Define

\[ X = 1 \text{ if exposed, } 0 \text{ if not} \]
\[ X^* = 1 \text{ if classified as exposed, } 0 \text{ if not.} \]

We then have the following four probabilities:

\[ Se = \text{probability someone exposed is classified as exposed} = \Pr(X^* = 1 \mid X = 1) \]
\[ Fn = \text{probability someone exposed is classified as unexposed} = \Pr(X^* = 0 \mid X = 1) = 1 - Se \]
\[ Sp = \text{probability someone unexposed is classified as unexposed} = \Pr(X^* = 0 \mid X = 0) \]
\[ Fp = \text{probability someone unexposed is classified as exposed} = \Pr(X^* = 1 \mid X = 0) = 1 - Sp. \]

Suppose \( B_1 \) subjects are truly exposed and \( B_0 \) subjects are truly unexposed. Then

\[ B_1^* = \text{Expected number of subjects classified as exposed} = SeB_1 + FpB_0 \]  
\[ B_0^* = \text{Expected number of subjects classified as unexposed} = FnB_1 + SpB_0. \]

Note that \( Se + Fn = Sp + Fp = 1 \), and so the total is unchanged by the misclassification:

\[ M_0 = B_1 + B_0 = (Se + Fn)B_1 + (Sp + Fp)B_0 \]
\[ = SeB_1 + FpB_0 + FnB_1 + SpB_0 = B_1^* + B_0^*. \]

In most studies, one observes only the misclassified counts \( B_1^* \) and \( B_0^* \). If we assume that the sensitivity and specificity are equal to \( Se \) and \( Sp \) (with \( Fn = 1 - Se \) and \( Fp = 1 - Sp \)), we can estimate \( B_1 \) and \( B_0 \) by solving equations 3 and 4. From equation 4, we get

\[ B_0 = (B_0^* - FnB_1)/Sp. \]

We can substitute the right side of this equation for \( B_0 \) in equation 4, which yields

\[ B_1^* = SeB_1 + Fp(B_0^* - FnB_1)/Sp \]

which we then solve for \( B_1 \) to get

\[ B_1 = (SpB_1^* - FpB_0^*)/(SeSp - FnFp). \]

Finally, we get \( B_0 = M_0 - B_1 \).

Three important points should be noted about these results:

1) The \( B_1 \) and \( B_0 \) are only estimates obtained under the assumption that the true sensitivity and specificity are \( Se \) and \( Sp \). To make this clear, we should have denoted the solutions by \( \hat{B}_1 \) and \( \hat{B}_0 \); for notational simplicity, we have not done so.

2) These solutions will be undefined if \( SeSp = FnFp \), and will be negative if \( SeSp < FnFp \). The latter result means that the classification method (with sensitivity \( Se \) and specificity \( Sp \)) is worse than random, in the sense that simply tossing a coin (even an unfair one) to classify people as exposed or unexposed would do better. Tossing a coin to classify subjects would yield the same probability of being classified as exposed or unexposed regardless of true exposure, so that \( Se = Fp, Sp = Fn \), and hence \( SeSp = FnFp \).

3) If one has reasonable estimates of the predictive values for the exposure measurement, as when one has an internal validation study, it can be better to perform the analysis using those values. This point will be discussed below.

In most situations, one can assume that a classification (measurement) is better than random. Sensitivity analysis for exposure classification then proceeds by applying formula 5 for various pairs \( Se \) and \( Sp \) to the non-case data \( B_1^* \) and \( B_0^* \), and by applying the analogous
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Table 4. Corrected resins-lung cancer mortality odds ratios (OR\textsubscript{DX}) under various assumptions about the resins exposure sensitivity (Se) and specificity (Sp) among cases and controls

<table>
<thead>
<tr>
<th>Cases</th>
<th>Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Se</td>
<td>Sp</td>
</tr>
<tr>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>0.80</td>
<td>0.90</td>
</tr>
<tr>
<td>0.90</td>
<td>0.80</td>
</tr>
<tr>
<td>0.80</td>
<td>0.80</td>
</tr>
</tbody>
</table>

*Non-differential misclassification.

formulas to estimate \(A_1\) and \(A_0\) from the observed (misclassified) case counts \(A_1^*\) and \(A_0^*\):

\[
A_1 = \frac{S_p A_1^* - F_p A_0^*}{S_p S_p - F_n F_p}, \tag{6}
\]

from which it follows that \(A_0 = M_1 - A_1\), where \(M_1\) is the observed case total. These formulas may be applied to case-control, closed-cohort, or prevalence-survey data. For person-time follow-up data, formula 5 has to be modified by substituting \(T_1, T_0, T_1^*,\) and \(T_0^*\) for \(B_1, B_0, B_1^*\) and \(B_0^*\). The formulas may be applied within strata of confounders as well. After application of the formulas, one may compute 'corrected' stratum-specific and summary effect estimates from the estimated true counts. Finally, one tabulates the corrected estimates obtained by using different pairs (Se, Sp), and thus obtains a picture of how sensitive the results are to various degrees of misclassification.

In the above description, I assumed that the misclassification was non-differential, that is, the same values of Se and Sp applied to both the cases (equation 6) and the non-cases (equation 5). This may be a reasonable assumption in many cohort studies, although it is not guaranteed to hold. It is less often reasonable in case-control studies; for example, if cases are more likely to recall exposure (correctly or falsely) than controls, the sensitivity will be higher or the specificity lower for cases relative to controls. When differential misclassification is suspected, one can simply extend the sensitivity analysis by calculating results in which different values of Se and Sp are used for cases and non-cases.

As a numerical example, let us correct the resins-lung cancer data in Table 1 under the assumption that the case sensitivity and specificity are 0.9 and 0.8, and the control sensitivity and specificity are 0.8 and 0.8. This assumption means that exposure detection was somewhat better for cases. (Because this was a record-based study with other cases as controls, it seems unlikely that the actual study would have had such differential misclassification.) From equations 5 and 6 we get

\[
B_1 = \frac{[0.8(257) - 0.2(945)]/[0.8(0.8) - 0.2(0.2)]}{27.67} = 24.57
\]

\[
B_0 = 1202 - 27.67 = 1174.33
\]

\[
A_1 = \frac{[0.8(45) - 0.2(94)]/[0.9(0.8) - 0.1(0.2)]}{24.57} = 24.57
\]

\[
A_0 = 139 - 24.57 = 114.43.
\]

These yield a corrected OR of 24.57(114.33)/114.43(27.67) = 9.1. This value is much higher than the uncorrected OR of 1.8, despite the fact that exposure detection was better for cases.

By repeating the preceding calculation, we obtain a resins-misclassification sensitivity analysis for the data in Table 1. Table 4 provides a summary of the results of this analysis.

As can be seen, under non-differential misclassification, the corrected OR estimates are always further from the null than the uncorrected estimate computed directly from the data (which corresponds to the corrected estimate assuming Se = Sp = 1, no misclassification). This result reflects the fact that, if the exposure is dichotomous, the misclassification is non-differential, and nothing else is misclassified, the bias produced by misclassification is always towards the null. We caution, however, that this rule does not automatically extend to situations in which other variables are misclassified or the exposure is polytomous.

Table 4 also illustrates that, even if one assumes cases are always more likely to be classified as exposed than non-cases, the corrected estimates may be higher than the uncorrected estimate. This outcome reflects the fact that recall bias does not always result in an upwardly biased OR. It is also apparent that the specificity is a much more powerful determinant of the observed
OR than is the sensitivity in this example; this is because the exposure prevalence is low. Finally, the example shows that the uncertainty in results due to the uncertainty about the classification probabilities can easily overwhelm statistical uncertainty: The uncorrected confidence interval in the example extends from 1.2 to 2.6, whereas the misclassification-corrected OR range above 10 if we allow specificities as low as 0.8, even if we assume the misclassification is non-differential.

Disease misclassification. Consider first the estimation of the incidence proportion from a closed cohort or prevalence from a cross-sectional sample. The above formulas can then be directly adapted by redefining Se, Fn, Sp, and Fp to refer to disease: Let

\[ D = 1 \text{ if diseased, } 0 \text{ if not} \]
\[ D^* = 1 \text{ if classified as diseased, } 0 \text{ if not} \]
\[ Se = \text{Probability someone diseased is classified as diseased} \]
\[ = \text{Disease sensitivity } = Pr(D^* = 1 | D = 1) \]
\[ Fn = \text{False-negative probability } = 1 - Se \]
\[ Sp = \text{Probability someone non-diseased is classified as non-diseased} \]
\[ = \text{Disease specificity } = Pr(D^* = 0 | D = 0) \]
\[ Fp = \text{False-positive probability } = 1 - Sp. \]

Suppose A and B are the true number of diseased and nondiseased subjects, and A* and B* are the numbers classified as diseased and non-diseased. Then equations 3, 4 and 5 give the expected relations between A, B and A*, B* with A, B replacing B,, B o, A*, B* replacing B,, B o*, and N = A + B = A* + B* replacing M o. With these changes, equation 5 becomes

\[ A = (SpA^* - FpB^*)/(SeSp - FnFp), \]  
(7)

and B = N – A. These equations can be solved separately to different exposure cohorts and within strata, and ‘corrected’ summary estimates can then be computed from the corrected counts. Results of repeated application of this process for different pairs of Se, Sp can be tabulated to provide a sensitivity analysis. Also, the pair Se, Sp can either be kept the same across exposure cohorts (non-differential disease misclassification) or allowed to vary across cohorts (differential misclassification).

The situation is not quite the same for person-time follow-up data. Here, one must replace the specificity Sp and false-positive probability Fp with a different concept, that of the False-positive rate, Fr:

\[ Fr = \text{No. of false-positive diagnoses (noncases diagnosed as cases) per unit person-time}. \]

We then have

\[ A^* = SeA + FrT \]  
(8)

where T is the true person-time at risk. Also, false-negatives (of which there are FnA) will inflate the observed person-time T*, how much depends on how long the false negatives are followed. Unless the disease is very common, however, the false negatives will add relatively little person-time and one can take T to be approximately T*. Upon doing so, one need only solve equation 8 for A:

\[ A = (A^* - FrT*)/Se, \]  
(9)

and then get a corrected rate \( A/T^* \). Sensitivity analysis proceeds (similarly to before) by applying equation 9 to the different exposure cohorts, computing corrected summary measures, and repeating this process for various combinations of Se and Fr (which may vary across subcohorts).

The preceding analysis of follow-up data is simplistic, in that it does not account for possible effects if exposure accelerates or decelerates the time from incidence to diagnosis. As discussed elsewhere, these effects (which can be subtle) have generally not been correctly analysed in the medical literature.

Often studies make special efforts to verify case diagnoses, so that the number of false positives within the study will be negligible. If such verification is successful, one can assume \( Fp = 0, Sp = 1 \), and equations 7 and 9 will then simplify to \( A = A^*/Se \). If we examine a risk ratio \( RR \) under these conditions, then, assuming non-differential misclassification, the observed \( RR^* \) will be

\[ RR^* = \frac{A^*/N_i}{A^*_o/N_0} = \frac{SeA_i/N_i}{SeA_o/N_0} = \frac{A_i/N_i}{A_o/N_0} = RR. \]

In other words, with perfect specificity, non-differential disease misclassification will not bias the risk ratio. Assuming the misclassification negligibly alters person-time, the same will be true for the rate ratio. The preceding facts have an important implication for case-control studies. Suppose cases are carefully screened to remove false positives, and controls are...
selected to represent the people or person-time at risk of becoming cases. Then, assuming the disease is uncommon, non-differential disease misclassification will not bias the case-control OR as an estimate of the risk ratio or rate ratio.

Suppose now the cases cannot be screened, so that in a case-control study there may be many false cases (positives). It would be a severe mistake to apply the disease correction equation 7 to case-control data if (as is almost always true) Se and Sp were determined from other than the study data themselves, because the use of different sampling probabilities for cases and controls alters the sensitivity and specificity within the study relative to the source population. To see this, suppose all apparent cases $A_1^*$, $A_0^*$ but only a fraction $f$ of apparent noncases $B_1^*$, $B_0^*$ are randomly sampled from a closed cohort in which disease had been classified with sensitivity $Se$ and specificity $Sp$. The expected numbers of apparent cases and controls selected at exposure level $j$ would then be

$$A_j^* = SeA_j + FpB_j \quad \text{and} \quad B_j^* = f(SeA_j + SpB_j).$$

The numbers of true cases and non-cases at exposure level $j$ in the case-control study are

$$SeA_j + f \cdot FnA_j = (Se + f \cdot Fn)A_j \quad \text{and} \quad FpB_j + f \cdot SpB_j = (Fp + f \cdot Sp)B_j,$$

while the numbers of correctly classified cases and non-cases in the study are $SeA_j$ and $f \cdot SpB_j$. The sensitivity and specificity in the study are thus

$$\frac{SeA_j}{(Se + f \cdot Fn)A_j} = \frac{Se}{Se + f \cdot Fn} \quad \text{and} \quad \frac{f \cdot SpB_j}{(Fp + f \cdot Sp)B_j} = \frac{f \cdot Sp}{Fp + f \cdot Sp}.$$

The study specificity can be extraordinarily far from the population specificity. For example, if $Se = Sp = 0.90$ and controls are 1% of the population at risk, the study specificity will be $0.01(0.90)/(0.1 + 0.01(0.90)) = 0.47$. Use of the population specificity 0.90 instead of the study specificity 0.47 in a sensitivity analysis could produce extremely distorted results.

**Confounder misclassification.** The effects of dichotomous confounder misclassification can be explored using the methods discussed above for dichotomous exposure misclassification. One may simply apply equations 5 and 6 to the confounder within strata of the exposure (rather than exposure within strata of the confounder) and then compute an exposure-effect summary from the corrected data. The utility of this approach is limited, however, because most confounder adjustments involve more than two strata. With more than two strata, matrix-correction formulas can be used for sensitivity analysis.

**Miscategorization of multiple variables.** So far, I have assumed that only one variable requires correction. In many situations, age and sex (which tend to have negligible error) are the only important confounders, the cases are carefully screened, and only exposure remains seriously misclassified. There are, however, many other situations in which not only exposure but also major confounders (such as smoking level) are misclassified. Disease misclassification may also coexist with these other problems, especially when studying disease subtypes.

In examining misclassification of multiple variables, it is commonly assumed that the classification errors for each variable are independent of errors in other variables. This is a different assumption from that of non-differentiality, which asserts that errors for each variable are independent of the true values of the other variables. Neither, either one, or both assumptions may hold, and both have different implications for bias. The old generalization that 'non-differential misclassification of exposure always produces bias towards the null' is false if the errors are dependent, or if exposure has multiple levels.

If all the classification errors are independent across variables we can apply the correction equations in sequence for each misclassified variable, one at a time. For example, in a prevalence survey one may first obtain semi-corrected counts by correcting for exposure misclassification from equations 5 and 6, then further correct these counts for disease misclassification using equation 7. One could also apply the correction for disease first, and then correct exposure. If, however, the classification errors are dependent across variables, one must turn to more complex correction methods based on matrix algebra. The same methods are also needed for corrections of polytomous (multilevel) variables.

**Use of validation substudy data.** Up to this point I have assumed that $Se$ and $Sp$ are educated guesses, perhaps suggested by external literature. Suppose now that classification probabilities can be estimated directly from an internal validation subsample of the study subjects. A number of statistically efficient ways of using these data are available, including two-stage and missing-data analysis methods. From such methods, correctly classified counts may be estimated using maximum likelihood or related techniques, and full statistics.
(including confidence intervals) can be obtained for the resulting effect estimates. Robins et al.25 review and compare a number of such methods.

An important caution in interpreting the results from these and other formal correction methods is that the methods typically assume the validation standard is measured without error. If this is not true i.e. if the validation measurement taken as the truth is itself subject to error—then the corrected estimate will also be biased, possibly severely so.26 Because most validation measurements are indeed subject to error, there is a role for sensitivity analysis as a supplement to more formal correction methods, even when internal validation data are available, because sensitivity analysis allows us to see the impact of deviations from the validation study results.

When internal validation data are available one may use simpler and more efficient correction formulas based on predictive values, rather than those based on sensitivity and specificity.27-30 When such data are not available, however, there are reasons for preferring the earlier correction formulas. First, published reports of the performance of instruments usually provide only sensitivity and specificity. The second reason (which may explain the first) is that predictive values heavily depend on true prevalences, which are unknown and which can vary widely from study to study.31 Therefore, there is rarely a sound basis for extrapolating predictive values from one study or clinical setting to the next. In contrast, arguments can often be made that the sensitivity and specificity of an instrument will be roughly stable across similar populations, at least within levels of disease and covariates such as age, sex, and socioeconomic status. One should not take such arguments for granted, as variations in sensitivity and specificity will also produce variations in predictive values.31

The preceding reason for preferring sensitivity and specificity disappear when corrections are based on internal validation data, since there is then no issue of generalization across populations. In such situations a strong argument can be made for using the predictive-value approach.29,30

**SELECTION BIAS**

Selection bias (including response and follow-up bias) is mathematically perhaps the simplest to deal with, and yet is often the hardest to address convincingly in practical terms. Two extreme and opposite misconceptions should be dispelled immediately. Some early writings implied that selection bias, like confounding, could always be controlled if one obtained data from subjects on factors affecting selection; other writings implied that this was never possible. The truth is that some forms of selection bias ('selection confounding') can be controlled like confounding; other forms can be impossible to control without external information that is rarely (if ever) available.

An example of controllable selection bias is that induced by matching: one need only control the matching factors to remove the bias.33 Other examples include two-stage studies, in which (like matching) intentionally biased selection is used and the bias is controlled in the analysis.34,35 Examples of ordinarily uncontrollable bias occur when case-control matching is done on factors affected by exposure or disease, such as intermediate factors or disease symptoms or signs, whose population distribution is unknown.36

Selection bias is controllable when the factors affecting selection are measured on all study subjects, and either a) these factors are antecedents of both exposure and disease, and so can be controlled like confounders; or b) one knows the joint distribution of these factors (including exposure and disease, if they jointly affect selection) in the entire source population, and so can adjust for the bias using special techniques. A condition equivalent to (b) is that one knows the selection probabilities for each level of the factors affecting selection. Unfortunately, this situation is rare in practice. It usually occurs only when the study incorporates features of a population survey, as in two-stage designs34,35 and randomized recruitment.37 In conventional studies, one can usually only control as appropriate and hope no other factors (such as intermediates or disease symptoms) have influenced selection.

There is well known decomposition for the OR15,33,35 that can be used for sensitivity analysis. Suppose $S_{A_j}$ and $S_{B_j}$ are the probabilities of case and non-case selection at exposure level $j$. (Alternatively, in a density sampled case-control study, let $S_{B_j}$ be the person-time rate of control selection at exposure level $j$.) Then the population case counts can be estimated by $A_j/S_{A_j}$ and the population non-case counts (or person–times) can be estimated by $B_j/S_{B_j}$. Therefore, the corrected OR or rate ratio estimate comparing exposure level $j$ to level 0 is

$$\frac{(A_j/S_{A_j})(B_0/S_{B_0})}{(A_0/S_{A_0})(B_j/S_{B_j})} = \frac{A_0B_0}{A_jB_j} \left(\frac{S_{A_j}S_{B_0}}{S_{A_0}S_{B_j}}\right)^{-1} \quad (10)$$

In words, a corrected estimate can be obtained by dividing the sample OR by a selection-bias factor $S_{A_j}S_{B_0}/S_{A_0}S_{B_j}$. Equation 10 can be applied within strata...
of confounders, and the selection-bias factor can vary across the strata.

The obstacle to any application is determining or even getting a vague idea of the selection probabilities $S_{AJ}$ and $S_{BJ}$. Again, these usually can be pinned down only if the study in question incorporates survey elements to determine the true population frequencies. Otherwise, a sensitivity analysis based on equation 10 will have to encompass a broad range of possibilities. Equation 15 does provide one minor insight: No bias occurs if the selection-bias factor is 1. One way the latter will occur is if disease and exposure affect selection independently, in the sense that $S_{AJ} = t_A u_j$ and $S_{BJ} = t_B u_{j'}$, where $t_A$ and $t_B$ are the marginal selection probabilities for cases and non-cases, and $u_j$ is the marginal selection probability at exposure level $j$ (in density case-control studies, $t_B$ would be the marginal rate of control selection). Occasionally one may reason that such independence will hold, or independence can be forced to hold through careful sampling. In other situations there may be good reasons to question the assumption.

In summary, selection bias is mathematically of relatively simple form, but does not seem to lend itself readily to quantitative resolution because necessary external information is usually lacking. It may be no surprise then, that many subject matter controversies (such as those once surrounding exogenous oestrogens and endometrial cancer) have come down to disputes about selection bias in case-control studies.

COMBINED CORRECTIONS
Sensitivity analyses for different biases may be combined into joint analyses. One should, however, give thought to the proper ordering of the cell corrections, since order can make a difference. For example, suppose one wishes to make corrections for uncontrolled smoking confounding and exposure misclassification, and we have external data indicating a likely joint distribution for smoking and exposure. Suppose also that these external data were themselves based on exposure measurements misclassified in a manner similar to the study data (as would be the case if the data came from the same cohort as the study data). The external adjustment for smoking would then yield a hypothetical smoking-stratified table of misclassified exposure by disease, which then must be corrected for misclassification. In other words, the smoking stratification should precede the misclassification correction. On the other hand, if the joint distribution of smoking and exposure used for external adjustment was a purely hypothetical one referring to the true exposure, the misclassification correction should precede the construction of the hypothetical smoking-stratified table.

DISCUSSION
Sensitivity analysis is a quantitative extension of the qualitative speculations which characterize good discussions of study results. In this regard, it can be viewed as an attempt to bridge the gap between conventional statistics, which are based on implausible randomization and random error assumptions, and the more informed but informal inferences that recognize the importance of biases but do not attempt to estimate their effects.

It is possible to apply sensitivity analyses to $P$-values and confidence limits for example by repeatedly applying conventional formulas to the corrected data obtained from each scenario. A problem with such approaches, however, is that they may convey an unduly pessimistic or conservative picture of the uncertainty surrounding results. For example, the lowest lower 95% limit and highest upper 95% limit from a broad ranging analysis will contain a very wide interval that could have a coverage rate much greater than 95%. This problem occurs in part because sensitivity analyses treat all scenarios equally, regardless of plausibility. A more coherent approach would integrate the results using explicit prior distributions for the bias parameters (confounder prevalences, sensitivities, specificities, selection probabilities, etc.). Unfortunately, such an approach would demand too much labour in prior specification and computation to be adopted anytime soon. In the meantime, the basic techniques reviewed here can help one critically evaluate the plausibility of claims that biases could or could not have been responsible for a study result.
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