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Calculating odds ratios and corresponding confidence intervals for exposures that have been measured using a continuous scale presents important limitations in the traditional practice of analytical epidemiology. Approximations based on linear models require making arbitrary assumptions about the shape of the relation curve or about its breakpoints. Categorical analyses generally have low statistical efficiency, and cutpoints for the categories are in most cases arbitrary and/or opportunistic. The use of logistic generalized additive models to calculate odds ratios does not require these assumptions and allows great flexibility and adequate statistical efficiency. Based on the asymptotic normality of the logarithm of the odds ratio, the authors propose the use of an approximate analytical expression for the corresponding covariance matrix, which will allow the construction of confidence intervals for odds ratios that can be interpreted as in the classical parametric context. The authors illustrate this procedure by examining the relation between glycemia and risk of postoperative infection, using data obtained from a cohort study of patients undergoing surgery in Santiago, Spain (January 1996–March 1997). The authors found that glycemia values below 75 mg/dl and above 130 mg/dl were associated with increased risk of postoperative infection. Am J Epidemiol 2001;154:264–75.

Traditionally, for analysis of the effect of exposure variables measured on a continuous scale, there have been two options: 1) categorizing the exposure into two or more categories, creating dummy variables, and then calculating the effect(s) using one category as a reference group, or 2) using a linear model to describe the relation between exposure and effect. However, neither of these options is entirely appropriate. Categorizing the continuous variable and using dummy variables presents the advantage of a simple epidemiologic interpretation (one category is used as a reference group, for which the odds ratio equals 1 and no confidence interval exists). However, the disadvantages of this method include a loss of statistical efficiency (1), the possibility of an arbitrary and/or opportunistic choice of cutpoints, and the fact that the relative risks or odds ratios are based on averaging risks within categories. In many instances, categorization is done mechanically (tertiles, quartiles), and this can give rise to important errors when most subjects are grouped within a very narrow range of exposures (3). When reviewing the literature, we encountered various methods for establishing adequate cutpoints in relation to the results (4, 5) that help investigators avoid subjective decisions when choosing cutpoints. This approach, however, does not solve the other two problems: loss of statistical power and the fact that the relative risks or odds ratios are based on averaging risks within categories.

In many instances, linear models can provide better power than categorical analysis. However, using these models for estimation, we “force” the data to follow a linear parametric response that frequently does not fit the data closely. This problem can be overcome by examining high-order terms ($x^2$, $x^3$, and so on) in the model, leading to different polynomial regression fits. These polynomial regression estimates are useful if they are appropriate for the data at hand but are potentially misleading otherwise: Practical experience indicates that high-order terms beyond the quadratic term tend to produce artificial turns in the fitted model (3). Fractional and inverse polynomials of $x$ can be also included for greater flexibility, but important problems limit their application (3, 6). For example, the exposure cannot take negative values; in addition, the methods used to select the polynomial terms to be included in the model can be questionable (3, 6).

Most of the problems with fractional polynomial regression can be avoided by using regression splines (3, 7–9). Under these models, the fit is represented as a piecewise (usually cubic) polynomial with breakpoints (knots) at pre-
chosen values of the covariate $X$ (7). By allowing more knots, such models allow the family of curves to become more flexible (and more bumpy). The regression splines method is an appealing procedure because of the explicit local nature of its fit, providing a continuous and flexible estimate of the odds ratio function. Moreover, the resulting odds ratio curve is computed by using the standard software for multiple linear regression fit. Despite these great advantages (similar to what occurs in categorical analysis), the main drawback of this approach lies in the practical difficulties involved in choosing the number and location of the breakpoints in the covariate (10).

Recent epidemiologic publications (9, 11–13) have shown an interest in the application of a more general flexible regression technique such as generalized additive models (GAMs) (14–16). This modern regression technique has the advantage of not assuming a parametric relation between exposure and effect (“Let the data show us the appropriate functional form” (15, p. 1)), and it eliminates the need for the investigator to impose functional assumptions. The only assumption required is that the effect of the continuous covariate follows an arbitrary continuous smooth function. In this context, a variety of nonparametric regression techniques are used to fit the curve to the data points locally, so that at any target point of the exposure, the response is obtained by averaging the responses that have covariate values in the neighborhood of the target value. The fitted curve is called a smoother. Procedures for producing such fits are called scatterplot smoothers, and they are usually based on the cubic smoothing splines (17). In spite of the advantages of GAMs, there is currently no proposed analytical method with which to calculate GAM-based odds ratios and confidence intervals for continuous exposures. Bootstrap techniques have been suggested as a solution to this problem (13).

In nonparametric models, there is no need to assume a function to which data “must” adjust, but the number of degrees of freedom for the exposure-effect relation must be specified beforehand (15, pp. 52–55). For a given theoretical framework about the shape of the exposure-effect relation, one can make an a priori assumption of the number of df. Nevertheless, a previous theoretical framework is often missing. In such a case, if a number below the optimal df is selected, a large bias in the odds ratio estimation may arise, while if a higher number is set, the result may be a loss of statistical efficiency and thus a less parsimonious model, mainly because of the introduction of variance in the odds ratio estimation (15, p. 12).

In this paper, we propose a nonparametric method for calculating odds ratios and their corresponding confidence intervals when the exposure is continuous. Based on the asymptotic normality of the logarithm of the odds ratio, we construct the confidence intervals through a new approximation to the covariance matrix of the log odds ratio. We also suggest an algorithm for selecting the optimal df in the exposure-effect relation. Macros for these procedures (in S-PLUS) can be obtained from the second author by electronic mail (ecadar@usc.es). We use this new method to analyze the relation between glycemia and risk of postoperative infection.

Diabetes mellitus is a known risk factor for postoperative infection (18–20), and risk can increase with very high levels of glycemia (21, 22). However, there are unanswered questions about the relation between postoperative infection risk and glycemia: 1) What is the shape of the curve describing this relation? 2) Is hypoglycemia a risk factor for postoperative infection? 3) If so, below what value does the risk begin to increase? Our aim in this paper is to answer these questions by applying GAM-based odds ratio estimates.

**MATERIALS AND METHODS**

**Data source**

We used data from a registry-based prospective cohort study of patients who underwent surgery in the Clinical Hospital of Santiago (northwestern Spain) between January 1996 and March 1997 (23). The medical records of all patients ($n = 2,357$) were reviewed for data on preoperative and operative factors related to postoperative infection. We focused our analysis on the association between postoperative infection and plasma glucose levels prior to surgery. Details appear in a previous report (23).

**Statistical analysis**

Since the exposure $X$ (glycemia) is a single continuous covariate, the logistic regression model takes the general form

$$\frac{P(Y = 1/X = x)}{P(Y = 0/X = x)} = \beta_0 + f(x),$$

where $\beta_0$ is needed because of the constraint that at every stage of the procedure $f(x)$ has mean 0, $Y$ represents the binomial outcome of interest ($Y = 1$ when ill (postoperative infection) and $Y = 0$ when healthy (no postoperative infection)), $x$ is the exposure value of interest, and $f(x)$ is a function relating the covariate to the logit. Assuming the above logistic model (equation 1), the odds ratio (OR) curve can be expressed as follows:

$$OR(x, x_{ref}) = \exp(f(x) - f(x_{ref})),$$

where $x_{ref}$ is a specific value of the exposure taken as the reference.

**Parametric approaches**

In order to study the relation between glycemia and postoperative infection, we used generalized linear models, where $f(x)$ from equation 1 is a known function established a priori. We applied several traditional models, including categorical, linear, quadratic, and cubic models. We also used local parametric methods (cubic regression splines (8)), where $f(x)$ has the following form:
\[ f(x) = \beta_1 x + \beta_2 x^2 + \beta_3 x^3 + \sum_{j=1}^{p} \beta_{3j+1} (x - \bar{x}_i)^3. \]

Here \((a)_+\) denotes \(a\) when \(a > 0\) and 0 otherwise, \(p\) is the number of knots, and \(\bar{x}_i\) is the value of \(x\) at knot \(i\). Note that a “knot” refers to a value of \(x\) where the cubic polynomial changes its form. Two regression spline models were used, one having only one knot (located at the median) and another having two knots (located at the tertiles).

**Nonparametric approach**

We also studied the relation between plasma glucose levels and postoperative infection using nonparametric models. We used a logistic regression model belonging to the broad family of GAMs (15). In these models, \(f(x)\) in equation 1 is an unknown smooth function. To estimate \(f(x)\) in the GAM context, we apply cubic smoothing splines (for technical details, see appendix 1).

A crucial step in estimating the function \(f(x)\) is choosing the \(\text{df}\), which controls the degree of smoothing of the estimated function, \(\hat{f}(x)\) (see appendix 1 for the mathematical definition of nonparametric \(\text{df}\)). As is the case in a parametric context, larger \(\text{df}\) curves are jagged while smaller \(\text{df}\) curves are smooth. In the extreme case of \(\text{df} = 1\), \(f\) is forced to be a straight line \(f(x) = \beta_3 x\). An optimal choice of \(\text{df}\) should balance the bias of the exposure-effect relation estimate against its variance. Automatic procedures, based on minimizing some error criterion, have been proposed in order to achieve this balance. In transformed response models (such as logistic regression), one fitting criterion minimizes the theoretical expected prediction error (15, p. 158). Given that the calculation of prediction error involves unknown quantities, some approximations of the prediction error have been proposed. One of the most common procedures used is Akaike’s Information Criterion (AIC) (25). This is defined as follows:

\[ \text{AIC} = \frac{\text{deviance}}{n} + \frac{2 \, \text{df} \, \hat{\sigma}}{n}. \]

The AIC is based on the number of subjects \((n)\), \(\text{df}\), the deviance (i.e., the likelihood ratio statistic for the fitted model), and \(\hat{\sigma} = \text{deviance}/(n - \text{df})\).

We utilized the AIC to determine the number of \(\text{df}\) of the best-fitting parsimonious nonparametric model describing the relation between glycemia and risk of postoperative infection (26). We calculated the AIC of all of the models with \(\text{df}\) between 1 and 10, at intervals of 0.25, and we selected the model with the smallest AIC. The AIC was also used (along with the deviance) to compare the fit of parametric models among themselves and with the fit of the non-parametric logistic regression model.

Once we selected the optimum \(\text{df}\) for the model, we proceeded to calculate the confidence interval for the odds ratio. Since the function \(f(x)\) is arbitrary and unknown, it cannot be explicitly expressed through coefficients. Therefore, odds ratios as well as standard errors must be estimated “point by point” for each exposure value in the data. That way, each exposure value has its own associated odds ratio and standard error (SE).

We can construct the following 100 percent \(\times (1 - \alpha)\) limits for the confidence interval of the odds ratio, \(\text{OR}(x, x_{\text{ref}})\):

\[ \exp(\text{LnOR}(x, x_{\text{ref}})) \pm \frac{z_{\alpha/2} \text{SE} (\text{LnOR}(x, x_{\text{ref}}))}{\sqrt{n}}, \]

where \(\text{SE} (\text{LnOR}(x, x_{\text{ref}})) = \sqrt{\text{Var} (\text{LnOR}(x, x_{\text{ref}}))}\). For details on this derivation, see appendix 2.

Finally, the model was adjusted for potential confounders such as sex, age (with a straight-line relation), and diabetes status.

**RESULTS**

Figure 1 shows the distribution of plasma glucose levels among the study participants. Glucose levels were below 95 mg/dl for one third of the sample, below 80 mg/dl for 106 participants, and above 250 mg/dl for only 0.4 percent of the sample. Among study participants, 465 (19.7 percent) developed a postoperative infection, and 142 were diabetic. Of those with glucose levels between 90 mg/dl and 100 mg/dl, 13.1 percent developed a postoperative infection.

To study the relation between glycemia and postoperative infection risk using a categorical analysis, we calculated the quartiles for glucose concentration and recorded the variables in four categories, which were entered into the model as three dummy variables. We took as the reference group the second quartile (92–102 mg/dl), because it contained the “normal” concentration values. The results are shown in table 1, model 4. Only glucose values above 121 mg/dl were associated with an increased risk of postoperative infection relative to the reference category.

If we assume that \(f\) is a linear function, we obtain the results shown in table 1, model 1: a statistically significant association and an increment in the postoperative infection odds of 10.0 percent (95 percent confidence interval: 7.1, 13.1) for each 10-mg/dl increment of plasma glucose. If we take the value 95 as a reference value, we obtain figure 2, part a. This portion of figure 2 suggests that values below 95 are associated with a lower risk of postoperative infection than the value 95, and values above 95 are associated with a higher risk than 95. One can examine other parametric functions, such as the quadratic function (see table 1), where results indicate that the quadratic term is significant and suggest the relation depicted in figure 2, part b. If we try a cubic term in the model, it is also significant, and the relation would be as shown in figure 2, part c.

When applying local parametric regression methods (cubic regression splines), the fit depends on the number of knots (compare parts d and e of figure 2). When the knots are established using quantiles that minimize the AIC (tertiles in our data), figure 2, part e, is obtained. The minimum risk is found at a blood glucose level of 95 mg/dl, and the maximum risk is found at approximately 180 mg/dl. However, when a single knot (located at the median) is selected, the minimum and maximum risks shift to 86 mg/dl and approximately 200 mg/dl, respectively (see figure 2, part d).

TABLE 1. Results obtained by applying different mathematical models to estimation of the relation between plasma glucose level and risk of postoperative infection

<table>
<thead>
<tr>
<th>Model</th>
<th>$f(x)$</th>
<th>$\beta$ coefficient</th>
<th>95% CI†</th>
<th>Deviance</th>
<th>AIC†‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>$\beta_1 x$</td>
<td>$\beta_1 = 9.60 \times 10^{-3}$</td>
<td>$6.89 \times 10^{-3}, 12.28 \times 10^{-3}$</td>
<td>2,294.9</td>
<td>0.9748</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$\beta_1 x + \beta_2 x^2$</td>
<td>$\beta_1 = 3.88 \times 10^{-2}$</td>
<td>$2.26 \times 10^{-2}, 5.49 \times 10^{-2}$</td>
<td>2,281.4</td>
<td>0.9699</td>
</tr>
<tr>
<td>Cubic</td>
<td>$\beta_1 x + \beta_2 x^2 + \beta_3 x^3$</td>
<td>$\beta_1 = -9.09 \times 10^{-2}$</td>
<td>$-1.67 \times 10^{-2}, -1.47 \times 10^{-2}$</td>
<td>2,269.5</td>
<td>0.9657</td>
</tr>
<tr>
<td>Categorical (quartiles)</td>
<td>$\beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3$</td>
<td>$\beta_1 = 0.10$</td>
<td>-0.23, 0.43</td>
<td>2,257.5</td>
<td>0.9699</td>
</tr>
<tr>
<td>Regression splines (knot: 102)</td>
<td>$\beta_1 x + \beta_2 x^2 + \beta_3 x^3 + \beta_4 (x - 102)^2$</td>
<td>$\beta_1 = -4.33$</td>
<td>$-6.41, -2.25$</td>
<td>2,252.9</td>
<td>0.9601</td>
</tr>
<tr>
<td>Regression splines (knots: 96, 113)</td>
<td>$\beta_1 x + \beta_2 x^2 + \beta_3 x^3 + \beta_4 (x - 96)^2 + \beta_5 (x - 113)^2$</td>
<td>$\beta_1 = -0.95$</td>
<td>$-3.52, 1.63$</td>
<td>2,244.6</td>
<td>0.9575</td>
</tr>
<tr>
<td>GAM† (6.25 df)</td>
<td>Nonparametric $f(x)$</td>
<td>—§</td>
<td>2,242.6</td>
<td>0.9574</td>
<td></td>
</tr>
</tbody>
</table>

* Logit = $\beta_0 + f(x)$. Data were obtained from a registry-based prospective cohort study of patients who underwent surgery in the Clinical Hospital of Santiago (northwestern Spain) between January 1996 and March 1997 (23).
† CI, confidence interval; AIC, Akaike’s Information Criterion; GAM, generalized additive models.
‡ AIC = (deviance + 2 df $\hat{\phi}$)/n. Note that the AIC can be applied to both parametric and nonparametric models.
§ See table 2 and figure 4.
FIGURE 2. Relation between plasma glucose level and risk of postoperative infection (log odds ratio (LnOR)) in a Spanish cohort study (1996–1997), analyzed using different parametric methods. Part a, linear model; part b, quadratic polynomial; part c, cubic polynomial; part d, regression splines with a knot at the median value (102 mg/dl); part e, regression splines with knots at the tertiles. —, log odds ratio; —, 95% confidence interval.

Figure 3 shows the effect of the df in GAMs on the AIC. The AIC is minimized at 6.25 df. Figure 4 shows the estimated relations based on applying GAMs using various df. When we take the model with the optimal number of df (6.25 df) as the reference model (see figure 3 and figure 4, part c), the log odds estimates with 3 or 4 df (figure 4, parts...
a and b) indicate that hypoglycemia would not seem to exert any effect upon postoperative infection. Estimates with 8 or 9 df (figure 4, parts d and e) do not provide any information additional to estimates with 6.25 df. With 8 or 9 df, the corresponding estimates only produce inflexions with hardly any information between glucose levels of 130 mg/dl and 225 mg/dl. The model with 6.25 df (figure 4, part c) shows that a “spoon” shape seems to explain the dose-response relation between glucose level and odds of infection, and the lower risk corresponds to levels of glucose around 95 mg/dl. So far, from these results we do not know the values that can be considered risk indicators for postoperative infection.

Applying the method proposed in this article for calculating the confidence interval of the odds ratio, and taking 95 as the reference value (since it is a minimum risk value), we obtain figure 5, part a. It shows the estimated relation between glucose concentration and the postoperative infection odds ratio, as well as the values which present the highest risk of postoperative infection from a statistical viewpoint: values under 80 mg/dl and above 130 mg/dl. The adjusted analysis (adjusted for sex, age, and diabetes status) provides similar results (see figure 5, part b). Finally, we can also present a table with the odds ratio (crude and adjusted) and its 95 percent confidence interval for any glucose value in relation to the reference value (see table 2).

When one compares the results obtained by the various methods applied to the data in our example, the method proposed in this article seems to offer greater statistical efficiency than the categorical analysis. Moreover, it provides information on the odds ratio evolution in each quartile, while other methods would show only odds ratios based on average risks within categories (one can observe that in the first quartile the odds ratio diminishes as the glucose concentration rises, while in the third quartile the opposite happens). Parametric methods (linear, quadratic, or cubic) “force” data to follow a parametric form, which can result in important biases in the odds ratio estimates: Values under 95 mg/dl appear either to be protectors or to have no effect; by contrast, values below 85 mg/dl, when one uses flexible methods, represent risk factors. Moreover, the forms of the relation between glycemia and postoperative infection provided by nonlocal linear regression methods differ markedly from those suggested by nonparametric techniques (compare figure 2, parts a, b, and c, with figure 4, part c). Regarding models based on regression splines, the proposed method eliminates the subjectivity of having to select the number and position of knots, and it can provide less biased odds ratio estimates (obviously, if the model is truly linear, a linear approach to fitting does not result in bias). Finally, if we use the AIC as a comparison statistical criterion of the estimates of the various models (see table 1), we see that the model which best fits the data is the nonparametric model (although the two-knot regression spline provides a similar curve and AIC).

DISCUSSION

Our results show that the use of nonparametric methods can permit better estimation than the traditional approaches to calculating odds ratios and confidence intervals for continuous variables; at the same time, our proposed method allows an interpretation of these effect measures equivalent to that used in classical epidemiologic research. Comparing it with other approximations based on linear models, the main advantage of the method proposed in this paper is that the investigator does not need to make any a priori assumptions about the kind of relation or about the number or location(s) of knots in the curve. In comparison with categorical analysis, the nonparametric method described here can be statistically more efficient, and it eliminates the need to select cutpoints for categories in an arbitrary or opportunistic manner.

Through the application of our method, we have observed that both high and low levels of plasma glucose are associated with an increased risk of postoperative infection. Our method also suggests that the relation curve between plasma glucose level and postoperative infection risk has a “spoon” shape. Diabetes has been characterized as an important risk factor for postoperative infection (18–20), and that risk is exacerbated in the presence of glucose levels higher than 200 mg/dl (21, 22); but our results indicate that glucose levels above 130 mg/dl are associated with a greater risk of postoperative infection. However, the most interesting finding of our study was that low plasma glucose levels prior to surgery also increase the risk of postoperative infection.

Mechanisms for an effect of hypoglycemia on postoperative infection risk are uncertain. A detailed literature review found no articles that related low plasma glucose levels to an increased risk of postoperative infection. However, as a feature of the systemic inflammatory process, circulating levels of the protein known as macrophage migration inhibitory factor are elevated (28, 29). It is likely that migration inhibitory factor participates in the stimulation of insulin secretion (30, 31) and thus may decrease glycemia. Therefore, a decrease in plasma glucose level could reflect a response to some illness (e.g., alcoholism (32), diabetes (33, 34), sepsis (33–36), or malnutrition (37)) which in turn is a risk factor for postoperative infection, even in subclinical
phases (34). Hence, in view of our results, preoperative glucose levels below 75 mg/dl could indicate the presence of some risk factor (systemic inflammatory process) in the sub-
clinical phase. Thus, hypoglycemia could be viewed as an indicator of risk of postoperative infection. However, we cannot reject the possibility that low levels of glycemia can
However, GAMs are very conservative at the extremes of variabilities in the data that are simply stochastic variation. Metric methods, which can artifactually detect minor irregularities, will be necessary to further elucidate the relation between glycemia and postoperative infection. This agrees with the results of Shilo et al. (41), who recently found that risk of postoperative infection was elevated among older hospitalized patients who were hypoglycemic, even after adjustment for sex, age (with a straight-line relation), and diabetes status. One of the main difficulties in applying GAMs in epidemiology has been the scarcity of software, since initially only S-PLUS software (44, 45) and specific software (46) was developed for its application. However, current popular statistical software packages for epidemiologists, such as Stata (47), have begun to incorporate GAM procedures. Some authors, such as Mather and Lu (48), think that the main utility of nonparametric methods is in exploring the shape of the curve and then identifying parametric functions. However, utilizing GAMs in such an exploratory manner can introduce additional uncertainty in the estimates that is not accounted for during variance calculations. Moreover, as we have illustrated, GAMs can be useful themselves as explicative models.

The risk of postoperative infection related to low-level glycemia could potentially reflect a bad choice of df. In general, selection of the number of df is problematic. The researcher can use his/her previous knowledge as a base, but knowledge is often scarce or nonexistent, as was the case in our study. In these situations, one can use the AIC to select the df, which should bring about a good compromise between flexibility and loss of statistical power and parsimony. However, use of the AIC to select the df presents two limitations. First, it has been shown that for a Gaussian response, the classical AIC tends to result in undersmoothing (that is, it overestimates the number of df) (26). A correction for the classical AIC has recently been proposed (26) but has not been tested with binomial models. In spite of that, simulation studies using families of Gaussian response curves have shown that the cubic smoothing splines technique is the nonparametric method in which the classical AIC produces the minimum amount of undersmoothing (26). Second, utilizing the AIC to determine the number of df makes the model selection data-dependent, increasing uncertainty about the estimates due to data dependence at the model selection step (43). Because of this, the variances calculated with our method are underestimated. However, in our case, the sample size is large and the number of “candidate models” is small; for that reason, the impact of this may be negligible. Additional simulation studies may be necessary to validate the use of the AIC in binomial response scenarios and the effect of selecting the model in a data-dependent fashion, using scenarios with a wide range of “candidate models” and sample sizes.

One of the main difficulties in applying GAMs in epidemiology has been the scarcity of software, since initially only S-PLUS software (44, 45) and specific software (46) was developed for its application. However, current popular statistical software packages for epidemiologists, such as Stata (47), have begun to incorporate GAM procedures. Some authors, such as Mather and Lu (48), think that the main utility of nonparametric methods is in exploring the shape of the curve and then identifying parametric functions. However, utilizing GAMs in such an exploratory manner can introduce additional uncertainty in the estimates that is not accounted for during variance calculations. Moreover, as we have illustrated, GAMs can be useful themselves as explicative models.

Another possible limitation of our proposed method is that results can only be presented in relation to a reference category. Greenland et al. (49, 50) maintain that establishing a reference category in which the odds ratio equals 1, without a confidence interval, for continuous exposures (where the confidence bands “pinch” the odds ratio) results in two fundamental limitations: 1) a graphical distortion that can promote misinterpretation of results by the reader and 2) arbitrary selection of the reference point. These investigators propose representing the curve centered on the
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weighted mean (50), based on the “floating absolute risk” (51), where there is no reference point. Although this method permits comparison of two nonreference values of exposure, the reader must calculate the widths of the confidence bands for any two exposure values (“manually” if results are only presented graphically) and carry out a series of calculations (50).

In our example, 95 mg/dl was a natural choice for the reference value. Not all applications provide an obvious choice. In some scenarios, one might want to take a point from the background literature as one of the common clinical reference points. Finally, it is necessary to highlight that the pointwise confidence bands estimated through our proposed method represent the 100 percent \( \times (1 - \alpha) \) confidence interval of the log odds ratio at each of the values of the continuous exposure, but these do not allow us to make global inferences about possible dose-response curves. However, the log odds ratio curve gives us a quite reasonable representation of the dose-response relation in the sample studied.
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**TABLE 2. Odds ratios for the relation between plasma glucose level and risk of postoperative infection, using as the reference value a glucose level of 95 mg/dl**

<table>
<thead>
<tr>
<th></th>
<th>Crude analysis</th>
<th>Adjusted analysis†</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Odds ratio</td>
<td>95% confidence interval</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.61</td>
<td>1.98, 1.32</td>
</tr>
<tr>
<td>Age (per 10 years)</td>
<td>1.22</td>
<td>1.16, 1.27</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.98</td>
<td>1.37, 2.87</td>
</tr>
<tr>
<td>Glucose level (mg/dl)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>3.36</td>
<td>1.43, 7.92</td>
</tr>
<tr>
<td>70</td>
<td>2.10</td>
<td>1.28, 3.45</td>
</tr>
<tr>
<td>80</td>
<td>1.37</td>
<td>1.05, 1.79</td>
</tr>
<tr>
<td>90</td>
<td>1.03</td>
<td>0.93, 1.14</td>
</tr>
<tr>
<td>95‡</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.04</td>
<td>0.94, 1.15</td>
</tr>
<tr>
<td>110</td>
<td>1.33</td>
<td>1.07, 1.64</td>
</tr>
<tr>
<td>120</td>
<td>1.90</td>
<td>1.46, 2.48</td>
</tr>
<tr>
<td>130</td>
<td>2.73</td>
<td>2.04, 3.66</td>
</tr>
<tr>
<td>140</td>
<td>3.32</td>
<td>2.43, 4.52</td>
</tr>
<tr>
<td>150</td>
<td>3.59</td>
<td>2.58, 4.99</td>
</tr>
<tr>
<td>160</td>
<td>3.73</td>
<td>2.60, 5.34</td>
</tr>
<tr>
<td>170</td>
<td>3.85</td>
<td>2.57, 5.75</td>
</tr>
<tr>
<td>180</td>
<td>3.85</td>
<td>2.48, 5.97</td>
</tr>
<tr>
<td>190</td>
<td>3.75</td>
<td>2.35, 5.97</td>
</tr>
<tr>
<td>200</td>
<td>3.63</td>
<td>2.22, 5.94</td>
</tr>
<tr>
<td>220</td>
<td>3.35</td>
<td>1.97, 5.68</td>
</tr>
<tr>
<td>230</td>
<td>2.97</td>
<td>1.68, 5.23</td>
</tr>
<tr>
<td>240</td>
<td>2.57</td>
<td>1.36, 4.85</td>
</tr>
<tr>
<td>260</td>
<td>1.93</td>
<td>0.77, 4.83</td>
</tr>
<tr>
<td>270</td>
<td>1.63</td>
<td>0.50, 5.32</td>
</tr>
</tbody>
</table>

* Data were obtained from a registry-based prospective cohort study of patients who underwent surgery in the Clinical Hospital of Santiago (northwestern Spain) between January 1996 and March 1997 (23).
† Adjusted for sex, age (with a straight-line relation), and diabetes status.
‡ Reference value of \( x \).
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APPENDIX 1

The method used for fitting the generalized additive model (GAM) (equation 1 in the text) is the local Fisher scoring algorithm (15, pp. 140–51), which is analogous to the Fisher

scoring algorithm for generalized linear models. Maximization of the log-likelihood functions is carried out by Fisher scoring iterations. The difference is the introduction of an inner backfitting iteration loop to estimate locally the function \( f(x) \) in equation 1, through nonparametric methods.

An estimate of the function \( f(x) \), \( \hat{f}(x) \) can be obtained by applying the local Fisher scoring algorithm to model 1. The smooth estimate can also be expressed as \( \hat{f}(x) = S \cdot z(x) \), \( S \) being any (weighted) smoother matrix applied to the working response \( z(x) \), obtained from the Fisher scoring fit (15, pp. 140–1). For simplicity of notation, we will suppress the dependency of \( z \) on \( x \), referring to \( z(x) \) as simply \( z \). In the nonparametric context, the usual \( S \) matrix considered is the one based on the cubic smoothing splines (17).

However, the backfitting algorithm in the multivariate case is inefficient when the covariates are correlated, and the uniqueness of the solution cannot be ensured when collinearity is present (24). To avoid most of these problems and improve the efficiency of the method, a modified version of the backfitting algorithm is required (15, pp. 124–7). The strategy is simple. Even though \( f(x) \) is a term to be smoothed, it may be exactly decomposed into a parametric part—for instance, a linear expression \( \hat{f}_1x \)—and a purely nonparametric one, \( g(x) \). This way, \( f(x) \) can be expressed as \( f(x) = \hat{f}_1x + g(x) \).

This procedure can be justified through rigorous Bayesian arguments, when the smoother matrix is defined in terms of smoothing splines. In such a case, it can be shown that matrix \( S \) can be orthogonally decomposed as a sum of two matrices, \( H \) and \( G \), where \( H \) is the projection operator matrix giving an estimate of the corresponding parametric part of \( f(x) \) and \( G \) is the nonprojection operator matrix, responsible for smoothing \( g(x) \) through cubic smoothing splines. The estimate \( \hat{f}(x) \) is then given by

\[
\hat{f}(x) = S \cdot z = (H + G) \cdot z = H \cdot z + G \cdot z = \hat{f}_1x + \hat{g}(x).
\]

The number of degrees of freedom of a nonparametric regression smoother gives an indication of the amount of fitting produced by the smoother matrix \( S \). Formally, in the nonparametric context, degrees of freedom is defined as the sum of the diagonal elements of \( S \) (i.e., the trace of \( S \)).

**APPENDIX 2**

Assuming the nonparametric logistic model (equation 1 in the text), a natural nonparametric estimate, \( \text{OR}(x, x_{ref}) \), of the odds ratio (OR) curve can be constructed as \( \text{OR}(x, x_{ref}) = \exp(\hat{f}(x) - \hat{f}(x_{ref})) \) by substituting function \( f(x) \) by any smoother estimate, \( \hat{f}(x) \).

The variance of \( \text{LnOR}(x, x_{ref}) \) can be expressed in terms of the covariance matrix of the smoother \( \hat{f}(x) \):

\[
\text{Var}[	ext{LnOR}(x, x_{ref})] = \text{Var}(\hat{f}(x)) + \text{Var}(\hat{f}(x_{ref})) - 2 \text{Cov}(\hat{f}(x), \hat{f}(x_{ref})).
\]

Given that the smoother matrix, \( S \), can be orthogonally decomposed as a sum of two matrices, \( H \) and \( G \) (see appendix 1), to produce solution \( \hat{f}(x) = \hat{f}_1x + \hat{g}(x) \), it follows that \( \hat{f}_1x \) and \( \hat{g}(x) \) are independent. Therefore, the \( \text{LnOR}(x, x_{ref}) \) asymptotic variance can be rewritten in terms of the corresponding asymptotic variances of those two components:

\[
\text{Var}[	ext{LnOR}(x, x_{ref})] = \hat{\sigma}^2(\hat{f}_1x - x_{ref})^2 \text{Var}(\hat{f}_1) + \text{Var}(\hat{g}(x)) + \text{Var}(\hat{g}(x_{ref})) - 2 \text{Cov}(\hat{g}(x), \hat{g}(x_{ref})),
\]

where \( \hat{\sigma} \) is the estimated dispersion parameter of the model and \( \text{Cov}(\hat{g}) = \text{Cov}(\hat{g}(x), \hat{g}(x)) \) is the asymptotic covariance matrix of the purely nonparametric smoother function, \( \hat{g}(x) \).

It can be shown that the asymptotic covariance matrix \( \text{Cov}(\hat{g}) \) takes the form \( \hat{\sigma}GW^{-1}G' \), which can itself be well approached by \( \hat{\sigma}GW^{-1} \) (27). In the expression, \( W \) is the diagonal matrix of the final iteratively reweighted least squares weights, \( w_i \), and \( G \) is the smoothing operator matrix. Note that \( G \) can be directly obtained, although the involved calculations are very lengthy from a computational point of view. Specifically, the smoothing operator is an \( n \times n \) matrix that can be written as \( G = (G_1, \ldots, G_n) \), where \( G_j \) \( (j = 1, \ldots, n) \) represents the \( j \)th column of \( G \). Each of these columns, \( G_j \), is obtained through a weighted regression by using the backfitting approach. In each of these regressions, the response is taken to be the \( j \)th column of the \( n \times n \) identity matrix, and the exposure of interest (\( X \)) as covariable. For the regression weighting, the weights \( w_i \) are used.

Given that the two components, \( \hat{f}_1x \) and \( \hat{g}(x) \), of the smoother \( \hat{f}(x) \) are demonstrated to follow asymptotically a normal distribution (15, p. 157), we also have

\[
\text{LnOR}(x, x_{ref}) \to N(\text{LnOR}(x, x_{ref}), \text{Var}(\text{LnOR}(x, x_{ref}))).
\]
Finally, these results allow us to construct the following 100 percent × (1 − α) pointwise confidence intervals around the OR($x,x_{ref}$) curve:

$$\exp(\hat{\text{LnOR}}(x,x_{ref})) \pm z_{\alpha/2} \text{SE}(\hat{\text{LnOR}}(x,x_{ref})),$$

where SE is the standard error and $\text{SE}(\hat{\text{LnOR}}(x,x_{ref})) = \sqrt{\text{Var}(\hat{\text{LnOR}}(x,x_{ref}))}$. 

\[\text{exp}(\hat{\text{LnOR}}(x,x_{ref})) \pm z_{\alpha/2} \text{SE}(\hat{\text{LnOR}}(x,x_{ref}))\]

\[\sqrt{\text{Var}(\hat{\text{LnOR}}(x,x_{ref}))}\]