MADCAP: a graphical method for assessing risk scoring systems
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Abstract

Objective: We set out to develop a method for assessing the performance of clinical risk models over the spectrum of risks and to assess the performance of the EuroSCORE risk model used in cardiac surgery. Methods: We developed a graphical method for assessing the performance of clinical risk models over the spectrum of risks. To illustrate the technique, we analysed retrospective data concerning 9268 patients that underwent cardiac surgery and for whom both the additive EuroSCORE prediction of risk of mortality and vital status at 30 days were available. Results: The graphical tool developed, called MADCAP (Mean Adjusted Deaths Compared Against Predictions), can be used to highlight systematic features of the performance of a clinical risk model. Its use in the current study indicates that the additive version of the EuroSCORE model seems to underestimate risk amongst low-risk cases (0% and 1%). Otherwise the score systematically favours risk avoiding behaviour as the risk model underestimates mortality for 2—6% prediction but not at 7% and above. Conclusion: The robustness of case-mix adjusted audit is dependent on the performance of the risk scoring system over the entire spectrum of risk. If we are to use risk adjustment of mortality rates when comparing outcomes obtained by different units or individual surgeons, it is essential that we continually review the performance of the risk adjustment method. The MADCAP method presented here provides a useful tool to this end.
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1. Introduction

When auditing perioperative deaths, it is necessary to take case mix into account, otherwise surgeons who take on the more demanding and complex cases might be unfairly assessed if their mortality rate seems atypically high. In view of this, there has been a growing interest in the topic of risk scoring whereby preoperative factors such as age and clinical status are used to forecast the intrinsic probability of a perioperative death. In cardiac surgery, two scoring systems are commonly used, one due to Parsonnet et al. [1] and a more recent development, the EuroSCORE [2]. Such scoring systems are also used in other clinical contexts [3,4].

In assessing the merits of a scoring system, it is important that it should be seen to give reasonably good predictions across the whole spectrum of cases that are typically encountered. If there is systematic under- or overestimation of risk for any part of the risk spectrum, this potentially degrades the audit process and indeed may indirectly promote poor practice whereby cases are avoided if the notional risk score falls short of the truth.

Here we describe a simple graphical method that can be used in the assessment of risk scoring systems. We apply it in the case of the additive version of the EuroSCORE highlighting systematic biases.

2. Methods

We first rank cases in order of risk according to the forecasts of the risk model being scrutinised. Using this ordering, two cumulative graphs are charted. One accumulates the forecasted probabilities of death and thus gives a running tally of the number of deaths that would be expected under the assumptions of the risk model. In contrast to this, we plot a cumulative sum of the deaths that actually occurred. In the simplest instance, where each case had a unique risk score and there are no duplicates, this would simply be a graph that steps one unit across for each case and up for each death. If the risk scoring method is flawed, systematic divergence of the two graphs highlights discrepancies. Systematic divergence is further illuminated by examining a graph of the arithmetic difference between the two plots, a technique similar that used in a VLAD plot [5].

There is an irksome complication. In additive EuroSCORE, more than 95% of cases in a typical case mix are scored in
integers from 0 to 10, so tied scores are frequent. This poses
the problem of how to represent the cumulative plot of
actual deaths. The ordering chosen for large clusters of cases
of equal risk could give a chart with upward steps in different
places while the visual impression of ‘goodness of fit’ is
crucially dependent on the choice of where these steps occur.
This raises the possibility of accidental (or deliberate) bias
whereby cases might be ordered in such a way so as to give a
misleading impression of good or bad fit.

We resolve this problem by assuming that all possible
orderings of cases with equal predicted risk are equally valid.
Under this assumption, an unbiased representation of the
outcome data is given by simply taking the average of all
possible orderings. To describe this process, we have coined
the acronym MADCAP (Mean Adjusted Deaths Compared
Against Predictions). Even with moderately sized data sets,
there may be numerous patients with tied risk scores and thus
an alarmingly high number of different ways of ordering the
cases. Fortunately, a simple method is sufficient to resolve this
difficulty. Using straight lines in the cumulative graph of actual
mortality gives an unbiased representation of deaths within
groups of patients with tied risk scores (see Appendix A).

To illustrate the use of the MADCAP method, we use data
prospectively collected in two large units in England
comprising a case by case record of EuroSCOREs and outcome
(in-hospital mortality). The data sets were anonymised for
both patients and surgeons and were merged for analysis.

3. Results

The MADCAP chart for the 9268 cases is shown in Fig. 1 and
the arithmetic difference between the two traces is shown in
Fig. 2, which highlights any systematic bias. This figure also
illustrates the risk score bands into which the data fell.

4. Discussion

When interpreting the charts produced by the MADCAP
technique introduced in this paper, it is important to realise

that some chance discrepancy between actual and
expected mortality would be likely even if the risk that
each patient faced were exactly as forecast by the risk
model. The MADCAP is a visual aid for distinguishing
between such chance discrepancy and systematic failings in
the performance of a risk model. Although by no means a
statistical measure of ‘goodness of fit’, it is suitable for use
in the development of risk models [6] as well as for
assessing the performance of an established risk model. The
MADCAP technique is applicable whether the risk model
concerned is derived from multiple regression analysis or
any other method and we recommend the routine use of
this check for systematic bias in the process of developing a
risk model.

The technique is intended to be part of the research
methodology of those engaged in the development or
evaluation of risk models rather than part of day to day
clinical practice. However, as such risk models are becoming
an increasingly common part of audit and communication
with patients, it is important that all clinicians have an
appreciation of how accurate such risk models are and of
their strengths and weaknesses.

With regards to the data presented in Figs. 1 and 2, it
would seem that there are systematic discrepancies between
the actual mortality amongst the cases studied and that
expected according to the additive EuroSCORE risk model.
Such discrepancies are not exposed by use of the ROC curve
(see for example [7]).

Fig. 1 shows that mortality was lower than predicted
overall. Fig. 2 shows that mortality was greater than
predicted amongst low-risk cases (0% and 1%) and perhaps
also amongst high-risk patients (≥7%).

It seems self-evident that prediction of 0% mortality
provides an unrealistic quality target. In this range, average
mortality is always likely to be higher than the prediction
since it cannot be below it. The same argument could be
made for all predictions ≤1% and yet 20% of the cases are
scored at 0% or 1% risk. Loading the practice of ‘beginners’,
for example with these cases and then comparing the risk
adjusted results with surgeons with a wider case mix could
suggest apparently less good results.
Apart from the very low-risk cases, the score systematically favours risk avoiding behaviour as the risk model underestimates mortality for 2—6% prediction but not at 7% and above (Fig. 2). This has been noted previously [8] but in an analysis depending on already grouped data sets. This failure to reflect increasing risk accurately is unfair on surgeons taking on the very patients whose lives are most at risk from the natural history of the disease since most elements in the perioperative risk score are also markers for risk of death without surgery. These are the patients who have the most to gain from heart surgery because it is where surgery makes the biggest difference, and a scoring system, which rewards risk averse case selection is not in the patients’ interests. If we are to use risk adjusted death rates as a comparative index of performance, it is essential that we continually review the performance of the risk adjustment method. The MADCAP charts presented in this paper provide a useful tool to this end.

The technique described in this paper is designed purely to detect systematic flaws in a risk model. For instance, had the method we suggest been used when the additive EuroSCORE was developed, the systematic bias that is a feature of this scoring system would have been apparent. To make recommendations regarding how to improve a risk model, if indeed it is judged that improvements are required, is beyond the scope of our current work. That said, one option would be to use the discrepancies highlighted by the use of MADCAP to adjust the risk score. This would have the advantage of making the model better, according to the criteria of the visual appearance of the MADCAP chart, but may well have disadvantages in terms of other criteria. A MADCAP chart on its own is not sufficient to judge whether a risk model is good or bad. The acid test is to consider what uses the risk model will have and whether it is fit for these purposes.
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Appendix A. The equivalence of the MADCAP calculations to linear interpolation

Suppose one is concerned with a data set with clusters of cases, operations within each cluster having a tied risk score. For different permutations of the order of cases, a different cumulative mortality graph might result. It will be shown that by taking the mean of all such cumulative mortalities, over all possible permutations of cases in the cluster, gives a linear increasing function. In view of this, amalgamating such cumulative plots over all the clusters gives a piecewise linear graph expressing the mean cumulative mortality for the whole dataset. This is the basis of the MADCAP charting method.

The proof of this is an example where the intuitively obvious (linear interpolation) is troublesome to justify mathematically.

Consider a single cluster of \(N\) cases with tied risk score for which there have been \(D\) deaths.

There are \(N!\) possible permutations of the cases, each of which could be used to construct a cumulative chart of mortality. Although requiring some thought, it can be seen that for \(1 \leq j \leq N\), the proportion of permutations within the cluster that have a death assigned to the \(i\)th case is \(1/N\) and for these, the cumulative mortality increases by \(1\), while there is no increase for other permutations. Thus at the \(i\)th step, the mean increase in cumulative mortality is \(1/N\), \(1 \leq i \leq N\).