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We consider a distributed system consisting of a collection of clients and servers in which each server runs on a processor dedicated to it. Each server can be viewed as an instance of an abstract data-type module that provides a set of facilities for its clients. In such systems it may be possible to improve the performance of a server by scheduling its housekeeping activities to occur during periods when the server is waiting for requests from clients or is transmitting a response to a client. We consider the case where the client requests are handled by a foreground process while the maintenance tasks are performed by one or more background processes. We illustrate how the code for these processes can be developed in a stepwise manner, proceeding from coarse-grained concurrency to fine-grained concurrency. This approach is augmented with the use of rely/guarantee conditions which serve to simplify the proof of non-interference. The method is illustrated using a search-table abstraction.
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1. INTRODUCTION

A popular model of a distributed system is to structure it as a set of clients that request services from one or more servers. Each server is basically an instance of an abstract data-type module that provides a collection of functions that are invoked by the clients. When implementing such servers, it often happens that the choice of the data structure permits efficient implementation of a set of operations at the expense of other operations. For example, consider a directory server that is implemented using a perfectly balanced binary search tree. In this case it is efficient to look up a name in the directory. However, adding a new name or removing an existing name is expensive due to the cost of rebalancing the tree after such operations.

It has been observed that the performance of such systems may be improved by having one or more additional processes that are responsible for maintaining the data structure of the server, i.e. converting it into an efficient one. These processes are called maintenance processes and generally run as background (low-priority) processes. Clients interact with a foreground (high-priority) process that handles their requests. The foreground process operates on data structures that allow efficient implementation (up to a certain point!) of all the operations of the server. For example, the foreground process for the above directory server may simply mark an item as 'deleted' in response to a delete request. It is up to the background processes to transform the data structure into an efficient one. Thus in our example a maintenance process tries to rebalance the tree whenever it is activated.

In this paper we first discuss a class of data structures, called multilevel data structures, which allows the maintenance processes to run on separate processors. Section 2 gives the definition of multilevel data structures and discusses their limitations and some performance issues. This definition is then generalised to include data structures that can be characterised by weak and strong invariants. Section 3 outlines a method of developing the code for the foreground and background processes by combining Dijkstra's 'coarse grained concurrency to fine grained concurrency' approach with Jones' rely/guarantee conditions. Section 4 briefly compares the performance of concurrent maintenance strategy with those of some other maintenance techniques. Finally, Section 5 summarises the paper and outlines some research issues.

2. MULTILEVEL DATA STRUCTURES

In this section we first review the use of background processing for improving the performance of hierarchical storage systems. Then we discuss multilevel data structures, namely data structures that consist of two or more different types of data structures having different performance characteristics. We also discuss the use of multiprocessors in implementing these data structures. Finally, we present a more abstract notion of multilevel data structures characterised by strong and weak invariants.

2.1 Concurrent maintenance

Consider the system shown in Fig. 1. It provides a database containing a set of records stored on secondary memory. These records can be inspected and possibly updated by a user. The user interacts with the foreground process by requesting that a specified operation be performed on a specified record. This process searches a directory and, if necessary, fetches the desired record from secondary memory. However, it does not write back modified records. Instead, it stores these records in primary memory, leaving the task of moving them to secondary memory to a background process. As long as there is space in the primary memory, the user sees a faster response time than a system in which updated records are immediately written back.
2.2 Multilevel data structures

The notion of multilevel data structures is based on a novel view of what a data organisation is. We view this generalisation by selecting data structures which have different performance features. For example, suppose that we have to implement a directory server or a name server. Then, one possibility is to select a sorted array for fast lookup and a queue for fast insertion. Also, a tag is associated with each item. It takes on the values 'alive' and 'dead'. This is used for achieving efficient deletion. The background process removes records which are marked 'dead' and, also, moves live records from the queue to the sorted array. This is shown in Fig. 2(a). In this case the queue corresponds to primary memory (short-term storage), while the sorted array corresponds to secondary memory (long-term storage). It should be emphasised that both of these data structures can reside at the same level in the storage hierarchy, i.e. the queue and the array can both be stored in primary memory. Another possibility is to select a binary search tree for short-term storage instead of a queue as shown in Fig. 2(b). The combination in Fig. 2(b) is better than simply using a binary search tree since the sorted array has an average lookup cost of \(\log_2(n)\) while the tree has an average lookup cost of \(1.44 \times \log_4(n)\).

Let \(S(D)\) be some measure of the amount of information stored in a data structure \(D\). For example, if \(D\) is any of the data structures shown in Fig. 2, then \(S(D)\) could be the number of keys stored in that data structure.

**Definition**

A multilevel data structure \(D\) consists of a sequence of data structures \(D_1, D_2, \ldots, D_n\), with the following properties: (a) \(S(D_i)\) can be decreased by increasing \(S(D_{i+1})\) without changing the information contained in \(D\), (b) decreasing \(S(D_i)\) by increasing \(S(D_{i+1})\) results in an improvement in the performance of \(D\), and (c) restructuring of \(D\) does not require restructuring of \(D_j, j \neq i\).

For example, in Fig. 2(b) the size of the binary tree can be decreased by moving some keys from the tree to the array. This change (a) does not affect the information contained in the combined data structure, (b) improves the performance of the combined data structure; moreover, (c) the binary tree can be restructured (e.g. balanced) without having to modify the array, and vice versa.

Multilevel data structures are limited to the implementation of abstract data types which deal with aggregation of items such as sets, bags and search tables. However, this class includes a large number of data-structure combinations such as queue combined with binary search tree, sorted array, hash table, balanced binary tree, B-tree, etc.

An important feature is that it is possible to use multiprocessors in implementing these data structures. For example, one processor can remove deleted slots from the queue, another from the array, while a third processor moves items from the queue to the array. The foreground processor can deal with client requests. This architecture is shown in Fig. 3, where the queue is stored in memory bank M1 which is shared by processors F, B1 and B2, and the array is contained in memory bank M2, which is shared by F, B2 and B3.

**Figure 3. Multiprocessor implementation of multilevel data structures.**

In addition to synchronisation problems, care must be taken in implementing such systems due to performance considerations. The basic requirement is that the background processes should not slow down the foreground process. First, this means that there should not be too much delay between the time a client request is received and the time the foreground process starts processing it. This requires that the indivisible actions of the background process be as brief (fine-grained) as possible and that the overhead associated with providing indivisible actions be relatively small when compared with the time required for processing a client's request. (Section 3 gives examples of coarse-grained and fine-grained indivisible actions.) However, fine-grained actions often result in less efficient code for the background process, since it must make fewer assumptions about the state of the data structure. Thus the background process may not be able to clean up the data structure fast enough, so that gradually the performance of the system deteriorates.
Even apparently efficient background processes can entail inefficiencies when disc resident data structures are considered. In these cases we must avoid hidden interferences which can arise due to the movements of the disc arm. For example, consider the case illustrated in Fig. 4.

![Diagram](https://example.com/diagram.png)

**Figure 4. Interference due to disc resident data structures.**

Assume that (1) there are 16 data records distributed evenly over the two extreme tracks of the disc, (2) there is space for only 8 records in primary memory, and (3) the client repeatedly updates the records located at one extreme followed by those located at the other extreme. Then the disc arm can oscillate back and forth, greatly reducing the performance of the system due to excessive seek time. In this case, the system with just a foreground process which immediately writes back updated records has superior performance.

Another way of improving the performance of concurrent maintenance systems is to let the background processes update the data structure after a group of requests have been served and not after every request. For example, in the 'queue/sorted array' implementation of search tables, the background process can wait till the queue reaches a certain size. Then it can sort the queue and merge it with the array. The use of 'binary tree/sorted array' combination eliminates the need for sorting. This is shown in Figure 5.

![Diagram](https://example.com/diagram.png)

**Figure 5. Multiprocessor implementation of the maintenance of a multilevel data structure for the search-table module.**

Here we have two binary trees T1 and T2, and two sorted arrays A1 and A2. In phase 1 the foreground process appends new nodes to T2, while a background process merges A1 and T1 into A2. At the end of this phase, A1 and T1 are empty. Now phase 2 is started, in which the foreground process appends new items to T1 while the background process merges A2 and T2 into A1. At the end of this phase A2 and T2 are empty and the cycle is repeated by starting phase 1. This can be implemented using multiprocessors. An outline of the algorithm is as follows:

```plaintext
repeat
    MergeTreeAndArray(T1, A1, T2, A2)
    MergeTreeAndArray(T2, A2, T1, A1)
forever
where MergeTreeAndArray(T_a, A_a, T_b, A_b) ==
    processor T_a: output live items in T_a by doing an inorder traversal of T_a
    processor A_a: output live items in A_a by sequentially scanning A_a
    processor A_b: merge the outputs of processors T_a and A_a into A_b
    foreground processor: search A_a, then A_a and T_a, then T_b
```

### 2.3 Generalisation

The performance of the multilevel storage system shown in Fig. 1 can be improved by maintaining a directory in primary memory, since this will eliminate searching disc records. However, condition (c) in the definition given in Section 2.3 is no longer satisfied, as modification of the information kept on the disc (e.g. moving a record to another location) may require changes in the information kept in primary memory. Thus this structure cannot be classified as a multilevel data structure even though it has most of their properties. Hence, to model concurrent maintenance for a broader class of data structures, we generalise the definition of multilevel data structures to include the above type of data structures.

Our approach is based on a more abstract notion of multilevel data structures characterised by weak and strong invariants. Each operation on the abstraction can be implemented efficiently provided that the strong invariant holds. The processing of an operation may falsify the strong invariant (though not the weak invariant). This can impair the performance. Hence, a maintenance process modifies the data structure so as to re-establish the strong invariant.

**Definition**

A general multilevel data structure D has associated with it a sequence of invariants I₁, I₂, ..., Iₙ, with the following properties: (a) D always satisfies I₁, (b) Iᵢ → Iᵢ₋₁ → ... → I₁, (c) if D does not satisfy Iᵢ it can be made to satisfy Iᵢ without changing the information contained in D; further, this modification will improve the performance of D. I₁ is the weak invariant while Iₙ is the strong invariant. The multilevel data structures considered in Section 2.2 are covered by this definition since we can write:

\[ \forall_i, 1 \leq i \leq n, I_i \equiv \exists_j, 1 \leq j < i, S(D_j) \text{ is minimum}. \]

The generalised multilevel data structures can be used in the implementation of many types of server. However, they cannot be efficiently implemented using multiprocessor systems since more coordination is required between the foreground and background processes.

In this section we have defined multilevel data
structures and discussed some implementation considerations. There are two important issues in studying programs used in such systems. The first issue is an approach for systematically developing these programs. This is addressed in Section 3. The second important issue is the evaluation of the performance of such systems. This is briefly discussed in Section 4. Additional details can be found in Refs. 2, 3 and 14.

3. DEVELOPMENT OF CONCURRENT MAINTENANCE ALGORITHMS

In this section we discuss a method of systematically developing programs for foreground and background processes and illustrate it using a ‘queue/sorted array’ data structure for a search-table abstract data type.

One of the earliest systematic methods is to start with coarse-grained concurrency and proceed to fine-grained concurrency. However, this approach does not simplify the proof of correctness. Also, the addition of new operations for the abstract data type requires the proof of non-interference to be redeveloped even for processes which have not been modified. The general proof method is to identify an invariant and show that it is true after every indivisible action by any process. Manber gives the algorithms and proofs for maintenance processes for a special form of binary search trees called external trees, and in Manber and Ladner a binary search structure is considered. In Ellis a distributed version of an extendible hash file useful in distributed databases is developed using a distributed data structure.

Here we combine the ‘coarse-grained concurrency to fine-grained concurrency’ method with the stepwise development method proposed by Jones. For the foreground and background processes we identify rely/guarantee conditions and goals (pre/post conditions) [see Ref. 9]. A process can assume that other concurrent processes will satisfy its rely condition. In turn, it must ensure that it maintains its guarantee condition, which must imply the rely condition of other processes. Further details appear in Ref. 9. The use of rely/guarantee conditions eliminates the need for extensive proof of non-interference when new operations are added to the server.

The stepwise development proceeds in the following coarse-grained concurrency to fine-grained concurrency sequence. (i) In case (A) only the foreground process is present—this is the sequential version. (ii) Case (B) extends case (A) to include a background process. Both the processes are non-interruptible, i.e. the foreground process completes a client request before yielding the processor and the background process completes a clean-up cycle before yielding the processor. (iii) Case (C) is an extension of case (B) wherein the background process is interruptible. (iv) In case (D), both the foreground as well as the background processes are interruptible. Since we do not wish to slow down the foreground process unnecessarily, the overheads for ensuring non-interference are mainly taken care of by the background process. That is, it is the responsibility of the background process to ensure that certain assertions are true at the moment it initiates an indivisible action.

In the following subsections we illustrate this technique by developing the code for foreground/background processes for a server which provides operations for storing and retrieving information associated with names (or keys), such as a name server or a directory server. Specifically, it provides the following functions: (i) ‘LookUp(k)’, which returns the information corresponding to key k; if the key does not exist then it returns an error; (ii) ‘add(k, i)’ for adding k to the database, and (iii) ‘delete(k)’ for removing k from the database.

Section 3.1 considers the case where we have no background process. Section 3.2 considers a background process which completes a cycle before it can be interrupted. Section 3.3 permits the background process to be interrupted even within a cycle. Finally, Section 3.4 allows the foreground process to be interrupted also, though the non-interference overheads are primarily managed by the background process.

3.1 Case (A) — no background process

This is a conventional single-process case. We select the following data structure:

type
node =
record
K: KeyType;
I: info
end;

var
   a: array [1..MaxArray] of node;
   n: 0..MaxArray := 0;

The program should satisfy the specification of the server. Also, we choose to keep the array sorted in order to speed-up the LookUp operation. Hence the program should ensure that the data structure satisfies the following invariant assertion:

∀i, 1 ≤ i < n, a[i].K < a[i+1].K

3.2 Case (B) — non-interruptible foreground, non-interruptible background

As discussed earlier, the response time of the server may be improved by performing the computations required for readjusting the array during idle periods. Case (B) can be developed from case (A) by using the following steps.

ab1. Modify the data structure to allow the foreground process to indicate clean-up tasks for the background process.
ab2. Update the strong invariant.
ab3. Specify the weak invariant.
ab4. Specify the rely condition for the foreground process; generally this asserts that the background process does not change the client-visible portion of the information contained in the data structure.
ab5. Modify the code for the foreground process.
ab6. Develop the code for the background process.

For our example, we have to select data structures for efficiently implementing the add and delete operations. The delete can be implemented efficiently by introducing a status field associated with each node. If the value of the status field is alive then the node is in the data structure, otherwise it is not in the data structure. add can be implemented efficiently by using a queue-like data
structure. If the item is not in the ordered array then it is added at the end of the queue. The queue improves the performance of LookUp since it has to be searched linearly. This is also true if many items in the array are marked as deleted. For this reason the background process removes deleted entries and puts the items in the queue in their proper position in the array.

The data structure is:

```plaintext
type node =
    record
        K: KeyType;
        I: info;
        S: (alive, dead)
    end;
nodePtr = 'node';
end;
```

```plaintext
var
    a: array [1 .. MaxArray] of nodePtr;
    n: 0 .. MaxArray := 0;
    var
    q: array [0 .. MaxQueue - 1] of nodePtr;
    h, t: 0 .. MaxInt := 0;
end;
```

**strong invariant**

1. \( 1 \leq i < n \): \( a[i].K < a[i+1].K \) – the array is strictly ordered.
2. \( 1 \leq i < n \): \( a[i].S = alive \) – all the items are marked as alive.

**weak invariant**

1. \( h \leq t \) – the queue may not be empty.
2. \( h < j < t \):
   - not 3i: \( 1 \leq i < n \): \( a[i].K = q[j].K \) – the key in the queue does not occur in the array.
   - (We use the notation \( x' \) to mean \( x \mod MaxQueue \)).
3. \( 1 \leq i < n \): \( a[i].K < a[i+1].K \) – the array is strictly ordered.

(2) and (3) together imply that all the keys in the queue and the array are distinct.

**Foreground process.** Its goal is to satisfy the specification and to maintain the weak invariant. It assumes that each indivisible action of the background process leaves the set of nodes with status = alive unchanged, though their position in the array/queue may be changed. This is the rely condition of the foreground process. This can be stated formally as follows:

\[
S(a)_{start(N+1)} \cup S(q)_{start(N+1)} = S(a)_{end(N)} \cup S(q)_{end(N)}
\]

where

\[
S(a) \equiv sa := \emptyset;
\]

for \( i := 1 \) to \( n \) do
if \( a[i].S = alive \) then \( sa := sa \cup \{a[i]\} \); return \( sa \);
and

\[
S(q) \equiv sq := \emptyset;
\]

for \( i := h+1 \) to \( i \) do
if \( q[i].S = alive \) then \( sq := sq \cup \{q[i]\} \); return \( sq \);

Also, the notation \( S_{start(N)} \) means the value of \( S \) at the start of indivisible action \( N \) of the process, while \( S_{end(N)} \) means the value of \( S \) at the end of indivisible action \( N \).

The implementation of the foreground process is similar to a typical one for case (A), except that we have to search both the queue and the array. An outline of the search procedure used by the foreground process is:

- search the sorted array using binary search;
- if the element is found then return it
- else sequentially search the queue;

The code for the search procedure used by the foreground process is shown in Fig. 6.
end;

\$n := i;
\$

shrink queue: \textbf{while} \( h \leq t \) \textbf{and then} \( q[h+1] \). \( S = \text{dead} \) \textbf{do} \( h := h+1 \);

\textbf{expand array (loc):}
\begin{align*}
\text{loc} := n+1; \\
\textbf{while} \ \text{loc} > 1 \textbf{ and then } a[\text{loc} - 1].K > q[h+1].K \textbf{ do} \\
\begin{align*}
& a[\text{loc}] := a[\text{loc} - 1]; \\
& \text{loc} := \text{loc} - 1
\end{align*}
\end{align*}

end
\begin{align*}
& n := n+1; \\
& \end{align*}

\textbf{transfer (loc):}
\begin{align*}
& a[\text{loc}] := q[h+1]; \\
& h := h+1;
\end{align*}

Figure 7. Implementation of non-interruptible background process for case (B).

It is straightforward to show that this code satisfies the guarantee condition of the background process – (i) \textit{shrink array} retains all nodes which are alive, (ii) \textit{shrink queue} increases \( h \) only if the node at the head of the queue is dead, (iii) \textit{expand array} and \textit{transfer} copy the item at the head of the queue into its proper place in the array and advance \( h \), thereby removing it from the queue. Intermediate assertions can be used to show that the code meets the goal of the background process using conventional program proof methods.

\textbf{Note.} Since we have two interfering processes, the guarantee condition of one is the rely condition of the other, and vice versa. In this case the background process does not rely on any conditions other than the weak invariant. Hence its rely condition is \textbf{true}, so that the guarantee condition of the foreground process is also \textbf{true}.

Note. In order to simplify the programs, we assume that always \( t-h < \text{MaxQueue} \) and \( n < \text{MaxArray} \). Similar assumptions are made in Refs 4 and 6. Suitable interlocks can be provided for the general case.

### 3.3 Case (C) – non-interruptible background

This is the most important case in a multiprocessor system – the background process is active only when the processor dedicated to the abstract data-type module has no request from other processors. The following steps can be used in order to develop the code for case (C) from that for case (B).

\textbf{bc1.} The data structure and the strong invariant are unchanged.

\textbf{bc2.} Select indivisible actions of the background process.

\textbf{bc3.} The weak invariant is modified in order to allow the background process to be interrupted within its cycle; the amount of modification required depends on the coarseness of the indivisible actions selected in (bc2).

\textbf{bc4.} Specify the rely condition of the background process; this also depends on (bc2); for example, variables which are accessed by the background process outside indivisible actions cannot be modified by the foreground process.

\textbf{bc5.} Develop the code for the background process; iterate from (bc2) till a desired level of granularity of indivisible actions is achieved. For our example, the invariant is almost the same as before, except that now we must have at least one duplicate key in the array; since the background process can be interrupted while it is adjusting (shrinking/expanding) the array.

\textbf{strong invariant}

Same as for case (B),

\textbf{weak invariant}

Condition 3 is replaced by:

1. There exists at most one \( i, 1 \leq i < n \), such that \( a[i].K = a[i+1].K \) – at most one duplicate occurs in the array.

2. \( a[i].K = a[i+1].K \) \rightarrow \textbf{not} \( a[i].S = a[i+1].S = \text{alive} \) – at most one of the duplicates is alive.

3. \( i \leq h < n \); \( a[i].K \leq a[i+1].K \) – the array is ordered.

\textbf{Foreground process.} It's goal and rely conditions are the same as in case (B). The search procedure used by it is also almost identical to the earlier one, except that now we have to consider weak invariants (3.1) and (3.2). Thus we have:

1. \textbf{search the sorted array using binary search;}

2. \textbf{if the key is not found then sequentially search the queue else begin check whether the right or left neighbour of this index has the same key and is alive; if yes then return the pointer corresponding to neighbour; else return the pointer corresponding to index end;}

The complete code appears in Figure 8.

\textbf{search array and queue (k):}

\begin{align*}
& l := 1; \ u := n; \\
& \textbf{while} \ l \leq u \textbf{ do} \\
& \begin{align*}
& \text{begin} \ m := (l + u) \text{ div} 2; \\
& \text{if} \ a[m].K = k \text{ then exit} \\
& \text{else if} \ a[m].K < k \text{ then} \ l := m + 1 \\
& \text{else} \ u := m - 1 \\
& \text{end}; \\
& \textbf{if} \ l \leq u \textbf{ then} \\
& \begin{align*}
& \text{begin} \ m := (l - n) \text{ div} 2; \\
& \text{if} \ a[m].K = k \text{ and} \ a[m].S = \text{alive} \text{ then} \ m := m + 1 \\
& \text{else if} \ m > 1 \text{ and} \ a[m].K = k \text{ and} \ a[m].S = \text{alive} \text{ then} \ m := m - 1; \\
& \text{return} a[m] \\
& \text{end}; \\
& \text{else begin} \ i := h + 1; \\
& \text{while} \ i \leq t \text{ and then} \ q[i].K \neq k \text{ do} \ i := i + 1; \\
& \text{if} \ i \leq t \text{ then return} q[i] \\
& \text{else return nil} \end{align*}
\end{align*}

Figure 8. Search procedure for non-interruptible foreground process for case (C).

The only additional proof required here is to show that it satisfies the rely conditions of the background process (these are given below). Clearly \( a[i].K, h \text{ and } n \) are not changed by it, since the only change it makes to the data structure (besides changes to the status and info fields) is to add an item at the tail of the queue.

\textbf{Background process.} Its goal is the same as in case (B). It relies on the following conditions (which must be guaranteed by the foreground process):
MAINTENANCE OF DATA STRUCTURES IN A DISTRIBUTED ENVIRONMENT

(1) $a[i].K, h$ and $n$ are not changed by other processes, i.e.
\[
\forall i, 1 \leq i \leq n, a[i].K_{start(N+1)} = a[i].K_{end(N)};
\]
\[
h_{start(N+1)} = h_{end(N)};
\]
\[
n_{start(N+1)} = n_{end(N)};
\]

(2) $\forall i, h < i \leq t', q[i].K$ is not changed by other processes where $t'$ is the value of $t$ last observed by the background process, i.e.
\[
\forall i, h < i \leq t_{end(N)}, q[i].K_{start(N+1)} = q[i].K_{end(N)}.
\]

The outline of the code for the background process is also similar to that for case (B), except that now the indivisible actions are much more fine-grained. The code for the background process is shown in Figure 9.

It exits the repeat ... until loop provided it does not detect any dead node after a complete scan of the array. Otherwise it shrinks the array (as far as possible) and scans the array again. The rest is similar to the earlier code. The five indivisible actions (enclosed within $< ... >$) ensure that the weak invariant and the rely condition of the foreground process are satisfied. Specifically, these indivisible actions are used to ensure that only one key in a duplicate is alive whenever it shrinks or expands the array. Also, it evaluates the status of an item within an indivisible action before deleting it.

In shrink array and shrink queue it exits the loop if it finds that the status is alive. However, this cannot be done in expand array and transfer. In these cases it uses the assertion that if $a[0].S$ is alive then $loc$ must be less than $n+1$ and $a[0].K$ must be equal to $a[0+1].K$, so that $a[0+1].S$ must be equal to dead. Hence, it transfers $a[loc]$ to $a[loc+1]$ prior to changing $a[loc]$.

Note. As observed in Ref. 12, it is possible that the background process will never complete a cycle if requests repeatedly come for adding and then deleting the same key.

loop forever
begin repeat
    shrink array (DeadFound)
    until not DeadFound;
    shrink queue;
    if $h < t$ then
        begin expand array (loc); transfer (loc)
    end
end;

shrink array (DeadFound):
\[
i := n;
\]
while $i > 1$ and then $a[i].S \neq dead$ do $i := i - 1$;
if $i = 0$ then DeadFound := false
else begin DeadFound := true;
    while $i < n$ do
        $< if a[i].S = alive then >$ exit
        else begin $a[i] := a[i+1]$;
            $a[i+1].S := dead$; $i := i + 1$
        end;
        $< if a[n].S = dead then >$ n := n - 1$
    end;

shrink queue:
while $h < t$ do
    $< if q[(h+1)].S = alive then >$ exit
    else $h := h + 1$;

expand array (loc):
\[
loc := n + 1
\]
\[
a[loc].S := dead;
\]
while $loc > i$ and then
\[
a[loc].K > q[(h+1)].K
\]
begin $< if a[loc].S = alive then >$ a[loc+1] := a[loc];
if $loc = n + 1$ then $n := n + 1$;
$a[loc] := a[loc - 1]$;
$a[loc].S := dead$;
\[
loc := loc - 1
\]
end;

transfer (loc):
$< if a[loc].S = alive then >$ a[loc+1] := a[loc];
if $loc = n + 1$ then $n := n + 1$;
$a[loc] := q[(h+1)]$;
$h := h + 1$;

Figure 9. Implementation of interruptible background process for case (C).

3.4 Case (D) – interruptible foreground, interruptible background

Though the previous case is satisfactory for most situations, further flexibility is possible if we allow the background process to proceed even though the foreground process has not fully completed its operation. This may occur if one CPU can be dedicated to the foreground process and another to the background process. It is also useful for cases where the foreground process has to wait for some disc I/O operations when the data structure is disc resident.

This case can be implemented using explicit locks in addition to the indivisible actions used in the previous case. These locks exclude the background process from accessing areas of the data structure which may be accessed or modified by the foreground process during the remaining part of its current operation. In order to allow the foreground process to proceed at full speed, most of these locking actions are taken care of by the background process. That is, it is the responsibility of the background process to ensure that it is safe to access the data structure before doing so. Generally, the code for this case is very closely related to that for the previous case.

For our example, the array and queue data structures and invariants are as in case (C). Three new variables are used by the foreground process in order to block access to selected areas of the data structure: $H$ indicates the position of the foreground process in the queue; $L, U$ indicate the position of the foreground process in the array.

**Foreground process.** Its goal is to satisfy the specification and to maintain the weak invariant. It relies on three conditions, namely (i) the set of nodes with status $= alive$ are unchanged by other processes, though their position in the queue/array may be changed; (ii) no node is transferred from the array to the queue; and (iii) there is no maintenance activity on portions of the data structure which it is searching. These are given by:

(i) $S(a)_{start(N+1)} \cup S(q)_{start(N+1)} = S(a)_{end(N)} \cup S(q)_{end(N)}$

(ii) $S(a)_{start(N+1)} \subseteq S(a)_{end(N)}$ and $S(q)_{start(N+1)} \subseteq S(q)_{end(N)}$
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(iii) \( \forall s, H < i \leq t, q[i] \) is not modified, i.e.,
\[
q[i]_{\text{start}(N+1)} = q[i]_{\text{end}(N)};
\]
\[ \forall s, L \leq i \leq U: a[i] \text{ is not modified, i.e.,} \]
\[
a[i]_{\text{start}(N+1)} = a[i]_{\text{end}(N)}.\]

The code for the search procedure used by the foreground process appears in Figure 10. Note that after each LookUp(k), addk, i), delete(k) operation we have to add \( H := t; L := U + 1 \)

search array and queue (k);
\( \ll H := h \gg; \) — locks access to the queue
while \( H < t \) and then \( q[(H+1)^t]. K + k = \text{do } H := H + 1; \)
if \( H < t \) then return \( q[(H+1)^t] \)
else begin \( L := 1; \ll U := n \gg; \)
— locks access to the array
while \( L \leq U \) do
begin \( m := (L + U) \text{ div } 2; \)
if \( a[m] = K \text{ then exit} \)
else if \( a[m] = K < k \text{ then } L := m + 1 \)
else \( U := m - 1 \)
end;
if \( L > U \text{ then return nil} \)
else begin if \( m < n \text{ and then } (a[m+1]) = K \text{ and } a[m+1] = \text{alive then } m := m + 1 \)
else if \( m > 1 \text{ and then } (a[m-1]) = K \text{ and } a[m-1] = \text{alive then } m := m - 1 \)
\( L := m; U := m; \)
return \( a[m] \)
end
end

Figure 10. Search procedure for interruptible foreground process for case (D)

It is similar to that in Figure 8, except that the queue is searched first and that values are assigned to \( H, L \) and \( U \) to prevent the background process from modifying the portion of the data structure being accessed by the foreground process. (The queue is searched first because the foreground process relies on the condition that a node cannot be moved from the array to the queue, though it may be moved from the queue to the array.) Its correctness follows from that of Fig. 8 and the rely condition regarding \( H, L \) and \( U \). The only new proof is to show that if \( m \) is set \( m + 1 \) or \( m - 1 \) (as the case may be) then we still have \( L \leq m \leq U \).

Background process. Its goal and rely conditions are the same as in case (C). The code for the background process is shown in Fig. 11. We use the primitive:

shrink queue:
while \( H < i \) do
when \( H + h + 1 \text{ do} \)
\( \ll \text{if } q[(h+1)^t]. S = \text{alive then } \gg \text{ exit} \)
else \( h := h + 1 \gg; \)

expand array (loc):
\( \text{loc} := n + 1; \)
\( a[\text{loc}] = \text{dead}; \)
while \( loc > 1 \) and then \( a[\text{loc} - 1] = \text{alive then } \)
\( K > q[(h+1)^t] \text{ do} \)
begin when not \( (L \leq \text{loc} - 1 \leq U \text{ or } L \leq \text{loc} \leq U \text{ or } L \leq \text{loc} + 1 \leq U) \text{ do} \)
\( \ll \text{if } a[\text{loc}] = \text{alive then } \gg \text{loc} := \text{loc} + 1 \gg; \)
if \( \text{loc} = n + 1 \text{ then } n := n + 1 \)
\( a[\text{loc}] := a[\text{loc} - 1]; \)
\( a[\text{loc} - 1] = \text{dead} \gg ; \)
\( \text{loc} := \text{loc} - 1 \gg; \)
end;

transfer(loc):
when \( H + h \text{ and not } (L \leq \text{loc} \leq U \text{ or } L \leq \text{loc} + 1 \leq U) \text{ do} \)
\( \ll \text{if } a[\text{loc}] = \text{alive then } \gg \text{loc} := \text{loc} + 1 ; \)
if \( \text{loc} = n + 1 \text{ then } n := n + 1 \)
\( a[\text{loc}] := q[(h+1)^t]; \)
\( h := h + 1 \gg; \)

Figure 11. Implementation of interruptible background process for case (D).

when \( B \text{ do } \ll A \gg \)
to mean that indivisible action \( \ll A \gg \text{ is executed only} \)
when \( B \text{ becomes true. We can implement this by using} \)
busy-waiting:

\[ \ll \text{label: } \ll \text{if not } B \text{ then } \gg \text{ goto label else } \ll A \gg \]\n
Busy-waiting is acceptable for the two scenarios we have considered, namely, a dedicated processor for the foreground process or when the foreground process is waiting for some events to occur. The correctness of the program then follows from that shown in Fig. 9.

3.5 Comments
To recapitulate, the code for the foreground and background processes may be developed by systematically proceeding from coarse-grained concurrency to fine-grained concurrency. In addition, rely/guarantee conditions are used to simplify the proof of non-interference at each stage. To ensure that the semantics of the abstraction are satisfied, the maintenance process must guarantee that the ‘rely’ conditions of the foreground process are not violated. Similarly, every indivisible action of the foreground process must satisfy the ‘rely’ condition of the maintenance process.

We have used this approach for developing concurrent maintenance algorithms for strings,18 equivalence relations, linear lists,18 hash tables,18 and a multiway tree data structure for a directory server.5

4. PERFORMANCE EVALUATION
In this section we briefly discuss the performance of various methods of maintaining data structures. Additional details appear in Refs. 2, 3 and 14.
As evident from the example in the previous section, the algorithms for cases (C) and (D) are significantly more complicated than those for cases (A) and (B). Hence they should be considered only if there is clear evidence that the use of such algorithms will improve the performance of the system. The average waiting time for a client request to be processed by the server is an important performance measure, which can be used to evaluate different data-structure maintenance policies.

Clearly, it is not appropriate to compare the performance of the algorithms for maintaining an ordered array (such as those developed in the previous section) with, say, the concurrent maintenance of a hash table or a tree. We assume that a particular data structure has been selected for implementing a server based on certain design considerations. The important performance question is what maintenance approach is suitable for that data structure.

In our study we have considered the following maintenance techniques.

1. Case A1: no background process along with the use of a standard form of the data structure; the foreground process performs all the maintenance tasks required by a client request before sending any response to the client.

2. Case A2: no background process, but perhaps a self-reorganising form of the data structure is used; this includes case A1.

3. Case B1: separate maintenance process that is invoked after the completion of every foreground operation; all the maintenance tasks required by a client request are completed before processing a new request.

4. Case B3: separate maintenance process that is invoked after the completion of every $M(M \geq 1)$ foreground operation; this includes case B1.

5. Case C: concurrent maintenance process; the maintenance process runs whenever the foreground process is idle.

We have compared cases A1, B1 and C, both analytically and experimentally, for a single-client system such as the implementation of a distributed program using remote procedure calls. The results are as follows.

Case B1 is always better than case A1.

Case C is better than cases B1 and A1 when the load is below a certain value; the cross-over point increases as the proportion of look-up requests increases relative to update requests.

For multiple-client systems, such as a general network server, we have the following results:

If we assume that the foreground process has a higher priority than the background process, then case C is basically unstable, i.e. with probability 1 the system will eventually reach a state in which the response time is infinite; hence we only consider case C with scheduling policies which dynamically adjust the relative priorities of the foreground and maintenance processes.

Case B2 has the smallest average response time ($M$ must be found experimentally).

Case C has the smallest variance and the smallest worst-case performance.

From these observations we conclude that concurrent maintenance may be suitable for real-time applications, especially if the operating system supports efficient synchronisation primitives. However, it should be noted that the algorithms for case C are significantly more complex than those for the other cases.

## 5. SUMMARY

In this paper we have considered the implementation of servers incorporating low-priority maintenance processes dedicated to housekeeping activities. We first defined multilevel data structures which are similar to hierarchical storage systems, and discussed their implementation using multiprocessor systems. Then we generalised these to include data structures which can be characterised by weak and strong invariants. These allow each operation of the server to be implemented efficiently, provided that the data structure is in a state which satisfies the strong invariant. It is the responsibility of the maintenance processes to bring the data structure to such a state. We discussed a stepwise development method for the special case where we have only one maintenance process by proceeding from coarse-grained concurrency to fine-grained concurrency.

We have also briefly discussed the performance of different maintenance strategies. (Details appear in Refs 2, 3 and 14.) The results indicate that concurrent maintenance is suitable for real-time applications.

Some research issues are (i) developing methods of deriving the rely/guarantee conditions from the strong/weak invariants since it is relatively straightforward to determine the latter, (ii) considering the case where we have multiple foreground processes (see Refs 10, 12 and 15).
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