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ABSTRACT

We describe the GALFORM semi-analytic model for calculating the formation and evolution of galaxies in hierarchical clustering cosmologies. It improves upon, and extends, the earlier scheme developed by Cole et al. The model employs a new Monte Carlo algorithm to follow the merging evolution of dark matter haloes with arbitrary mass resolution. It incorporates realistic descriptions of the density profiles of dark matter haloes and the gas they contain; it follows the chemical evolution of gas and stars, and the associated production of dust; and it includes a detailed calculation of the sizes of discs and spheroids. Wherever possible, our prescriptions for modelling individual physical processes are based on results of numerical simulations. They require a number of adjustable parameters, which we fix by reference to a small subset of local galaxy data. This results in a fully specified model of galaxy formation which can be tested against other data. We apply our methods to the LCDM cosmology and find good agreement with a wide range of properties of the local galaxy population: the B- and K-band luminosity functions, the distribution of colours for the population as a whole, the ratio of ellipticals to spirals, the distribution of disc sizes, and the current cold gas content of discs. In spite of the overall success of the model, some interesting discrepancies remain: the colour–magnitude relation for ellipticals in clusters is significantly flatter than observed at bright magnitudes (although the scatter is about right), and the model predicts galaxy circular velocities, at a given luminosity, that are about 30 per cent larger than is observed. It is unclear whether these discrepancies represent fundamental shortcomings of the model, or whether they result from the various approximations and uncertainties inherent in the technique. Our more detailed methods do not change our earlier conclusion that just over half the stars in the Universe are expected to have formed since z = 1.5.
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1 INTRODUCTION

The past few years have been a remarkably rich period in observational studies of galaxy formation. Major advances have resulted from observations at many wavelengths, from the far-ultraviolet to the submillimeter. Breakthroughs include the discovery and measurement of the clustering of ‘Lyman-break’ galaxies, a population of luminous, star-forming galaxies at redshifts z ~ 3–4 (Steidel et al. 1996; Adelberger et al. 1998); estimates of the history of star formation and the attendant production of metals, from z ~ 5 to the present (Madau et al. 1996; Madau, Pozzetti & Dickinson 1998); measurements of the galaxy luminosity function at z ~ 0.5–1 (Ellis et al. 1996; Lilly et al. 1996) and z ~ 3–4 (Steidel et al. 1999); the discovery of a population of bright submillimeter sources, some of which, at least, appear to be dusty, star-forming galaxies at z ~ 2 (Ivison et al. 1998). All of these and many other observations are beginning to sketch out an empirical picture of galaxy evolution.

On their own, the data provide only a partial description of specific stages of galaxy evolution. To develop a physical understanding of the processes at work, and to relate observations to cosmological theory, requires detailed modelling that exploits our current understanding of astrophysical processes in their cosmological context. The theoretical infrastructure required for this programme has been in place for over a decade (e.g. Blumenthal et al. 1984; Davis et al. 1985). In its standard form, it assumes that galaxies grew out of primordial Gaussian density fluctuations generated during inflation and amplified by gravitational instability acting on cold dark matter, the dominant mass...
component of the Universe. Gas is initially mixed in with the dark matter, and when dark matter haloes collapse, the visible component of galaxies accumulates as stars condense out of gas that has cooled on to a disc.

To construct a theory of galaxy formation that can be tested against observations requires combining the theory of the evolution of cosmological density perturbations with a description of various astrophysical processes such as the cooling of gas in haloes, the formation of stars, the feedback effects on interstellar gas of energy released by young stars, the production of heavy elements, the evolution of stellar populations, the effects of dust, and the merging of galaxies. The most appropriate methodology is to carry out ab initio calculations that follow directly the development of primordial density fluctuations into luminous galaxies. Within the standard cosmological model, the initial conditions are very well defined. They are specified by the power spectrum of primordial density perturbations, whose shape is fixed by the cosmological parameters: the mean mass density, \( \Omega_\text{m} \), the mean baryon density, \( \Omega_\text{b} \), the cosmological constant, \( \Lambda_0 \), and the Hubble constant, \( H_0 \) (which, throughout this paper, we express as \( H_0 = 100 \, h \, \text{km s}^{-1} \, \text{Mpc}^{-1} \)).

The subsequent evolution of the dark matter and baryons is best calculated by Monte Carlo simulation. Two different approaches have been developed for this purpose. In the first, direct simulations, the gravitational and hydrodynamical equations in the expanding Universe are solved explicitly, using one or more of a variety of numerical techniques that have been specifically developed for this purpose over the past 20 years (e.g. Katz, Hernquist & Weinberg 1992; Evrard, Summers & Davis 1994; Frenk et al. 1996, 1999; Katz, Weinberg & Hernquist 1996; Navarro & Steinmetz 1997; Pearce et al. 1999; Blanton et al. 2000; Thacker et al. 2000). In the second approach, now commonly known as `semi-analytic modelling of galaxy formation' (White & Rees 1978; White & Frenk 1991; Kauffmann, White & Guiderdoni 1993; Cole et al. 1994), the evolution of the baryonic component is calculated using simple analytic models, while the evolution of the dark matter is calculated either directly, using N-body methods, or using a Monte Carlo technique that follows the formation of dark matter haloes by hierarchical merging. It is this second approach that we discuss in this paper.

The two modelling techniques have complementary strengths. The major advantage of direct simulations is that the dynamics of the cooling gas are calculated in full generality, without the need for simplifying assumptions. The main disadvantage is that even with the best codes and fastest computers available today, the attainable resolution is still only a few orders of magnitude below that required to resolve the formation and internal structure of individual galaxies in cosmological volumes. In addition, a phenomenological model, similar to that employed in semi-analytic modelling, is required to include star formation and feedback processes in the simulation. These processes are, in fact, much more difficult to treat and much more uncertain than the dynamics of the diffuse gas.

Semi-analytic modelling does not suffer from resolution limitations, particularly when Monte Carlo methods are used to generate the halo merger histories. In this case, the resolution can be made arbitrarily high at a relatively small computational cost. The major disadvantage is the need for simplifying assumptions in the calculation of gas properties, such as spherical symmetry or a particular flow structure. It is encouraging that detailed comparisons between direct and semi-analytic simulations show good agreement (Pearce et al. 1999; Benson et al. 2000c). An important advantage of semi-analytic modelling is its flexibility. This allows the effects of varying assumptions or parameter choices to be readily investigated, and makes it possible to calculate a wide range of observable galaxy properties, such as luminosities in any waveband, sizes, mass-to-light ratios, bulge-to-disc ratios, circular velocities, etc.

Semi-analytic modelling has its roots in the work of White & Rees (1978), Cole (1991), Lacey & Silk (1991) and White & Frenk (1991), who laid out the overall philosophy and basic methodology of this approach. Throughout most of the 1990s, this technique was developed and promoted primarily by two collaborations, one currently based at Munich (e.g. Kauffmann et al. 1993; Kauffmann, Guiderdoni & White 1994; Kauffmann 1994a,b; Kauffmann, Nusser & Steinmetz 1997; Mo, Mao & White 1998a.b; Kauffmann et al. 1999a, and the other at Durham (e.g. Cole et al. 1994; Heyl et al. 1995; Baugh, Cole & Frenk 1996a,b; Baugh et al. 1998; Benson et al. 2000a; see also Lacey et al. 1993). In the past two years, several other groups have begun to apply this technique to study various aspects of galaxy formation (e.g. Avila-Reese & Firmani 1998; Guiderdoni et al. 1998; Wu, Fabian & Nulsen 1998; Somerville & Primack 1999; van Kampen, Jimenez & Peacock 1999). This body of work has demonstrated the usefulness of semi-analytic modelling as a means for fleshing out the observable consequences of current cosmological theories and for the interpretation of observational data, particularly at high redshift.

A growing body of galaxy properties has been analysed using semi-analytic methods. Examples of noteworthy successes include the ability to reproduce the local field galaxy luminosity function, the slope and scatter of the Tully–Fisher relation for spiral galaxies, and the counts and redshift distributions of faint galaxies (see, e.g., Kauffmann et al. 1993, Cole et al. 1994 and Kauffmann et al. 1994). Nevertheless, some important properties have remained obstinately difficult to reproduce, most notably the colour–magnitude relation for cluster ellipticals (but see Kauffmann & Charlot 1998a), and a simultaneous fit to the local luminosity function and the zero-point of the Tully–Fisher relation (e.g. Heyl et al. 1995).

A wide variety of physical processes are involved in the formation of galaxies. Some of them, like star formation, are very poorly understood. Modelling galaxy formation therefore inevitably requires making approximations and adopting simplified descriptions of some of these processes. Most often, an incomplete understanding of a physical ingredient is subsumed within a simple scaling law that contains free parameters. A remarkable facet of modern semi-analytic modelling is that a realistic picture of galaxy evolution can be formulated with a relatively small number of such parameters, typically four or five in the simplest versions. A strategy that has proved useful is to fix the values of these parameters by trying to match a subset of local data (for example, the luminosity functions in two passbands or the Tully–Fisher relation). This leads to a completely specified model that has predictive power and may be used to calculate theoretical expectations for other local properties or for properties at high redshift. This approach has met with considerable success. For example, Cole et al. (1994) predicted that most of the stars in the Universe formed at relatively low redshift (\( z \approx 1 \) for an \( \Omega_\text{m} = 1 \) standard CDM cosmology); Kauffmann (1996) predicted a sharply declining number of bright elliptical galaxies at high redshift; and Baugh et al. (1998) and Governato et al. (1998) predicted strong clustering for Lyman-break galaxies at redshift \( z = 3 \).

In this paper we present a new semi-analytic model which
builds upon the scheme described by Cole et al. (1994) which we used for a number of applications (Heyl et al. 1995; Baugh et al. 1996a,b). Our new model differs from the earlier one primarily in its greater scope and richness, but also in the manner in which certain key physical properties are calculated. These improvements are called for by recent theoretical developments and, most importantly, by the increase in the quantity and quality of observational data. The main additions to our new code are the inclusion of chemical enrichment and dust processes, prescriptions for calculating the sizes of discs and spheroids, the use of more realistic density profiles for dark matter haloes and gas, and the ability to follow the mergers of haloes with fine mass and time resolution. It should be noted that despite all these improvements, when one adopts the same cosmological parameters and also the same galaxy formation parameters (e.g., for stellar feedback), then the main predictions of the model, including the galaxy luminosity function, Tully–Fisher relation and overall star formation history, are practically identical to those in Cole et al. (1994). The one exception is the inclusion of dust extinction which makes the galaxy colours somewhat redder than in the Cole et al. (1994) models. Thus the changes to the model may be viewed as refinements that allow more properties of the galaxy population, such as galaxy sizes and metallicities, to be calculated.

The main aim of this paper is to lay out the methods that we use in our new semi-analytic model and to compare results with a restricted set of observational data. This is a long paper containing a mixture of technical descriptions and results of more general interest. In the following, brief section we present an overview, together with schematics illustrating how different parts of the model fit together. Non-specialist readers may wish to skip the more detailed passages of the paper on a first reading, and we recommend how this might done in Section 2.

2 OVERVIEW

Our galaxy formation model is a synthesis of many techniques, each of which has been developed to treat particular aspects of the
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**Figure 1.** A schematic showing how different physical processes are combined to make predictions for the observable properties of galaxies, starting from initial conditions specified by the cosmology. The numbers in each box indicate the subsection of the paper in which our method for modelling that process is described.
complex process of galaxy formation. Its backbone is a Monte Carlo method for generating ‘merger trees’ to describe the hierarchical growth of dark matter (DM) haloes. The full range of properties and processes that we model within this framework are:

(i) the gravitationally driven formation and merging of dark matter haloes;
(ii) the density and angular momentum profiles of dark matter and shock-heated gas within dense non-linear haloes;
(iii) the radiative cooling of gas and its collapse to form centrifugally supported discs;
(iv) The scalelengths of discs based on angular momentum conservation and including the effect of the adiabatic contraction of the surrounding halo during the formation of the disc;
(v) star formation in discs;
(vi) feedback, i.e., the regulation of the star formation rate resulting from the injection of supernova (SN) energy into the interstellar medium (ISM);
(vii) chemical enrichment of the ISM and hot halo gas, and its influence on both the gas cooling rates and the properties of the stellar populations that are formed;
(viii) the frequency of galaxy mergers resulting from dynamical friction operating on galaxies as they orbit within common dark matter haloes;
(ix) the formation of galactic spheroids, accompanied by bursts of star formation, during violent galaxy–galaxy mergers, and estimates of their effective radii;
(x) Spectrophotometric evolution of the stellar populations;
(xi) the effect of dust extinction on galaxy luminosities and colours, and its dependence on galaxy inclination, and (xii) the generation of emission lines from interstellar gas ionized by young stars.

Our treatment of each of these processes is described in the following sections. The model is summarized schematically in Fig. 1, which also shows in which subsection of the paper each of the processes is described.

The scheme we present is largely modular, and within each module one has the choice of selecting various options as well as certain parameter values. The options (for example, including or ignoring the baryonic mass of the galaxy when computing its rotation curve) are not degrees of freedom within the model. Instead, they allow us to vary the complexity of the description in order to gain physical understanding. By switching processes on and off and changing certain assumptions we are able to determine which physical processes are directly responsible for a particular galaxy property.

The observable galaxy properties predicted by the model are shown schematically in Fig. 2. This figure separates the predicted quantities into two categories. Some aspects of the observational quantities in the first category are used as primary constraints on the model parameters. The boxes in the figure also indicate in which subsection of the paper the observational comparison for that quantity is presented, or in the case of galaxy clustering, the related papers in which they are presented. Predictions for the redshift evolution of galaxy properties will be presented in future papers.

The layout of the paper is as follows. Section 3 presents techniques for generating merger trees to describe the gravitational growth of dark matter haloes and models for their internal structure. Section 4 describes how we calculate disc and spheroid

\[ \text{Figure 2. A schematic showing the observable galaxy properties predicted by the model. The numbers in each box indicate the subsection of the paper in which the comparison of model predictions with observations of that property are described. The predictions for galaxy clustering are described in separate papers, as indicated in the box.} \]
formation, including star formation, feedback and chemical evolution, and the scalings of galactic discs and bulges. Section 5 presents our methods for calculating the luminosities of stellar populations, and the effects of dust extinction. These three sections may be skipped on a first reading, simply noting the definition of the parameters that describe our star formation and feedback model, equations (4.4), (4.5), (4.14) and (4.15). An overview of the model and the strategy we adopt to constrain parameters and to obtain a well-specified, predictive model are presented in Section 6, which should be of general interest. This procedure is implemented in Section 7, where we illustrate the effects of varying each model parameter. The general reader may simply wish to study the figures in this section and the summary in subsection 7.9. In Section 8 we test our fully specified model against further properties of the observed galaxy population. Again, the general reader may wish to study only the figures in this section. Finally, in Section 9 we restate the general philosophy of our approach and discuss the strengths and weaknesses of the specific model that we have presented. This, and the final section presenting a summary of our results, are both of general interest.

3 FORMATION OF DARK MATTER HALOES

Galaxies are assumed to form inside dark matter haloes, and their subsequent evolution is controlled by the merging histories of the haloes containing them. It is therefore essential to have an accurate description of how dark haloes form and evolve through hierarchical merging, and of the internal structure of these haloes. These are both described in this section.

3.1 Dark matter halo merger trees

We use a new Monte Carlo algorithm to generate merger trees that describe the formation paths of randomly selected dark matter haloes. It is an improvement over the ‘block model’ that we used previously (Cole et al. 1994; Heyl et al. 1995; Baugh et al. 1996a,b). The new algorithm is directly based on the analytic expression for halo merger rates derived by Lacey & Cole (1993). At each branch in the tree, a halo splits into two progenitors, but unlike in the ‘block model’, the mass ratio of the progenitors can take any value. Below, we briefly describe this new algorithm, and the way in which a population of merger trees is set up to provide a framework for modelling the processes of galaxy formation.

It is possible to generate merger trees directly by following the evolution of dark matter haloes in collisionless cosmological $N$-body simulations (e.g. Roukema et al. 1997; Kauffmann et al. 1999a; van Kampen et al. 1999). Combining semi-analytic modelling and $N$-body simulations certainly provides a very powerful technique to investigate small-scale galaxy clustering (e.g. Kauffmann et al. 1997; Governato et al. 1998; Kauffmann et al. 1999a,b; Benson et al. 2000a,b). However, extracting merger trees directly from $N$-body simulations carries the high price of a limited dynamic range in mass and much greater computational complexity. Also, for many applications this appears to be unnecessary, as the properties of halo merger trees are uncorrelated with environment (Lemson & Kauffmann 1999), and the Monte Carlo merger trees agree well, statistically, with those extracted from $N$-body simulations (Kauffmann & White 1993; Lacey & Cole 1994; Somerville et al. 2000; Lacey & Cole, in preparation).

3.1.1 A new algorithm

Our starting point for generating a merger tree to describe the history of mergers experienced by an individual dark matter halo is equation (2.15) of Lacey & Cole (1993):

$$ f_{12}(M_1, M_2) \, \mathrm{d}M_1 = \frac{1}{\sqrt{2\pi} \, (\sigma_1 - \sigma_2)^2} \times \exp \left[ - \frac{(\delta_1 - \delta_2)^2}{2(\sigma_1^2 - \sigma_2^2)} \right] \frac{\mathrm{d}\sigma_1^2}{\mathrm{d}M_1} \, \mathrm{d}M_1. \tag{3.1} $$

This equation, derived from the extension of the Press & Schechter (1974) theory proposed by Bond et al. (1991) and Bower (1991), gives the fraction of mass, $f_{12}(M_1, M_2) \, \mathrm{d}M_1$, in haloes of mass $M_2$, at time $t_2$, which at an earlier time, $t_1$, was in haloes of mass in the range $M_1$ to $M_1 + \mathrm{d}M_1$. Here, the quantities $\sigma_1$ and $\sigma_2$ are the linear theory rms density fluctuations in spheres of mass $M_1$ and $M_2$. The $\delta_1$ and $\delta_2$ are the critical thresholds on the linear overdensity for collapse at times $t_1$ and $t_2$ respectively. [Specifically, $\delta(M)$ and $\delta(t)$ are the values extrapolated to $z = 0$ according to linear theory.] For a critical density ($\Omega = 1$) universe, we adopt $\delta_c = 1.686(1+z)$, while for low-$\Omega_0$ open and flat, universes we adopt the appropriate expressions in the appendices of Lacey & Cole (1993) and Eke, Cole & Frenk (1996) respectively.

Equation (3.1) can be used to estimate the recent merger histories of a set of haloes which at time $t_2$ have mass $M_2$. Taking the limit of equation (3.1) as $t_1 \rightarrow t_2$, we obtain an expression for the average mass fraction of a halo of mass $M_2$ which was in haloes of mass $M_1$ at the slightly earlier time $t_1$,

$$ \frac{df_{12}}{\mathrm{d}t_1} \bigg|_{t_1=t_2} \, \mathrm{d}M_1 \, \mathrm{d}t_1 = -\frac{1}{\sqrt{2\pi} \, (\sigma_1^2 - \sigma_2^2)^{3/2}} \frac{\mathrm{d}\sigma_1^2}{\mathrm{d}M_1} \frac{\mathrm{d}r^2}{\mathrm{d}t_1} \, \mathrm{d}M_1 \, \mathrm{d}t_1. \tag{3.2} $$

Thus the mean number of objects of mass $M_1$ that a halo of mass $M_2$ ‘fragments into’ when one takes a step $\mathrm{d}t_1$ back in time is given by

$$ \frac{dN}{\mathrm{d}M_1} = \frac{df_{12}}{\mathrm{d}t_1} \frac{M_2}{M_1} \, \mathrm{d}t_1 \quad (M_1 < M_2). \tag{3.3} $$

This expression gives the average number of progenitors as a function of the fragment mass, $M_f$. It is this simple expression that our algorithm uses to build a binary merger tree.

The quantities that must be specified in order to define the merger tree are the density fluctuation power spectrum, which gives the function $\sigma(M)$, and the cosmological parameters, $\Omega_0$ and $\Lambda_0$, which enter through the dependence of $\delta_1(t)$ on the cosmological model. There is also one numerical parameter involved, the mass resolution, $M_{\text{res}}$. Having specified these parameters, one can compute the two quantities

$$ P = \int \frac{M_1^2}{M_{\text{res}}} \frac{dN}{\mathrm{d}M_1} \, \mathrm{d}M_1, \tag{3.4} $$

which is the mean number of fragments with masses, $M_1$, in the range $M_{\text{res}} < M_1 < M_2/2$, and

$$ F = \int_0^{M_{\text{res}}} \frac{dN}{\mathrm{d}M_1} \frac{M_1 \, M_2}{\mathrm{d}M_1} \, \mathrm{d}M_1, \tag{3.5} $$

which is the fraction of mass in fragments with mass below the resolution limit. Note that both these quantities are proportional to the time-step $\mathrm{d}t_1$, through the dependence in equation (3.3).

Once these quantities have been defined, the algorithm to
generate the merger trees is simple. First, choose a time-step, \( \delta t_1 \), such that \( P < 1 \), to ensure that multiple fragmentation is unlikely. Next, generate a random number, \( R \), drawn uniformly from the interval 0 to 1. If \( R > P \), then the main halo does not fragment at this time-step. However, the original mass is reduced to account for mass accreted in the form of haloes with masses below the resolution limit, to produce a new halo of mass \( M_2(1 - F) \). If, however, \( R < P \), then a random value of \( M_1 \) in the range \( M_{\text{res}} < M_1 < M_2/2 \) is generated, consistent with the distribution given by equation (3.3), to produce two new haloes with masses \( M_1 \) and \( M_2(1 - F) - M_1 \). The same operation is repeated on each fragment at successive time-steps going back in time, and thus a merger tree is built up.

The main advantage of this new algorithm over the 'block model' that we used previously (Cole et al. 1994; Heyl et al. 1995; Baugh et al. 1996a,b), and which has been used recently by Wu et al. (1998, 2000), is that there is no quantization of the progenitor halo masses. The algorithm also enables the merger process to be followed with high time resolution, as time-steps are not imposed on the tree but rather are controlled directly by the frequency of mergers. It is similar in spirit to the method used by Kauffmann et al. (1993), but has several advantages, including smaller time-steps and not having to store large tables of progenitor distributions. Somerville & Kolatt (1999) investigated a similar algorithm also based on equation (3.1), which they referred to as binary mergers without accretion. They rejected that algorithm as it over-predicted the number of massive haloes at high redshift, and instead opted for a more elaborate algorithm which they compared with N-body simulations in Somerville et al. (2000). Our algorithm, which we first used in Baugh et al. (1998), differs from the one they rejected in two important respects. First, we explicitly account for accretion of objects below the mass resolution using the expression (3.5). Second, we make the rather subtle choice of selecting the first progenitor mass, \( M_1 \), only in the range \( M_{\text{res}} < M_1 < M_2/2 \) of the distribution defined by (3.3). We have found that, together, these choices produce an algorithm that successfully produces distributions of progenitors which, on average, agree quite accurately with the analytic expressions given by the extended Press–Schechter theory. Moreover, statistics that are not predicted by the extended Press–Schechter theory, such as the frequency distribution of progenitors of a given mass (the extended Press–Schechter theory only predicts the mean of the distribution), we find to be in excellent agreement with the same statistics extracted from N-body simulations. This detailed investigation of the behaviour of the algorithm will be presented in a future paper (Lacey & Cole, in preparation).

3.1.2 Utilizing the merger trees

Although the merger trees described above have very high time resolution, the nature of the galaxy formation rules that we implement below require placing the merger tree on to a pre-defined grid of time-steps. The original binary merger tree is used to find which haloes exist at each time-step, and to identify which of them merge together between time-steps. As a consequence, mergers that are actually rapid, consecutive binary mergers in the original tree will appear as simultaneous, multiple mergers in the discretized tree. The loss of information involved is not significant since, in reality, mergers are not instantaneous events and our discrete time-steps are typically much smaller than the dynamical time-scales of the merging haloes. Each merger tree thus starts from a single halo of a specified mass \( M \) at \( z = z_{\text{halo}} \), where \( z_{\text{halo}} \) is the redshift for which we want to calculate the galaxy properties. It extends up to some earlier redshift \( z_{\text{start}} > z_{\text{halo}} \), where the tree has split into many branches. The generation of the halo merger tree proceeds backwards in time, starting from the trunk at \( z = z_{\text{halo}} \), but the calculation of galaxy formation and evolution through successive halo mergers proceeds forwards in time, moving down from the top of the tree. The appropriate grid of \( N_{\text{steps}} \) time-steps, the starting redshift \( z_{\text{start}} \) and also the mass resolution, \( M_{\text{res}} \), depend on the problem of interest. The time-steps can, for example, be chosen to be uniform either in time or in the logarithm of the cosmological expansion factor. For the models presented here, we typically set \( M_{\text{res}} = 5 \times 10^9 h^{-1} \text{M}_\odot \) and use 100 time-steps logarithmically spaced in expansion factor between \( z = 0 \) and 7. In our models, stellar feedback prevents significant amounts of star formation occurring in haloes of very low circular velocity and so, provided \( M_{\text{res}} \) is sufficiently low, the model results are not affected by its value.

The second way in which we manipulate the merger trees before applying our galaxy formation rules is by chopping each tree into branches that define the formation time and lifetime of each halo. So far we have done this using a simple algorithm. We start, at the first time-step, at the top of the tree (corresponding to the lowest mass haloes in the merging hierarchy), and define each halo present as a new halo that formed at that time-step. We then follow each of these haloes through their subsequent mergers until they have become part of a halo with mass greater than \( f_{\text{form}} \) times the original mass. We normally set \( f_{\text{form}} = 2 \). This point defines the end of the original halo’s lifetime. Consistent with this definition, the point at which a new halo life begins is defined by the point when mergers produce a halo whose mass exceeds \( f_{\text{form}} \) times the formation mass of its largest progenitor. When applying the galaxy formation rules detailed in the following sections, we always treat the haloes as if they retained, throughout their lifetime, the mass and other properties (mean density, angular momentum, etc.) with which they formed. The mass accreted prior to the final merger, which can, in extreme cases, be as large as \( f_{\text{form}} - 1 \) times the original halo mass, is effectively treated as if it were all accreted at the end of the halo’s lifetime. We have chosen \( f_{\text{form}} = 2 \) for consistency with our earlier work (Cole et al. 1994) in which a factor of 2 was built into the ‘block model’ that we used to generate merger trees. With this choice the two models produce near identical results when the content and parameters of the galaxy formation model are the same. In Table 3 of Section 7.1, we include one variant model with \( f_{\text{form}} = 1.5 \) which demonstrates that the model is not very sensitive to the choice of this parameter. This is natural, as most haloes end their lives when they are accreted on to much more massive haloes, and thus their lifetimes are robust to the choice of \( f_{\text{form}} \).

In order to investigate the statistical properties of galaxy populations, we generate a set of merger trees starting from a grid of parent halo masses specified at some redshift, \( z_{\text{halo}} \). For each given halo mass, we generate many realizations of the merger tree. The resulting model galaxies can then be sampled, taking account of the abundance of the parent haloes at \( z = z_{\text{halo}} \), to construct galaxy catalogues with any desired selection criteria such as an absolute or apparent magnitude limit. Alternatively, properties such as the galaxy luminosity function or number counts can be estimated directly by a weighted sum over the model galaxies. We have used the Press–Schechter mass function to estimate the halo abundance, but it is well known that this formula overestimates the abundance of \( M_* \) objects somewhat (e.g. Efstathiou et al. 1988;
3.2 Halo properties

In order to calculate the properties of the galaxies that form within the dark matter haloes produced by the merger tree, we need a model for the internal structure of the haloes. This must specify the halo rotation velocity required to calculate the angular momentum of the gas that cools to form discs, and the halo density profile required to calculate the sizes and rotation speeds of the galaxies.

The properties of dark matter haloes formed in cosmological, collisionless, N-body simulations have been extensively studied (e.g. Frenk et al. 1985, 1988; Barnes & Efstathiou 1987; Warren et al. 1992; Cole & Lacey 1996; Navarro, Frenk & White 1995a, 1996, 1997; Moore et al. 1999b; Jing 2000). The models detailed below are designed to be consistent with the results from these simulations.

3.2.1 Spin distribution

Dark matter haloes gain angular momentum from tidal torques operating during their formation. The magnitude of this angular momentum is conventionally quantified by the dimensionless spin parameter

$$\lambda = \frac{J_H}{E_H^{1/2}} \frac{1}{GM_H^{3/2}},$$

where $M_H$, $J_H$ and $E_H$ are the total mass, angular momentum and energy of the halo. The distributions of $\lambda$ found in various N-body studies (Barnes & Efstathiou 1987; Efstathiou et al. 1988; Warren et al. 1992; Cole & Lacey 1996; Lemson & Kauffmann 1999) agree very well with one another. They depend only very weakly on halo mass and on the form of the initial spectrum of density fluctuations.

A good fit to the results of Cole & Lacey (1996) is provided by the log-normal distribution,

$$P(\lambda_H) d\lambda_H = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left[ -\frac{(\ln\lambda - \ln\lambda_{med})^2}{2\sigma^2} \right] \frac{d\lambda_H}{\lambda_H},$$

with $\lambda_{med} = 0.039$ and $\sigma = 0.53$. This fit was obtained specifically for haloes with $M_8 < M_H < 2M_8$ in the case of an $n = -2$ power spectrum, which is the most relevant for CDM models on galaxy scales, but we stress that the fit parameters depend only very weakly on mass and on the slope of the power spectrum. For example, this fit also reproduces quite accurately the distribution plotted in fig. 4 of Lemson & Kauffmann (1999), which is for galactic mass haloes in a ΛCDM simulation. We use this distribution to assign, at random, a value of $\lambda_H$ to each newly formed halo. Note that we do not take account of a possible correlation between the angular momenta of merging haloes. It would be necessary to do this if one wanted to follow the angular momenta of galaxy merger products, but we currently do not attempt this.

3.2.2 Halo density profile

Our standard choice is to model the dark matter density profile using the NFW model (Navarro et al. 1995a):

$$\rho(r) = \frac{\Delta_{vir} \rho_{crit}}{f(\sigma_{NFW}) \frac{r}{r_{vir} + \Delta_{vir}^3}} \frac{1}{r} \exp(-r/\Delta_{vir}),$$

with $f(\sigma_{NFW}) = \ln(1 + 1/\sigma_{NFW}) - 1/(1 + \sigma_{NFW})$, truncated at the virial radius, $r_{vir}$. We define the virial radius as the radius at which the mean interior density equals $\Delta_{vir}$ times the critical density, $\rho_{crit} = 3H^2/(8\pi G)$. Here the virial overdensity, $\Delta_{vir}$, is defined by the spherical collapse model which yields $\Delta_{vir} = 178$ for $\Omega_0 = 1$. Expressions for $\Delta_{vir}$ in low-$\Omega_0$ open and flat, universes can be found in the appendices of Lacey & Cole (1993) and Eke et al. (1996) respectively. Confirmation that this definition of the virial radius is physically sensible is provided by fig. 13 of Cole & Lacey (1996) and fig. 10 of Eke, Navarro & Frenk (1998b). These show that on average the transition between dynamical equilibrium and the surrounding infall occurs close to this radius. The NFW profile has one free parameter, $\sigma_{NFW}$, which is a scalelength measured in units of the virial radius. Allowing this one parameter (equivalent to the inverse of the concentration in the terminology of Navarro et al.) to vary, the density profile accurately fits the profiles of isolated haloes grown in cosmological N-body simulations for a wide range of masses and initial conditions (Navarro et al. 1996, 1997), including simulations that contain adiabatic gas as well as collisionless dark matter (Eke et al. 1998; Frenk et al. 1999). Furthermore, there is a correlation between the best-fitting value of $\sigma_{NFW}$ and halo mass. This can be understood in terms of how the typical formation time of a halo depends on mass (Cole & Lacey 1996). A simple analytic model for this relation has been presented in the appendix of Navarro et al. (1997), and it is this that we use to set the values of $\sigma_{NFW}$ for our haloes. Bullock et al. (1999) and Jing (2000) have found that there is considerable scatter about the mean correlation, which is presumably related to the differing dynamical states and formation histories of the haloes. We do not take this into account, but we note that simply including this scatter by randomly perturbing the $\sigma_{NFW}$ values has little effect of the resulting distributions of galaxy properties. For instance, the distribution of galaxy sizes is already broad as a result of its dependence on the very broad distribution of halo angular momenta.

Subsequently to the Navarro et al. (1997) paper, there has been some debate as to the accuracy with which the NFW profile fits the very central regions of dark matter haloes simulated at very high resolution (Kravtsov et al. 1998; Moore et al. 1998). When a concensus is reached, it may be possible to improve this aspect of our modelling by adopting a slightly modified density profile. We note that the most recent simulations by Moore et al. (1999a) yield density profiles which are slightly more centrally concentrated than the Navarro et al. (1997) result. To an accuracy of 20 per cent they can be fitted by NFW profiles, but with the scalelengths, $\sigma_{NFW}$, reduced by a factor of 2/3. Such a change has only a relatively small effect on the galaxy properties that we examine below. The largest changes are to the disc scalelengths, which decrease by 10 per cent, and to the disc circular velocities, which increase by 7.5 per cent.

3.2.3 Halo rotation velocity

To compute the angular momentum of that fraction of the halo gas...
that cools and is involved in forming a galaxy, we need a model of the rotational velocity, $V_{\text{rot}}$, of concentric shells of material that is constant with radius and always aligned in the same direction. This simple description is broadly consistent with the behaviour seen in the simulations of Warren et al. (1992) and Cole & Lacey (1996). The appropriate value of $V_{\text{rot}}$ can be related to the halo spin parameter, $\lambda_H$, by evaluating, for the adopted halo model, the quantities defining $J_H$ and $E_H$ in equation (3.6). This calculation is described in Appendix A. We obtain

$$V_{\text{rot}} = A(\alpha_{\text{NFW}}) \lambda_H V_H,$$  \hspace{1cm} (3.9)

where $V_H = (GM/r_v)^{1/2}$ is the circular velocity of the halo at the virial radius. The dimensionless coefficient $A(\alpha_{\text{NFW}})$ is a weak function of $\alpha_{\text{NFW}}$, varying from $A = 3.9$ for $\alpha_{\text{NFW}} = 0.01$ to $A = 4.5$ for $\alpha_{\text{NFW}} = 0.3$.

Our code allows us to explore the effects of using alternative dark matter density profiles. In particular, we have included the case of a singular isothermal density profile, $\rho(r) \propto r^{-2}$, and a non-singular isothermal density profile, $\rho(r) \propto 1/[(r/r_v)^2 + \alpha^2]$. We find $A = 8\sqrt{2}/\pi \approx 3.6$ for the singular isothermal sphere (see Appendix A). The value of $A$ decreases very slowly as a core radius is introduced, falling to $A \approx 3.4$ for $a = 0.3$.

Our model of the distribution of hot gas in the halo is described in Section 4.1.1. As the hot gas is less centrally concentrated than the dark matter, if we were to assume they had identical rotation velocities this would result in the gas having a slightly higher mean specific angular momentum than the dark matter. We therefore take the rotation velocity of the gas also to be constant with radius, but with a value $V_{\text{rot}}^\text{gas}$ defined such that the gas and dark matter have the same mean specific angular momentum within the virial radius. This simple model seems to be in reasonable accord with the properties of clusters in the high-resolution, gas-dynamic simulations of Eke et al. (1998a and Eke, private communication).

## 4 FORMATION OF DISCS AND SPHEROIDS

In this section we describe how discs and spheroids form, how we model star formation, feedback and chemical evolution, and how we calculate galaxy sizes.

### 4.1 Disc formation

We assume that discs form by cooling of gas initially in the halo. Tidal torques impart angular momentum to all material in the halo, including the gas, so that gas which has cooled and lost its pressure support will naturally settle into a disc. Below, we detail how we compute the mass of the forming disc based on the radiative cooling rate of the halo gas, and how we compute its angular momentum.

#### 4.1.1 Hot gas distribution

Diffuse gas which is not part of galaxies is assumed to be shock-heated during halo collapse and merging events. We will refer to this halo gas as ‘hot’, to distinguish it from the gas in galaxies, which we call ‘cold’. To calculate how much of this hot gas cools to form a disc, we need to know its initial temperature and density profile. In contrast to most previous work, we will not assume that the hot gas has the same density profile as the dark matter.

High-resolution hydrodynamical simulations of the formation of galaxy clusters (Navarro et al. 1995a; Eke et al. 1998b; Frenk et al. 1999) show that, in the absence of radiative cooling, the resulting dark matter distribution is well modelled by an NFW profile, but that the shock-heated gas is less centrally concentrated. The gas distribution is well fitted by the $\beta$-model (Cavaliere & Fusco-Femiano 1976), $\rho_{\text{gas}}(r) \propto (r^2 + r_{\text{core}}^2)^{-3\beta_{0}/2}$, traditionally used to model the hot X-ray-emitting gas in galaxy clusters. The simulations of Eke et al. (1998a), which span a narrow range of halo mass in an $\Omega_0 = 0.3$, $\Lambda_0 = 0.7$ cosmology, indicate that the typical cluster gas profile is accurately described by a $\beta$-model with $\beta_{0} = 2/3$ and $r_{\text{core}}/r_{\text{NFW}} \approx 1/3$. Here, $r_{\text{NFW}}$ is the NFW scalelength, equal to $\alpha_{\text{NFW}} r_{\text{vir}}$, and so for these clusters $r_{\text{core}}/r_{\text{vir}} \approx 1/20$. A similar result was found for clusters in an $\Omega_0 = 1$ cosmology by Navarro et al. (1995a). In both cases, the simulations produce cluster gas temperature profiles that vary slowly with radius, consistent with hydrostatic equilibrium. The mean temperature of the gas is close to the virial temperature, defined by

$$T_{\text{vir}} = \frac{1}{2} k T_{\text{H}} V_{\text{vir}}^2,$$  \hspace{1cm} (4.1)

where $m_{\text{H}}$ is the mass of the hydrogen atom, and $\mu$ the mean molecular mass.

Motivated by these simulation results, we assume that any diffuse gas present in the progenitors of a forming halo is shock-heated during the halo formation process and then settles into a spherical distribution with density profile,

$$\rho_{\text{gas}}(r) \propto 1/(r^2 + r_{\text{core}}^2).$$  \hspace{1cm} (4.2)

For simplicity, we assume the gas temperature to be constant and equal to the virial temperature, $T_{\text{vir}}$. The effect this assumption has on the cooling radii and masses, computed below, is generally very small, as the cooling time of the gas depends more strongly on density than temperature, and the density gradient is typically much larger than the temperature gradient. Guided also by the numerical simulations, we assume that, for the first generation of haloes, $r_{\text{core}} = r_{\text{NFW}}/3$. However, this result is for simulations which do not include radiative cooling, and we expect this relationship to be modified for haloes formed from progenitors in which gas has already been removed by cooling. The gas that is able to cool most efficiently in any halo is the densest gas with the lowest entropy. Thus the remaining gas involved in the formation of a new halo will have a higher minimum entropy than if cooling had not occurred. The analytic work of Evraud & Henry (1991), Kay & Bower (1999) and Wu et al. (2000) suggests that increasing the minimum entropy of the halo gas has the effect of increasing its core radius. Further out, where cooling has had little effect, the gas properties will be less affected and, in particular, the pressure at the virial radius, which is ultimately maintained by shocks from infalling material, will remain unchanged.

As a qualitative description of the behaviour described above we have constructed the following simple model. When a new halo is formed in a merger, if the hot gas fraction in the halo is less than the global value of $\Omega_0/\Omega_0$ (indicating that some gas has already cooled), we increase the gas core radius, $r_{\text{core}}$, until we recover the same density at the virial radius that we would have obtained had no gas cooled. In principle, this ceases to be possible once the gas fraction is so low that even if it were placed in the halo at constant density, this density would be below the target value. To deal with this contingency, we set an upper limit of $r_{\text{core}} = 10 r_{\text{vir}}$, but in practice this extreme is rarely reached.
result of this procedure, when applied to the models discussed in Section 7, is that at high redshift the core radii start with values close to $r_{\text{core}} = r_{\text{NFW}}/3$, which for isolated bright galaxies, groups and clusters are approximately 20, 30 and 50 $h^{-1}$ kpc respectively. As gas cools and galaxy formation proceeds, the core radii grow until, at the present day, the corresponding median core radii for newly formed haloes are 85, 125 and 175 $h^{-1}$ kpc. The distributions of core radii typically span a factor of 2 in scale.

As alternatives to this standard description, our code also allows us to keep the core radius fixed, either as a fixed fraction of the virial radius or of the NFW scalelength, or even simply to assume that the gas traces the dark matter density profile. These options allow us to gauge directly the effects of our model assumptions.

4.1.2 Cooling

Assuming that the shock-heated halo gas is in collisional ionization equilibrium, the cooling time, defined as the ratio of the thermal energy density to the cooling rate per unit volume, $p_{\text{gas}}^e N(T_{\text{gas}}, Z_{\text{gas}})$, is

$$\tau_{\text{cool}}(r) = \frac{3}{2} \frac{1}{\mu m_H} \frac{k T_{\text{gas}}}{p_{\text{gas}}(r) N(T_{\text{gas}}, Z_{\text{gas}})} = \frac{k T_{\text{gas}}}{\mu m_H \rho_{\text{gas}}(r) N(T_{\text{gas}}, Z_{\text{gas}})} \frac{1}{x_{\text{cool}}}. \tag{4.3}$$

Here, $\rho_{\text{gas}}(r)$ is the density of the gas at radius $r$, $T_{\text{gas}}$ is the temperature, and $Z_{\text{gas}}$ the metallicity. We use the cooling function $N(T_{\text{gas}}, Z_{\text{gas}})$ tabulated by Sutherland & Dopita (1993). We estimate the amount of gas that has cooled by time $t$ after the halo has formed by defining a cooling radius, $r_{\text{cool}}(t)$, at which $\tau_{\text{cool}} = t$. Note that for the purpose of computing this cooling radius, the gas density profile is kept fixed throughout the halo lifetime.

The gas that cools is assumed to be accreted on to a disc at the centre of the halo. We estimate the time taken for this material to be accreted on to the disc as the free-fall time in the halo with the assumed density profile. Conversely, we can define a free-fall radius $r_{\text{ff}}(t)$ beyond which, at time $t$, material has not yet had sufficient time to fall into the central disc. Thus, to compute the mass that cools and is added to the disc in one time-step, $\Delta t$, we compute $r_{\text{min}}(t) = \min[r_{\text{cool}}, r_{\text{ff}}]$ at the beginning and the end of the time-step, and set $M_{\text{cool}}/\Delta t$ equal to the mass of hot gas originally in the spherical shell defined by the two values of $r_{\text{min}}$. For one time-step, this defines the cooling rate, $M_{\text{cool}}$, that enters into the differential equations (4.6) to (4.11) of Section 4.2 describing the star formation, chemical enrichment and feedback.

4.1.3 Angular momentum

We assume that when the halo gas cools and collapses down to a disc, it conserves its angular momentum. Thus the specific angular momentum of the material added to the disc by cooling since the formation of the halo is equal to that of the gas originally within $r_{\text{min}} = \min[r_{\text{cool}}, r_{\text{ff}}]$. As described in Section 3.2.3, we take the rotation velocity of the hot halo gas, $v_{\text{rot}}$, to be constant with radius, which implies that the specific angular momentum increases linearly with radius in the halo.

The assumption of angular momentum conservation during the collapse is not a trivial one. In fact, numerical hydrodynamical simulations of galaxy formation including radiative cooling have, up to now, found that the cold gas loses most of its angular momentum (e.g. White & Navarro 1993; Navarro, Frenk & White 1995b; Navarro & Steinmetz 1999). However, these simulations have either not included star formation and feedback, or only included it in a very simple way which may not be accurate. In the absence of stellar feedback the gas distribution in a forming galactic halo is very clumpy. These clumps are efficient at losing angular momentum to the dark matter halo via dynamical friction. It is precisely this process that we model, in Section 4.3.1, to follow the merging of galaxies. However, if feedback keeps the gas that is not in galaxies diffuse, then the loss of angular momentum will be much reduced. This has been investigated by Weil, Eke & Efstathiou (1998), Sommer-Larsen, Gelato & Vedel (1999) and Eke, Efstathiou & Wright (2000), who found that delaying the cooling of the gas considerably reduces the loss of angular momentum. We also note that strong angular momentum loss results in galaxy disc sizes much smaller than observed. In contrast, as we show later, our assumption of angular momentum conservation leads to disc sizes very similar to observed values.

In the following section we will introduce a model of stellar feedback whereby gas can be ejected from the disc. When this occurs, we assume that the specific angular momentum of the remaining material is unaffected. In Section 4.4 we give details of how we relate the size of the disc to its mass and angular momentum.

4.2 Star formation in discs

We now turn to the important process of star formation within discs. Star formation not only converts cold gas into luminous stars, but it also affects the physical state of the surrounding gas, as SNe and young stars inject energy and metals back into the ISM. The energy that is released can be sufficient to drive gas and metals out of the galactic disc in the form of a hot wind. The removal of material from the disc acts as a feedback process which regulates the star formation rate. Also, the injected metals enrich both the cold star-forming gas and the surrounding diffuse hot halo gas. Enrichment of the halo gas decreases the cooling time defined in equation (4.3), allowing more gas to cool at late times, while stellar enrichment affects the colour and luminosity of the stellar populations. Early semi-analytic models were unable to include these effects accurately, as stellar population synthesis models with a wide range of metallicities were not available. Now that such models are widely available, simple chemical enrichment models have been included in several semi-analytic models, e.g., Kauffmann (1996), Kauffmann & Charlot (1998a), Guiderdoni et al. (1998) and Somerville & Primack (1999).

4.2.1 Chemical enrichment and feedback

Our basic model of star formation assumes that stars are formed in the disc at a rate directly proportional to the mass of cold gas. Thus the instantaneous star formation rate, $\psi$, is given by

$$\psi = M_{\text{cold}}/\tau_s. \tag{4.4}$$

where the star formation time-scale is $\tau_s$. To model the feedback effects of energy input from young stars and SNe into the gas, we assume that cold gas is reheated and ejected from the disc at a rate

$$M_{\text{eject}} = \beta \psi. \tag{4.5}$$

In general, both $\tau_s$ and $\beta$ are functions of the properties of the surrounding galaxy and halo. We will return later (Section 4.2.2) to the way in which we model these dependencies.

The processes of gas cooling from the reservoir of hot halo gas...
and accreting on to the disc, star formation from the cold gas, and the reheating and ejection of gas all occur simultaneously. For each halo, we estimate the rate at which gas cools and is accreted by the central galaxy by computing the cooling radius, as described in Section 4.1.2, at each discrete time-step at which the halo merger tree is stored. Within one of these discrete steps we approximate the cooling rate as a constant, $\dot{M}_{\text{cool}}$, and use a simple instantaneous recycling approximation to model star formation, feedback and chemical enrichment (Tinsley 1980). Note that for satellite galaxies $\dot{M}_{\text{cool}} = 0$, as their hot gas is assumed to be stripped. Fig. 3 depicts the various channels by which mass and metals are transferred between the three phases. Note that we always compute $\dot{M}_{\text{cool}}$ from the initial density profile of the hot gas, and so we are implicitly assuming that gas reheated by SNe plays no role until it is incorporated into a new halo as a result of a merger. Under the instantaneous recycling approximation, the rate of flow down each channel is simply proportional to the instantaneous star formation rate, $\psi$, or the cooling rate, $\dot{M}_{\text{cool}}$. The labels in Fig. 3 give the rates in terms of these quantities. The solid lines refer to total rates, and the dashed lines to the metal component. Note that we have allowed for the possibility that some fraction of the metals produced by stars may be directly ejected from the stellar disc to the hot gas phase, $Z_{\text{cold}}$, and by the efficiency of stellar feedback. Each of the arrows in Fig. 3 gives rise to a term in the following differential equations that describe the evolution of the mass and metal content of the three reservoirs:

\[
M_\ast = (1 - R)\psi 
\quad \text{(4.6)}
\]

\[
\dot{M}_{\text{hot}} = -\dot{M}_{\text{cool}} + \beta \psi 
\quad \text{(4.7)}
\]

\[
\dot{M}_{\text{cold}} = \dot{M}_{\text{cool}} - (1 - R + \beta)\psi 
\quad \text{(4.8)}
\]

\[
\dot{M}^*_B = (1 - R)Z_{\text{cold}}\psi 
\quad \text{(4.9)}
\]

\[
\dot{M}^*_C = -\dot{M}_{\text{cool}}Z_{\text{hot}} + (pe + \beta Z_{\text{cold}})\psi 
\quad \text{(4.10)}
\]

\[
\dot{M}^*_{\text{cold}} = \dot{M}_{\text{cool}}Z_{\text{hot}} + [p(1 - e) - (1 + \beta - R)Z_{\text{cold}}]\psi, 
\quad \text{(4.11)}
\]

where $Z_{\text{cold}} = Z_{\text{cold}}^c/M_{\text{cold}}$, and $Z_{\text{hot}} = M_{\text{hot}}^c/M_{\text{hot}}$. The values of $R$ and $p$ in these equations are related to the IMF, as discussed in Section 5.2.

We assume that over one time-step the cooling rate, $\dot{M}_{\text{cool}}$, and the metallicity of the hot gas, $Z_{\text{hot}}$, can be taken to be constant. This set of first-order, coupled differential equations can be straightforwardly solved to give the change in mass and metal content of cold gas, hot gas and stars since the start of the time-step (Appendix B). The model is quite flexible: its behaviour is determined by specifying how the functions $\tau_\ast$, $\beta$ and $\epsilon$ depend on the properties of the galaxy and its surrounding halo. We note that compared to the simple, ‘closed-box’ chemical enrichment model, the yield is modified by the metal ejection and feedback to produce an effective yield $p_{\text{eff}} = (1 - e)p/(1 - R + \beta)$ (equation 9), which is therefore a function of the potential-well depth of the galaxy. The evolution of the stellar metallicity differs from the closed-box model, because it is affected by both the ejection of reheated gas and the accretion of cold gas and associated metals.

### 4.2.2 Star formation law and feedback parametrization

In our previous work (e.g. Cole et al. 1994), we specified the star formation time-scale and feedback efficiency in terms of the circular velocity of the halo in which each galaxy formed, $V_{\text{hi}}$. The relations we adopted were

\[
\tau_\ast = \tau_\ast^0(V_{\text{hi}}/300\,\text{km}\,\text{s}^{-1})^{\alpha_{\tau_\ast}} 
\quad \text{(4.12)}
\]

and

\[
\beta = (V_{\text{hi}}/V_{\text{hot}})^{-\alpha_{\beta}}. 
\quad \text{(4.13)}
\]
The parameter \( r^2 \), we treated as a free parameter, while the other three parameters, \( \alpha_s, V_{\text{hot}} \) and \( \alpha_{\text{hot}} \), we constrained by comparing our models to the numerical simulations of galaxy formation of Navarro & White (1993). These simulations had only one free parameter, the fraction of SN energy injected as kinetic energy into the interstellar medium. In order to suppress the formation of low-luminosity galaxies, and thus produce a galaxy luminosity function with a reasonably shallow faint-end slope, as observed, we adopted a fiducial model with very strong feedback for low circular velocity haloes, which we obtained by setting the parameter values \( \alpha_s = -1.5 \), \( V_{\text{hot}} = 140 \text{ km s}^{-1} \) and \( \alpha_{\text{hot}} = 5.5 \).

The more detailed modelling that we now perform of the structure of our model galaxies allows us to specify the star formation time-scale and feedback efficiency more naturally in terms of the properties of the galaxy disc, namely its circular velocity, \( V_{\text{disc}} \), and dynamical time \( t_{\text{disc}} = r_{\text{disc}} / V_{\text{disc}} \). \( V_{\text{disc}} \) and \( r_{\text{disc}} \) are both taken at the disc half-mass radius. The relations that we adopt are

\[
\tau_\ast = \epsilon^\ast t_{\text{disc}} (V_{\text{disc}}/200 \text{ km s}^{-1})^{\alpha^\ast}
\]

and

\[
\beta = (V_{\text{disc}}/V_{\text{hot}})^{-\alpha_{\text{hot}}},
\]

where \( \epsilon^\ast, \alpha^\ast \) and \( \alpha_{\text{hot}} \) are dimensionless parameters, and the parameter, \( V_{\text{hot}} \), has the dimensions of velocity. If \( \alpha_s = 0 \), then our star formation law, (4.14), simply gives a star formation time-scale proportional to the dynamical time of the galaxy disc, broadly consistent with the observational data compiled by Kennicutt (1998). The inclusion of the velocity-dependent term allows us to explore models that have a similar dependence on velocity as our previous, quite successful, model which had \( \alpha_s = -1.5 \) in (4.12). It should be noted that because the cold gas reservoir is depleted both by the formation of stars and by reheating due to SN feedback, the time-scale on which the reservoir is depleted (in the absence of any further gas cooling) is shorter than \( \tau_\ast \). In Appendix B, where the analytic solutions of (4.6) to (4.11) are discussed, it is shown that this time-scale, which in turn determines the effective star formation time-scale, is given by \( \tau_{\text{eff}} = \tau_\ast / (1 - R + \beta) \). The feedback equation is the same as we used previously, but now expressed in terms of the galaxy circular velocity rather than the halo circular velocity. This is physically more realistic, as it is the depth of the potential at the point where the stars are forming which is most relevant. To constrain these four parameters, we now prefer to take a more empirical approach and use a wider range of observational data, rather than to fix the parameters to emulate one particular set of numerical simulations of galaxy formation, as we did before.

### 4.3 Spheroid formation

In our model, the primary route by which bright elliptical galaxies and the bulge components of spiral galaxies form is through galaxy mergers. When dark matter haloes merge, we assume that the most massive galaxy automatically becomes the central galaxy in the new halo, while all the other galaxies become satellite galaxies orbiting within the dark matter halo. The orbits of these satellite galaxies will gradually decay as energy and angular momentum are lost via dynamical friction to the halo material. Thus, eventually, the satellite galaxies spiral in and merge with the central galaxy. We now describe how we estimate the times at which such galaxy–galaxy mergers occur and what they produce.

#### 4.3.1 Dynamical friction

When a new halo forms, we assume that each satellite galaxy enters the halo on a random orbit. The most massive pre-existing galaxy, on the other hand, is assumed to become the central galaxy in the new halo, where it will act as the focus for any gas that may cool within the new halo. The time for a satellite’s orbit to decay due to the effects of dynamical friction depends on the initial energy and angular momentum of the orbit. Lacey & Cole (1993) estimated the time for an orbit to decay in an isothermal halo, based on the standard Chandrasekhar formula for the dynamical friction. Their formula (B4) can be written in the form

\[
\tau_{\text{merge}} = f_{\text{df}} \Theta_{\text{orbit}} t_{\text{dyn}} \frac{0.3722}{\ln(A_{\text{Coulomb}})} \frac{M_{\text{H}}}{M_{\text{sat}}},
\]

(4.16)

Here, \( M_{\text{H}} \) is the mass of the halo in which the satellite orbits, and we take \( M_{\text{sat}} \) to be the mass of the satellite galaxy including the mass of the dark matter halo in which it formed (Navarro et al. 1995a). Note that we deliberately count the mass of the satellite’s halo in the definition of both \( M_{\text{sat}} \) and \( M_{\text{H}} \). The Coulomb logarithm, we take to be \( \ln(A_{\text{Coulomb}}) = \ln(M_{\text{H}}/M_{\text{sat}}) \). The dynamical time of the new halo is \( t_{\text{dyn}} = \tau_{\text{vir}} / V_{\text{H}}^2 \), defined equivalently as either the half-period of a circular orbit at the virial radius, or as \( (Gp_{\text{vir}})^{-1/2} \), where \( p_{\text{vir}} \) is the mean density within the virial radius, or, for an isothermal sphere, as the full orbital period of a circular orbit at the half-mass radius.

The dependence of this merger time-scale, \( \tau_{\text{merge}} \), on the orbital parameters is contained in the factor \( \Theta_{\text{orbit}} \), defined as

\[
\Theta_{\text{orbit}} = \left[ \frac{J}{J_s(E)} \right]^{0.78} \frac{r_c(E)}{r_{\text{vir}}} \left( \frac{\epsilon_\ast}{\epsilon} \right)^{0.5},
\]

(4.17)

where \( E \) and \( J \) are the initial energy and angular momentum of the satellite’s orbit, and \( r_c(E) \) and \( J_s(E) \) are the radius and angular momentum of a circular orbit with the same energy as that of the satellite. The power-law dependence on the circularity, \( J/J_s(E) \), is an accurate fit to the result of numerical integration of the orbit-averaged equations describing the effect of dynamical friction in the range \( 0.01 < J/J_s(E) < 1 \) (Lacey & Cole 1993). The distribution of initial orbital parameters of infalling satellites in cosmological N-body simulations has been studied by Tormen (1997). We find from his results that the distribution of \( \Theta_{\text{orbit}} \) is well modelled by a log normal with \( \log_{10} \Theta_{\text{orbit}} = -0.14 \) and dispersion \( (\log_{10} \Theta_{\text{orbit}} - \langle \log_{10} \Theta_{\text{orbit}} \rangle)^2)^{1/2} = 0.26 \).

The merger time-scale computed in this manner is based on several approximations, e.g., treating the satellite as a point mass with mass equal to the sum of the galaxy mass plus that of its original dark matter halo. We therefore allow ourselves some freedom by inserting the dimensionless parameter \( f_{\text{df}} \), which is greater than unity if the infalling satellite’s halo is efficiently stripped off early on. We note that recent analytical and numerical investigations by van den Bosch et al. (1999) and Colpi, Mayer & Governato (1999) suggest a weaker dependence of the merger time-scale on the orbital circularity, with the exponent 0.78 in equation (4.17) being replaced by a value of 0.4 or 0.5, but these results were also derived using a somewhat different halo density profile from the singular isothermal sphere assumed by Lacey & Cole (1993). In this work we have retained the model defined by equations (4.16) and (4.17), but we note that it may soon become possible to have a fully specified and calibrated model for dynamical friction-driven mergers.

The procedure for determining the fate of satellite galaxies within dark matter haloes is straightforward. When a new halo
forms, each of the satellite galaxies that it contains is assigned a random value of $\Omega_{\text{crit}}$ according to the log-normal distribution described above. Then, for each satellite, we compute $\tau_{\text{esc}}$ from equation (4.16). The satellite is assumed to merge with the central galaxy after this time interval has elapsed, provided this occurs during the lifetime of the halo, i.e., before the halo has merged to become part of a much larger system. Satellites that do not merge during the lifetime of the halo, i.e., before the halo has merged to become part of a more massive halo.

4.3.2 Galaxy mergers and bursts

Our method for modelling galaxy mergers produces, at each time-step, a list of satellite galaxies which merge with the central galaxy in each halo. If our grid of time-steps were sufficiently fine, then these lists would always contain just one or zero satellite galaxies, but in practice there is often one large satellite and several smaller satellites merging with the central galaxy at a single time-step. We deal with this by ranking the merging satellites by mass and then, starting with the most massive one, merge them sequentially with the central galaxy.

The outcome of each merger depends on the ratio of the mass of the merging satellite, $M_{\text{sat}}$, to that of the central galaxy, $M_{\text{cen}}$, and has been studied recently by Walker, Mihos & Hernquist (1996) and Barnes (1998), using numerical simulations. As a simplified description of the outcome of these mergers, we adopt the prescription used in Kauffmann et al. (1993) and Baugh et al. (1996a).

(a) If the mass ratio of merging galaxies, defined in terms of stars and cold gas only, is $M_{\text{sat}}/M_{\text{cen}} \geq f_{\text{ellip}}$, then the merger is said to be ‘violent’ or ‘major’, and a single bulge or elliptical galaxy is produced. Any gas present in the discs of the merging galaxies is converted into stars in a burst. We use the standard star formation and feedback rules, but now based on the circular velocity and dynamical time of the spheroid which is formed rather than the disc, and with a very much shorter time-scale, similar to the dynamical time-scale of the spheroid.

(b) Alternatively, if $M_{\text{sat}}/M_{\text{cen}} < f_{\text{ellip}}$, then the merger is classed as ‘minor’, and, unless explicitly stated otherwise, the stars of the accreted satellite are added to the bulge of the central galaxy, while any accreted gas is added to the main gas disc without changing the disc’s specific angular momentum.

The merger simulations mentioned above have not been run for a wide enough range of initial conditions to determine $f_{\text{ellip}}$ exactly, but suggest a value in the range $0.3 \leq f_{\text{ellip}} \leq 1$. The way in which we calculate the size of the spheroid which forms from a merger is described in Section 4.4.2. In the case of minor mergers, we also have the option of adding the accreted stars to the disc of the central galaxy. If we do this, we assume that the specific angular momentum of the disc is unchanged by the accretion.

4.3.3 Disc instabilities

An issue we have not yet addressed is whether the discs in our model galaxies are dynamically stable. In particular, strongly self-gravitating discs are likely to be unstable to the formation of a bar (e.g. Efstathiou, Lake & Negroponte 1982; Binney & Tremaine 1987, Section 6; Christodoulou, Shlosman & Tohline 1995; Sellwood 1999; Syer, Mao & Mo 1999). Recently, the incidence of unstable discs has been considered in the context of the hierarchical formation of galaxies by Mo et al. (1998a). Our disc model is similar to theirs, except that we explicitly follow the formation and structure of a bulge component and, more importantly, we follow the complete merging history of both the bulge and the disc. The stability criterion considered by Mo et al. (1998a) is based on the quantity

$$\epsilon_{\text{m}} = \frac{V_{\text{max}}}{(GM_{\text{disc}}/r_{\text{disc}})^{1/2}}.$$  

According to Efstathiou et al. (1982), for discs to be stable requires $\epsilon_{\text{m}} \geq 1.1$. In the original formulation, $V_{\text{max}}$ was the rotation velocity at the maximum of the rotation curve, but in our models we use instead the circular velocity at the disc half-mass radius.

We have an option in our code to include the effect of such disc instabilities in galaxy evolution. In that case, we check the criterion (4.18) for each galaxy disc at each time-step. If at any point a disc is unstable according to this condition, we assume that the instability results in the stellar disc evolving into a bar and then into a spheroid (Combes et al. 1990; Combes 1999). We also assume that bar instability causes any gas present in the disc to undergo a burst of star formation subject to our standard feedback prescription.

We do not include the effects of disc instabilities in our reference model. We briefly present the effect it has on the distribution of disc scalelengths and the morphological mix of galaxies in Sections 7.3 and 7.4, but we postpone to a future paper a more detailed exploration of their consequences.

4.4 Galaxy sizes

The two basic principles upon which we base our estimates of galaxy sizes are:

(i) the size of a disc is determined by centrifugal equilibrium and conservation of angular momentum, and

(ii) the size of a stellar spheroidal remnant produced by mergers or disc instability is determined by virial equilibrium and energy conservation.

The application of these simple principles is complicated by the gravitational interaction of the galaxy disc, spheroid and surrounding dark matter halo. Because of this, to determine either the disc or bulge radius, we must solve for the simultaneous dynamical equilibrium of all three components. We use the following approach.

(a) The disc is assumed to have an exponential surface density profile, with half-mass radius $r_{\text{disc}}$.

(b) The spheroid is assumed to follow an $r^{1/4}$ law in projection, with half-mass radius (in 3D) $r_{\text{bulge}}$.

(c) The dark halo has a specified initial density profile (NFW in the standard case), but this is spherically deformed in response to the gravity of the disc and spheroid.

(d) The mass distribution in the halo and the lengthscales of the disc and bulge are assumed to adjust adiabatically in response to each other: for the disc, we assume that the total angular momentum is conserved; for the halo, we assume that $rV_{\text{c}}(r)$ is conserved for each spherical shell; for the spheroid, we assume that $rV_{\text{c}}(r)$ is conserved at $r_{\text{bulge}}$.

The task is then to solve for $r_{\text{disc}}$, $r_{\text{bulge}}$ and the deformed halo profile in dynamical equilibrium, subject to these constraints. The method is described in detail in Appendix C. This adiabatic

© 2000 RAS, MNRAS 319, 168–204
invariance method for calculating the response of a halo or spheroid to the disc was originally developed and applied by Barnes & White (1984), Blumenthal et al. (1986) and Ryden & Gunn (1987).

4.4.1 Disc sizes

As already stated, the size of a disc is basically determined by the angular momentum of the halo gas which cools to form it. Many previous papers have used a version of the following argument: if the dark halo and the gas it contains are modelled as a singular isothermal sphere (\(\rho \propto r^{-2}\)), then, from the results of Section 3.2.3 and Appendix A, the mean specific angular momentum of the gas which cools is \(J_{\text{cool}} = \frac{5}{2} r_{\text{cool}} V_{\text{rot}}^2 = \sqrt{2} \lambda_{\text{H}} V_{\text{cool}} V_{\text{H}}\). On the other hand, if the self-gravity of the disc is also neglected, it rotates at constant circular velocity \(V_{\text{H}}\), and so has mean specific angular momentum \(J_{\text{disc}} = 2 h_0 V_{\text{H}}\), for an exponential disc with scalelength \(h_0\). Equating \(J_{\text{cool}}\) and \(J_{\text{disc}}\) gives \(r_{\text{disc}} = 1.68 h_0 = 1.19 \lambda_{\text{H}} V_{\text{cool}}\). This simple relation was originally derived by Fall (1983). It was used to calculate disc sizes in galaxy formation models (with a fixed \(\lambda_{\text{H}}\)) by Lacey et al. (1993), Kauffmann & Charlot (1994), Kauffmann (1996) and Somerville & Primack (1999). In this paper we improve on this simple calculation by including (a) non-isothermal halo profiles for the dark matter and gas, (b) an initial distribution of \(\lambda_{\text{H}}\), (c) disc self-gravity, and (d) gravity of the halo and spheroid, and their contraction in response to the disc. Most of these improvements were also included in the work on disc sizes by Mo et al. (1998a), using similar techniques to those used here. However, their work did not include a physical model for galaxy formation, so that they were forced to treat the disc-to-halo mass ratio, the disc-to-halo angular momentum ratio, and the disc \(M/L\) ratio as free parameters. If for a given halo we adopt the same disc angular momentum and mass, then our model produces disc scalesizes that agree very accurately with the Mo et al. model.

4.4.2 Sizes of spheroids formed by mergers

Spheroids can form either in major mergers (when any pre-existing discs are destroyed) or in minor mergers (when the disc of the larger galaxy survives). To estimate the size of the spheroid formed, we assume that the merging components spiral together under the action of dynamical friction until their separation equals the sum of their half-mass radii. At this point, we assume that the systems merge together, and we use energy conservation and the virial theorem to compute the size of the remnant. These considerations lead to:

\[
\frac{(M_1 + M_2)^2}{r_{\text{new}}} = \frac{M_2^2}{r_1} + \frac{M_1^2}{r_2} + J_{\text{orbit}} M_1 M_2 \frac{1}{r_1 + r_2},
\]

(4.19)

which relates the half-mass radius of the remnant, \(r_{\text{new}}\), to the masses, \(M_1\) and \(M_2\), and half-mass radii, \(r_1\) and \(r_2\), of the merging components. Defining \(M_1 \geq M_2, \ M_1\) is the total galaxy mass for a major merger and the bulge mass for a minor merger, while \(M_2\) is the total galaxy mass for a major merger and the total stellar mass of galaxy 2 for a minor merger. The masses \(M_1\) and \(M_2\) include contributions from the respective dark matter haloes, which are taken to be twice the halo mass within the half-mass radii \(r_1\) or \(r_2\).

The form factor, \(c\), and the constant, \(J_{\text{orbit}}\), are related to the gravitational self-binding energy of each galaxy,

\[
E_{\text{bind}} = -c \frac{GM^2}{r},
\]

(4.20)

and their mutual orbital energy,

\[
E_{\text{orbit}} = -\frac{J_{\text{orbit}} GM_1 M_2}{2 r_1 + r_2},
\]

(4.21)

at the point at which the merger occurs. The value of \(c\) depends weakly on the density profile of the galaxy, \(c = 0.49\) for an exponential disc and \(c = 0.45\) for an \(r^{1/4}\)-law spheroid. For simplicity, we adopt \(c = 0.5\). For the orbital energy, we adopt \(J_{\text{orbit}} = 1.0\), which corresponds to the orbital energy of two point masses in a circular orbit with separation \(r_1 + r_2\). These assumptions lead to the result that, for a merger of two identical, equal-mass galaxies, the half-mass radius of the remnant increases by a factor \(r_{\text{new}}/r_1 = 4/3\), which agrees reasonably well with the factor of 1.42 found in the simulated galaxy mergers of Barnes (1992).

Having solved equation (4.19) for \(r_{\text{bulge}} = r_{\text{new}}\), we then adiabatically adjust the spheroid, disc (if any) and halo to find the new dynamical equilibrium, as described in Appendix C. Typically, this leads to little change in \(r_{\text{bulge}}\), showing that our treatment of the dark matter during the merger is approximately self-consistent.

4.4.3 Sizes of spheroids formed by disc instabilities

As mentioned in the previous section, our code has an option to form spheroids through bar instabilities in discs. In this case, we compute the size of the resulting spheroid using virial equilibrium and energy conservation in much the same way as for the spheroids produced by mergers. If the mass of the unstable disc is \(M_{\text{disc}}\), the mass of any pre-existing central stellar bulge is \(M_{\text{bulge}}\), and their respective half-mass radii are \(r_{\text{disc}}\) and \(r_{\text{bulge}}\), then we calculate the final bulge half-mass radius, \(r_{\text{new}}\), from the relation

\[
\frac{c_B (M_{\text{disc}} + M_{\text{bulge}})}{r_{\text{new}}} = \frac{c_B M_{\text{bulge}}}{r_{\text{bulge}}} + \frac{c_D M_{\text{disc}}}{r_{\text{disc}}} + \frac{f_{\text{int}}}{r_{\text{bulge}}} M_{\text{bulge}} M_{\text{disc}}.
\]

(4.22)

Here, we adopt \(c_B = 0.49\) and \(c_D = 0.45\), the form factors appropriate for an exponential disc and \(r^{1/4}\)-law spheroid respectively (see equation 4.20). The last term represents the gravitational interaction energy of the disc and bulge, which is reasonably well approximated for a range of \(r_{\text{bulge}}/r_{\text{disc}}\) by this form with \(f_{\text{int}} = 2.0\). After we have calculated the new spheroid radius \(r_{\text{new}}\) from equation (4.22), we adiabatically adjust the spheroid and halo to a new dynamical equilibrium, as for the case of a spheroid formed by a merger.

5 GALAXY LUMINOSITIES AND SPECTRA

The aspects of the model described so far enable us to follow the star formation history, chemical enrichment and size evolution of each galaxy. In order to convert this information into observable properties, we must model the spectrophotometric properties of the stars that are formed, and the effects of dust and ionized gas within each galaxy on the emerging integrated galaxy spectrum. The models we adopt for each of these processes are outlined below.

5.1 Stellar population synthesis

The technique of stellar population synthesis, pioneered by Tinsley (1972, 1980) and developed by Guiderdoni & Rocca-Volmerange...
(1987), Bruzual & Charlot (1993), Bressan, Chiosi & Fagotto (1994) and others, enables the observable properties of a stellar population to be computed, given an assumption about the stellar initial mass function (IMF) and the star formation history. The latest models of Bruzual & Charlot (in preparation) provide the spectral energy distribution (SED), \( L_\lambda(t, Z) \), of a single population of stars formed at the same time with the same metallicity, as a function of both age, \( t \), and metallicity, \( Z \). These can be convolved with the star formation history of a galaxy to yield its SED:

\[
L_\lambda(t) = \int_0^t L_\lambda(t - t', Z(t')) \psi(t') \, dt',
\]

(5.1)

where \( Z(t') \) is the metallicity of the stars forming at time \( t' \), and \( \psi(t') \) is the star formation rate at that time. In the case of a galaxy which formed by merging, we also sum the contributions to \( L_\lambda \) from the different progenitor galaxies, each with their own star formation and chemical enrichment history. In performing the convolution integral, we interpolate the grid of SEDs, \( L_\lambda(t, Z) \), provided by Bruzual & Charlot, to intermediate ages and metallicities using linear interpolation in \( t \) and \( \log Z \). Broadband colours can then be extracted by integrating over these spectra weighted by the appropriate filter response function.

In our models, we always assume that the IMF is universal in time and space. Observationally, the IMF is best constrained in the solar neighbourhood. However, even here there is significant uncertainty arising mainly from ambiguity in the past star formation history. Because of this, we consider two possible choices of IMF, the form proposed by Salpeter (1955) and the form proposed by Kennicutt (1983), both of which produce reasonable agreement with the solar neighbourhood data. The Salpeter IMF has \( dN/d\log m \propto m^{-2.35} \) with \( x = 1.35 \), while the Kennicutt IMF has \( x = 0.4 \) for \( m < M_\odot \) and \( x = 1.5 \) for \( m > M_\odot \). In both cases, visible stars have \( 0.1 < m < 125 M_\odot \). The Salpeter IMF has been widely used in modelling galaxy evolution because of its simplicity and the fact that it fits the observational data on high-mass stars fairly well. However, there is now considerable observational evidence, as reviewed by Scalo (1986, 1998), that the IMF slope at low masses is flatter than the Salpeter form. The ‘best’ IMF proposed by Scalo (1998), which superseded that of Scalo (1986), is actually quite close to that of Kennicutt (1983). We therefore adopt the Kennicutt IMF as our standard choice.

We also include in our assumed IMF brown dwarfs \((m < 0.1 M_\odot)\), which contribute mass but no light to the stellar population. The fraction of brown dwarfs is specified by the parameter \( Y \), defined as

\[
Y = \frac{\text{mass in visible stars} + \text{brown dwarfs}}{\text{mass in visible stars}}
\]

(5.2)

at the time a stellar population forms, i.e., before taking account of the fraction \( R \) of the mass that is returned to the ISM by recycling. Thus, by definition, \( Y \geq 1 \). The effect of including brown dwarfs is to reduce all stellar population luminosities by a factor \( 1/Y \). We will see in Section 7.7 that observational estimates of the mass-to-light ratios of stellar populations constrain viable models to have modest values of \( Y \) in the range \( 1 \leq Y \leq 2 \).

The way in which the predicted luminosity and colour of a stellar population depend on age, metallicity and choice of IMF is illustrated in Fig. 4. A number of properties which affect the behaviour of our galaxy formation models are worth noting. The overall stellar mass-to-light ratio depends significantly on the choice of IMF. This dependence has been explicitly scaled out of the curves shown in Fig. 4 by reducing all the luminosities in the Kennicutt IMF case by a factor of \( Y = 1.69 \), so as to force the solar-metallicity curves for the two IMFs to agree at \( t = 15 \) Gyr. The slope of the absolute magnitude versus time curve has some dependence on the choice of IMF. For example, as the age is reduced from 15 Gyr to around 3 Gyr, the stellar population with the Kennicutt IMF brightens more rapidly than that with the Salpeter IMF. The difference is even larger for an IMF such as the Miller–Scalo IMF (Miller & Scalo 1979) which contains a greater fraction of stars of a few solar masses. In spite of the dependence of luminosity on the IMF, the \( B - V \) and \( V - K \) colours, both as a function of age and metallicity, are quite insensitive to the choice of IMF. The colours do depend strongly on metallicity, with increasing amounts of metals producing redder stellar populations.

Figure 4. The evolution of the \( B \)-band luminosity and the \( B - V \) and \( V - K \) colours for a single-age stellar population. The solid lines show results for a stellar population with a Salpeter IMF for three different metallicities. The middle curves are for solar metallicity, \( Z = 0.02 \), and the lower and upper curves for \( Z = 0.008 \) and 0.05 respectively. The absolute magnitudes are normalized to \( 1 M_\odot \) of stars. The corresponding dashed curves show results assuming the Kennicutt IMF. In this case, the luminosities in each band have been reduced by a factor of 1.69 to make the solar-metallicity curves for the two IMFs cross at an age of \( t = 15 \) Gyr.
A young stellar population is very blue but rapidly redens during its first 5 Gyr. At later times the dependence of colour on age is much weaker.

There are many approximations and assumptions involved in constructing stellar population synthesis models such as those of Bruzual & Charlot. Because of this, the accuracy of the model predictions is difficult to quantify. This issue has been addressed by Charlot, Worthey & Bressan (1996) by comparing model predictions from different codes and for varying sets of assumptions. Their results indicate that for the same choices of IMF and star formation history, the resulting broad-band colours can differ by a few tenths of a magnitude, and this could give rise to 20–30 per cent uncertainties in either the inferred age or metallicity. While efforts have been made, and continue to be made, to improve these models, it should be noted that the uncertainties in the population synthesis model are sufficiently small that, for our purposes, the dominant source of uncertainty in modelling galaxy formation is, instead, the choice of IMF and its associated yield.

5.2 Yield and recycled fraction

There are two further quantities related to the IMF that significantly affect galaxy formation. These are the recycled fraction, $R$, and the yield, $p$. They appeared in equations (4.6)–(4.11) for the evolution of gas and star masses and metallicities. The material which goes to form massive stars is mostly released back into the ISM via stellar winds and SN explosions. The returned gas is an important source of fuel for forming further generations of stars. SN explosions also enrich the ISM with metals, giving rise to subsequent generations of redder, more metal-rich stars. The recycled fraction and the yield are defined so that for each mass, $\Delta M$, formed in new stars (including brown dwarfs), a mass $R \Delta M$ is returned to the ISM, and a mass $p \Delta M$ of newly synthesized metals is released. These quantities are given respectively by integrating the total ejected mass and the ejected mass in newly synthesized metals over the IMF. We recall that in a closed-box model of chemical evolution, the mean metallicity of the stars asymptotes to a value of $p/(1 - R)$ as the gas is exhausted (e.g. Tinsley 1980).

The values of $R$ and $p$ for any specific IMF can be estimated from stellar evolution theory and models of supernova explosions. We have used two different compilations of stellar evolution calculations to set these parameters: (i) Renzini & Voli’s (1981) for intermediate-mass stars ($1 < m \leq 8 M_\odot$), and Woosley & Weaver’s (1995) for massive stars ($m \geq 8 M_\odot$) which produce Type II supernovae (SNII); and (ii) results from Marigo, Bressan & Chiosi (1996) for intermediate mass stars and from Portinari, Chiosi & Bressan (1998) for massive stars. The more recent calculations in (ii) include the effects of convective overshooting and quiescent mass-loss. However, they rely on the supernova calculations of Woosley & Weaver. The contribution of SNII to the yield is sensitive to the assumed explosion energy (Woosley & Weaver’s cases A, B and C); we give below the corresponding range in $p$ for case (i), but Portinari et al. calculated results only for Woosley & Weaver’s case A (case C would give larger yields). Type I supernovae make only a small contribution to the net production of heavy elements, and are not included here. The results for solar metallicity are as follows: for the Kennicutt IMF, case (i) gives $R_1 = 0.42$, $p_1 = 0.013-0.023$, and case (ii) gives $R_1 = 0.44$, $p_1 = 0.022$; for the Salpeter IMF, case (i) gives $R_1 = 0.28$, $p_1 = 0.010-0.020$, and case (ii) gives $R_1 = 0.30$, $p_1 = 0.018$. These values assume that $Y = 1$. If $Y > 1$, the appropriate values become $p = p_1/Y$ and $R = R_1/Y$. As may be seen from these values, for a given IMF, the recycled fraction, $R$, is fairly accurately known, but the theoretically predicted yield, $p$, is uncertain by at least a factor of 2. In our modelling, we have chosen to set $R$ according to the above estimates. However, as the yield is more uncertain, we use these estimates only as a guide for what is reasonable, and instead rely on observed galaxy metallicities to constrain the value of $p$.

5.3 Extinction by dust

Absorption of starlight by dust has a significant effect on the optical luminosities and colours of galaxies, and a large effect on the far-UV luminosities which are used as the main tracer of star formation rates at high redshift. We model the effects of dust in a physically self-consistent way, using the models of Ferrara et al. (1999). Ferrara et al. have calculated radiative transfer of starlight through dust, including both absorption and scattering by dust grains, for a realistic 3D distribution of stars and dust, giving the net attenuation of the galaxy luminosity as a function of wavelength and inclination angle. In their model, stars are distributed in both a bulge and a disc, and dust is distributed smoothly in a disc. The bulge follows a Jaffe (1983) distribution (which is very similar to an $r^{1/4}$ law) with projected half-light radius, $r_e$. The stars and dust in the disc both have radially and vertically exponential distributions. The dust is assumed to have the same radial scalelength, $h_R$, as the stars, but its scaleheight, $h_z$, is in general different. The total dust content is parametrized by the central V-band optical depth, $\tau_V$; defined as the extinction optical depth looking vertically through the whole disc at $r = 0$. The dust properties are chosen to match observations of the extinction law and albedo of dust in either the Milky Way (MW) or Small Magellanic Cloud (SMC).

Ferrara et al. (1999) tabulate separately the attenuations of disc and bulge light, as functions of wavelength, $\lambda$, inclination, $i$, central optical depth, $\tau_V$, ratio of bulge-to-disc scalelengths, $r_e/h_R$, and ratio of dust-to-stellar vertical scaleheights, $h_{\text{dust}}/h_{\text{stars}}$. We choose a fixed value for $h_{\text{dust}}/h_{\text{stars}}$, and calculate $\tau_V$ and $r_e/h_R$ for each galaxy directly from the output of our model. We assign our galaxies random inclination angles, and then calculate the attenuation factors for the disc and bulge luminosities at the wavelengths of each of the filters (e.g., $B$, $K$) using by interpolating in the tables.

We calculate $\tau_V$ for our model galaxies by assuming that it scales as the dust mass per unit area which, in turn, is assumed to scale with the total mass of metals per unit area in the cold gas:

$$\tau_V \propto \frac{M_{\text{dust}}}{r_{\text{disc}}^2} \propto \frac{M_{\text{cold}} Z_{\text{cold}}}{r_{\text{disc}}^2}. \quad (5.3)$$

The metallicity $Z_{\text{cold}}$ is obtained from our chemical evolution calculation. We normalize equation (5.3) by assuming that gas with solar metallicity, $Z = 0.02$, has the local ISM dust-to-gas ratio. Savage & Mathis (1979) find $A_V/N_H = 3.3 \times 10^{-22}$ mag cm$^{-2}$ for the local ratio of V-band extinction, $A_V$, to hydrogen column density, $N_H$. This then implies

$$\tau_V = 0.043 \left( \frac{M_{\text{cold}}/(2\pi h_R^2)}{M_\odot \text{ pc}^{-2}} \right) \left( \frac{Z_{\text{cold}}}{0.02} \right). \quad (5.4)$$

Our standard choice is to use an MW extinction curve and to assume $h_{\text{dust}}/h_{\text{stars}} = 1$. We have investigated variations in $h_{\text{dust}}/h_{\text{stars}}$ over the range 0.4 to 2.5, and find that most results
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are very insensitive to this. Most results also do not change significantly if an SMC rather than an MW extinction curve is used. The SMC and MW extinction curves differ significantly only in the far-UV, but even here the effects on our results are fairly small, as the net attenuation of galaxy light calculated using these radiative transfer models has a much weaker (‘greyer’) dependence on wavelength than in a simple foreground screen model. Our model for dust absorption thus has essentially no significant free parameters. Results are sensitive mostly to the value of $\tau_{\text{VO}}$, which is calculated directly from our other model quantities.

Our modelling of dust extinction is a major improvement over what has been done previously in semi-analytic models, both in terms of including a realistic 3D distribution for the stars and dust, and in terms of calculating the dust optical depth in a physically self-consistent way. The first semi-analytic models to include dust were those of Lacey et al. (1993), using the dust and stellar population model of Guiderdoni & Rocca-Volmerange (1987) and Guiderdoni et al. (1998). They modelled the star and dust distributions as a uniform 1D slab, but calculated the dust content self-consistently from a closed-box chemical evolution model. Kauffmann et al. (1999a) and Somerville & Primack (1999) also use the 1D slab model, but instead of predicting the slab optical depth, they use a power-law relation between dust optical depth and galaxy luminosity that is estimated from observations of $z = 0$ galaxies.

The main deficiencies of our current dust model are that it does not allow for clumping of the dust or stars or deal well with bursts, and that it calculates only absorption by dust, but not the spectrum of dust emission. However, Silva et al. (1998) have developed a more sophisticated dust model which includes both clumped and smooth components of the dust, deals accurately with bursts, and is able to predict not only the extinction of starlight, but also the spectrum of the energy re-radiated by the dust in the far-infrared and submillimetre. Granato et al. (2000) combine this dust model with our galaxy formation model to predict galaxy luminosity functions in the far-infrared and sub-mm, and Lacey et al. (in preparation) investigate the high-redshift behaviour and predict number counts and integrated radiation backgrounds.

### 5.4 Emission-line modelling

We model the emission lines from photoionized gas in our galaxies by calculating the luminosity in Lyman continuum photons from the stellar population using the Bruzual & Charlot models, and combining this with $H_\alpha$ region models to calculate line luminosities and equivalent widths. We have calculated results for important lines used as star formation indicators, such as $H_\alpha$ and $O_\text{III}$. This is described in detail in a separate paper (Lacey et al., in preparation).

### 6 METHODOLOGY

#### 6.1 Model parameters

The complete hierarchical model of galaxy formation described in the previous section contains a significant number of parameters. However, relatively few should be considered as free parameters. These fall into three distinct categories: numerical parameters, parameters of the cosmological model and, finally, parameters related directly to our modelling of the physics of galaxy formation.

The parameters that fall in the first set include the mass resolution, $M_{\text{res}}$, the number of time-steps in the merger tree, $N_{\text{steps}}$, and the starting redshift, $z_{\text{start}}$. These do not represent freedoms of the model, and we must simply choose values such that the quantities of interest have converged and are insensitive to further improvements. Also, there are options such as adopting singular isothermal spheres to describe the dark matter and gas density profiles, or varying the distribution of halo spin parameters, which are not to be viewed as viable alternatives. Instead, we have included them simply in order to be able to vary our assumptions so as to gain insight into why the model behaves in a particular way. In these examples, any viable model should employ the options that are consistent with results of the high-resolution simulations that we are trying to emulate.

The second set are parameters that specify the background cosmological model. These include the density parameter, $\Omega_0$, the cosmological constant, $\Lambda_0$, the Hubble constant, $h$, the baryon density, $\Omega_\text{b}$, and the shape and amplitude of the linear theory mass power spectrum, $P(k)$. In principle, each of these can be determined from observations that do not depend on galaxy properties. For example, most of these cosmological parameters are likely to be determined accurately from microwave background anisotropy measurements to be carried out by the MAP and Planck satellite missions (e.g. Bond, Efstathiou & Tegmark 1997). Alternatively, the power spectrum amplitude, $\sigma_8$, may be fixed by reference to the abundance of galaxy clusters, while the baryon density may be constrained by models of primordial nucleosynthesis and the observed abundances of the light elements, like deuterium, at low and high redshifts. Our general approach is to set these parameters according to such external constraints. However, some properties of the galaxy formation models are particularly sensitive to the baryon density, $\Omega_\text{b}$, and to the normalization, $\sigma_8$. For this reason, we sometimes allow some variation of these parameters around the values otherwise indicated by the external observational constraints.

The final set of parameters are those with which we directly characterize our physical model of galaxy formation. First, there is the IMF and its associated yield of metals, $p$, and the fraction, $R$, of stellar mass that is liberated in stellar winds and SNe. In principle, $p$ and $R$ are fixed by the choice of IMF, but, in practice, although $R$ is quite well constrained, $p$ is quite uncertain. Secondly, we have the parameters, $e$, $\alpha$, $V_{\text{hot}}$ and $\alpha_{\text{hot}}$ in the star formation and feedback laws. Then, there is the parameter, $e$, the fraction of the metals produced in SNe which escape directly to the hot diffuse halo gas. Also, we require the vertical scale-height of dust relative to that of the disc stars (although our results are very insensitive to this parameter). Finally, there are the parameters $f_{\text{eff}}$ and $f_{\text{dust}}$, which modulate the frequency of galaxy–galaxy mergers and determine when a merger results in the formation of a spheroid. Although the number of model parameters is not small, we shall see that the resulting freedoms of the model are still quite limited, and that only a small subset of observed properties of low-redshift galaxies are needed to constrain a model fully.

#### 6.2 Model output

The output of our code is a list of the galaxies that form in each simulated halo at one or more redshifts. For each galaxy the output lists: a flag which indicates whether the galaxy is the central...
apply the observational constraints, and to show how the model predictions depend on each of the model parameters.

7 OBSERVATIONAL CONSTRAINTS ON THE MODEL AND EFFECTS OF VARYING THE PARAMETERS

In the following subsections we compare models constructed within a particular cosmology with a variety of statistics estimated from the observed properties of the local galaxy population. For each statistic, we illustrate how the predictions of the galaxy formation model depend on the parameters, and present one model, our reference model, which is the best compromise when measured against a full range of observational data. The observational constraints used to fix each of the main parameters of our reference model are as follows:

1. \( \alpha_{\text{hot}} \): faint end of luminosity function and Tully–Fisher relation;
2. \( V_{\text{hot}} \): faint end of luminosity function and sizes of low-luminosity spirals;
3. \( \epsilon_{\text{v}} \): gas fraction for \( L_* \) spirals;
4. \( \alpha_{\text{v}} \): variation of gas fraction with luminosity;
5. \( f_{\text{ellip}} \): morphological mix for \( L_* \) galaxies;
6. IMF: observations of solar neighbourhood;
7. \( Y \): \( L_* \) in luminosity function, and
8. \( p \): metallicity of \( L_* \) ellipticals.

The chosen parameters values of our reference model are listed in Table 1.

We emphasize that not all of the observational data presented in this section are used to fix model parameters – some of the data provide tests of the model, and are shown in this section to illustrate the effects of varying the parameters.

The cosmology that we have chosen in order to illustrate how observational data may be used to constrain the galaxy formation parameters is a flat, low-density cold dark matter model with a cosmological constant. The parameters that we adopt for this \( \Lambda \text{CDM} \) model are \( \Omega_0 = 0.3 \) and \( \Lambda_0 = 0.7 \). Such a model is currently favoured by quite a range of observational evidence. For reasonable values of the Hubble constant (\( h \sim 0.7 \)), the shape of the mass power spectrum is in good agreement with estimates from large-scale galaxy clustering (e.g. Maddox et al. 1990). The value of \( \Omega_0 \) is consistent with the high baryon fraction in clusters (White et al. 1993; White & Fabian 1995; Mohr & Evrard 1997) and with the mild evolution in the abundance of X-ray clusters (Eke et al. 1998). The joint values of \( \Omega_0 \) and \( \Lambda_0 \) are in accord with estimates from high-redshift SNe (Garnavich et al. 1998; Perlmutter et al. 1998; Riess et al. 1998), while \( \Omega_0 + \Lambda_0 = 1 \) is in agreement with the detection of the first CMB Doppler peak (de Bernardis et al. 2000; Lange et al. 2000; Hannay et al. 2000; Balbi et al. 2000). For this model, the normalization of the mass power spectrum, \( \sigma_8 \), derived from the number density of X-ray-emitting galaxy clusters is consistent with that from the amplitude of CMB fluctuations (e.g. Cole et al. 1997), and both are consistent with the power spectrum of the mass at \( z = 2.5 \).

| Table 1. The values of the model parameters for the reference model. |
|------------------|---|---|---|---|---|---|---|---|---|
| \( \Omega_0 \) | \( \Lambda_0 \) | \( \Omega_b \) | \( h \) | \( \Gamma \) | \( \sigma_8 \) | \( \epsilon_{\text{v}} \) | \( \alpha_{\text{v}} \) | \( V_{\text{hot}} \) | \( \alpha_{\text{hot}} \) | \( e \) | \( f_{\text{ellip}} \) | \( f_{\text{fat}} \) | IMF | \( p \) | \( R \) | \( Y \) |
| 0.3 | 0.7 | 0.02 | 0.7 | 0.19 | 0.93 | 0.005 | -1.5 | 200.0 | 2.0 | 0.0 | 0.3 | 0 | Kennicutt | 0.02 | 0.31 | 1.38 |
inferred by Croft et al. (1999) and Weinberg et al. (1999) from analysis of the Lyman-α forest.

The galaxy formation model as a whole is a complex system, with the result that the dependence of a particular statistic on a given parameter can be complicated. Thus, when one parameter is varied, the behaviour of the model certainly depends on the other constraints that have been applied. This fact, combined with the number of parameters, makes it unfeasible to present the full range of possible model behaviour. One should therefore be careful not to over-interpret the trends discussed below: since the effects of varying one parameter can depend on the values of the others, it is dangerous to assume that these trends can be used to assess the result of varying more than one parameter at a time.

As well as varying the parameters that regulate the physics of galaxy formation, we allow some variation of the parameters, \( \sigma_8, h \) and \( \Omega_0 \), that define the cosmological model. However, these are only allowed to vary within the ranges permitted for consistency with estimates of the abundance of rich galaxy clusters, Hubble’s constant, and primordial nucleosynthesis. Whenever we vary any of these parameters, we consistently adjust the power spectrum shape parameter, \( \Gamma \), according to the fitting formula for CDM proposed by Sugiyama (1995):

\[
\Gamma = \Omega_0\exp\left[-\frac{\Omega_b}{\Omega_0}(\sqrt{2h} + \Omega_b)\right].
\]

(7.1)

The estimated values and 1σ errors that we adopt for these quantities are \( \sigma_8 = 0.93 \pm 0.07 \) (Eke et al. 1996), \( h = 0.7 \pm 0.1 \) (Freedman et al. 1999; Madore et al. 1998), and \( \Omega_b h^2 = 0.0125 \pm 0.0025 \) (Walker et al. 1991). We note that somewhat higher values of \( \Omega_b h^2 \) are favoured by recent estimates of the D/H ratio from QSO absorption-line systems (Burles & Tytler 1998; Schramm & Turner 1998), and by models of the mean optical depth of the Lyman-α forest (Rauch et al. 1997; Weinberg et al. 1997). We discuss the consequences of increasing our adopted value of \( \Omega_b \) in Section 9.

In a similar fashion, many of the parameters that describe the physics of galaxy formation can plausibly be varied by only modest amounts. Consider, for example, the threshold, \( f_{\text{clump}} \), above which galaxy mergers are termed violent and assumed to result in the formation of an elliptical galaxy. By definition, \( f_{\text{clump}} \leq 1 \), and based on simulations of galaxy mergers, a reasonable lower limit is \( f_{\text{clump}} \geq 0.3 \) (Walker et al. 1996; Barnes 1998). Other parameters that are similarly constrained to lie within relatively narrow ranges are \( f_{\text{aux}} \) and, to a lesser extent, \( p \). The merger time-scale coefficient, \( f_{\text{aux}} \), should be close to unity if an infalling galaxy retains its dark matter halo throughout most of the time when dynamical friction is removing angular momentum and energy from its orbit. It could be larger than unity if the dark matter halo is efficiently stripped off at early times, but cannot plausibly be significantly smaller than unity. As described in Section 5.1, the choice of IMF quite accurately determines the recycled fraction, \( R \), and also sets some constraint on the yield, \( p \).

### 7.1 Galaxy luminosity functions

The single most important constraint on our galaxy formation models is the local galaxy luminosity function. This is one of the most fundamental properties of the galaxy population, and it is also one of the best measured, at least over a restricted range of luminosities. Matching the galaxy luminosity function is a prerequisite for any realistic model of galaxy formation, because the detectability of galaxies depends directly on their luminosity. Thus a model that fails to match the bright end of the luminosity function can lead to misleading conclusions when tested, for example, against samples selected by apparent magnitude.

Fig. 5 shows estimates of the local galaxy luminosity function in the blue optical \( b \) and in the near-infrared \( K \) band. The \( b \)-band data are taken from the APM-Stromlo galaxy redshift survey (Loveday et al. 1992), the ESO slice project (Zucca et al. 1997), the DUKST survey (Ratcliffe et al. 1998), and from preliminary results from the 2dF galaxy redshift survey (Maddox et al. 1998). The \( K \)-band data are from Mobasher et al. (1993), Glazebrook et al. (1995) and Gardner et al. (1997). In both bands, there is reasonably good agreement among the various estimates at the bright end. At the faint end, however, there is considerable dispersion among the results from different surveys. In the \( b \)-band these differences are large compared to the statistical errors. We must therefore conclude either that the galaxy luminosity function...
differ in the different volumes surveyed, or that systematic differences in the selection characteristics of the surveys give rise to these differences.

The solid and dashed model curves shown in Fig. 5 correspond to the reference model, both with and without the inclusion of dust. In the model with dust, the vertical scaleheight of the dust distribution was taken to be the same as that of the disc stars, but varying this assumption makes very little difference to the luminosity functions. The model without dust produces a reasonable \( B\)-band luminosity function, but it gives rise to galaxies which are systematically too bright in \( B\). By contrast, the model with dust is a good fit to the bright end of both the \( B\)- and \( K\)-band luminosity functions. We shall see below that the differential effect of dust, which generates greater extinction at shorter wavelengths, is important in providing a good match to the observed \( B-K\) colour distributions. It also results in a model that comes significantly closer than our previous models to matching simultaneously the zero-point of the observed \( B\)-band Tully–Fisher relation and the bright end of the \( b_1\)-band luminosity function, thus largely overcoming an important shortcoming of our earlier models (Cole et al. 1994). The importance of the role of dust in achieving this simultaneous match has also been noted by Kauffmann et al. (1999a) and Somerville & Primack (1999).

The prescription for the dust distribution assumed in Fig. 5 will be retained in all the following comparisons.

Many of the model parameters have a direct effect on the galaxy luminosity function. Typically, varying any one of them on its own causes only a minor change in the shape of the luminosity function, but can cause a significant overall shift (either left or right) in the luminosity scale. Our normalization strategy separates out these two effects by adjusting the parameter \( Y\) so as to keep the amplitude of all the luminosity functions fixed at \( M_b = -19.8 + 5 \log h\). Recall that \( Y^{-1}\) is the initial stellar mass fraction in luminous stars (equation 5.2), and that the remaining fraction is assumed to be made up of non-luminous brown dwarfs. Physically, one ought to vary the net recycled fraction \( R\) when adjusting \( Y\), so as to keep the value \( R_1 = Y R\) constant for the luminous stars alone (Section 5.2). The reference model has \( Y\) and \( R\) chosen consistently to give \( R_1 = Y R = 0.42\) for the Kennicutt IMF, as found in Section 5.2. To achieve this requires some iteration as the value of \( Y\) is determined after the model has been run by matching a point in the \( B\)-band luminosity function. For this reason, when showing the effects of varying parameters we choose to keep \( R\) constant rather than \( R_1\).

The effect of parameter changes on the position of the luminosity function is summarized in Table 2. Here, we give the values of \( Y\) required to shift each luminosity function into coincidence with the Zucca et al. (1997) luminosity function at \( M_b = -19.8 + 5 \log h\). We will see in Section 7.7 that in models which have realistic stellar mass-to-light ratios, \( Y \sim 1.3-2\) for which

<table>
<thead>
<tr>
<th>Modified Parameter</th>
<th>( Y)</th>
<th>( B-K)</th>
<th>Disc: ( M/L_B)</th>
<th>Elliptical: ( M/L_B)</th>
<th>Viscosity of halo</th>
<th>Viscosity of disc</th>
<th>Concentration of halo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference Model</td>
<td>1.38</td>
<td>3.86</td>
<td>2.0</td>
<td>1.8</td>
<td>5.4</td>
<td>2.9</td>
<td>0.98</td>
</tr>
<tr>
<td>No Dust</td>
<td>2.30</td>
<td>3.60</td>
<td>2.1</td>
<td>2.4</td>
<td>8.7</td>
<td>4.9</td>
<td>1.48</td>
</tr>
<tr>
<td>( \sigma_{b_0} = 1)</td>
<td>1.39</td>
<td>3.81</td>
<td>2.1</td>
<td>1.8</td>
<td>4.8</td>
<td>2.8</td>
<td>1.13</td>
</tr>
<tr>
<td>( \sigma_{b_0} = 5.5)</td>
<td>1.1</td>
<td>4.01</td>
<td>2.1</td>
<td>1.2</td>
<td>4.3</td>
<td>2.3</td>
<td>1.02</td>
</tr>
<tr>
<td>( V_{\text{max}} = 100 \text{ km s}^{-1})</td>
<td>1.32</td>
<td>4.11</td>
<td>2.5</td>
<td>2.0</td>
<td>6.3</td>
<td>3.1</td>
<td>1.73</td>
</tr>
<tr>
<td>( V_{\text{max}} = 300 \text{ km s}^{-1})</td>
<td>1.15</td>
<td>3.56</td>
<td>1.2</td>
<td>1.2</td>
<td>2.5</td>
<td>1.8</td>
<td>0.75</td>
</tr>
<tr>
<td>( a_0 = 0)</td>
<td>1.28</td>
<td>3.96</td>
<td>2.0</td>
<td>1.7</td>
<td>5.4</td>
<td>2.8</td>
<td>0.83</td>
</tr>
<tr>
<td>( a_0 = -2.5)</td>
<td>1.31</td>
<td>3.81</td>
<td>1.7</td>
<td>1.5</td>
<td>5.0</td>
<td>2.3</td>
<td>1.09</td>
</tr>
<tr>
<td>( \delta_h = 0.01)</td>
<td>0.45</td>
<td>3.62</td>
<td>0.5</td>
<td>0.5</td>
<td>1.0</td>
<td>0.7</td>
<td>0.23</td>
</tr>
<tr>
<td>( \delta_h = 0.04)</td>
<td>3.07</td>
<td>4.11</td>
<td>7.3</td>
<td>4.7</td>
<td>13.9</td>
<td>6.9</td>
<td>2.12</td>
</tr>
<tr>
<td>( h = 0.6)</td>
<td>0.95</td>
<td>3.87</td>
<td>1.7</td>
<td>1.5</td>
<td>4.8</td>
<td>2.6</td>
<td>0.92</td>
</tr>
<tr>
<td>( h = 0.8)</td>
<td>1.77</td>
<td>3.86</td>
<td>2.1</td>
<td>1.9</td>
<td>5.4</td>
<td>3.0</td>
<td>1.19</td>
</tr>
<tr>
<td>( \sigma_* = 0.01)</td>
<td>1.70</td>
<td>3.85</td>
<td>2.1</td>
<td>1.9</td>
<td>7.4</td>
<td>3.9</td>
<td>1.12</td>
</tr>
<tr>
<td>( \sigma_* = 0.0033)</td>
<td>1.13</td>
<td>3.90</td>
<td>1.8</td>
<td>1.5</td>
<td>4.5</td>
<td>2.5</td>
<td>1.03</td>
</tr>
<tr>
<td>( \rho = 0.0075)</td>
<td>1.66</td>
<td>3.28</td>
<td>1.6</td>
<td>1.7</td>
<td>3.9</td>
<td>2.7</td>
<td>1.01</td>
</tr>
<tr>
<td>( \rho = 0.03)</td>
<td>1.17</td>
<td>4.16</td>
<td>2.1</td>
<td>1.7</td>
<td>5.7</td>
<td>2.8</td>
<td>0.92</td>
</tr>
<tr>
<td>( R = 0.19)</td>
<td>1.31</td>
<td>3.80</td>
<td>2.1</td>
<td>1.9</td>
<td>5.9</td>
<td>3.2</td>
<td>1.07</td>
</tr>
<tr>
<td>( R = 0.49)</td>
<td>1.41</td>
<td>3.97</td>
<td>1.7</td>
<td>1.4</td>
<td>3.7</td>
<td>2.0</td>
<td>0.85</td>
</tr>
<tr>
<td>( \sigma_x = 0.86)</td>
<td>1.43</td>
<td>3.82</td>
<td>2.0</td>
<td>1.7</td>
<td>4.2</td>
<td>2.5</td>
<td>1.03</td>
</tr>
<tr>
<td>( \sigma_x = 1.0)</td>
<td>1.48</td>
<td>3.90</td>
<td>2.2</td>
<td>1.9</td>
<td>6.1</td>
<td>3.3</td>
<td>1.20</td>
</tr>
<tr>
<td>IMF: Salpeter, ( R = 0.28)</td>
<td>0.79</td>
<td>3.85</td>
<td>1.9</td>
<td>1.7</td>
<td>5.5</td>
<td>3.0</td>
<td>1.00</td>
</tr>
<tr>
<td>( f_{\text{acc}} = 1.5)</td>
<td>1.27</td>
<td>3.82</td>
<td>1.9</td>
<td>1.6</td>
<td>5.1</td>
<td>2.8</td>
<td>0.93</td>
</tr>
<tr>
<td>( f_{\text{acc}} = 0.5)</td>
<td>1.34</td>
<td>3.89</td>
<td>2.0</td>
<td>1.7</td>
<td>4.4</td>
<td>2.5</td>
<td>1.03</td>
</tr>
<tr>
<td>( f_{\text{acc}} = 2.0)</td>
<td>1.16</td>
<td>3.80</td>
<td>1.5</td>
<td>1.4</td>
<td>4.8</td>
<td>2.6</td>
<td>0.84</td>
</tr>
<tr>
<td>( f_{\text{velo}} = 0.5)</td>
<td>1.38</td>
<td>3.90</td>
<td>2.1</td>
<td>1.8</td>
<td>5.8</td>
<td>3.1</td>
<td>0.99</td>
</tr>
<tr>
<td>( c_{\text{core}} = r_{\text{gal}}/6)</td>
<td>1.40</td>
<td>3.85</td>
<td>2.0</td>
<td>1.8</td>
<td>5.4</td>
<td>3.0</td>
<td>1.05</td>
</tr>
<tr>
<td>Fixed gas core radius</td>
<td>1.23</td>
<td>3.97</td>
<td>2.3</td>
<td>1.8</td>
<td>2.9</td>
<td>1.9</td>
<td>0.87</td>
</tr>
<tr>
<td>NFW gas traces DM</td>
<td>1.23</td>
<td>4.04</td>
<td>2.5</td>
<td>1.8</td>
<td>3.1</td>
<td>2.0</td>
<td>0.92</td>
</tr>
<tr>
<td>NFW gas traces DM</td>
<td>1.08</td>
<td>4.24</td>
<td>2.4</td>
<td>1.7</td>
<td>3.4</td>
<td>2.0</td>
<td>0.95</td>
</tr>
<tr>
<td>Unstable discs</td>
<td>1.50</td>
<td>3.91</td>
<td>2.1</td>
<td>1.9</td>
<td>4.7</td>
<td>2.8</td>
<td>1.12</td>
</tr>
<tr>
<td>Accretion by disc</td>
<td>1.40</td>
<td>3.89</td>
<td>2.3</td>
<td>1.9</td>
<td>5.5</td>
<td>3.0</td>
<td>1.12</td>
</tr>
</tbody>
</table>
Figure 6. The effect on the $b_1$-band luminosity function of varying the star formation and feedback parameters, $\alpha_{\text{hot}}$ and $V_{\text{hot}}$, and the assumed halo DM and hot gas density profiles. In all cases, the value of $Y$ has been fixed by requiring the model luminosity functions to agree with the observations at $M_b - 5 \log h = -19.8$. (a) Shows how increasing $\alpha_{\text{hot}}$ suppresses the formation of low-luminosity galaxies and so controls the faint-end slope of the luminosity function. The dotted curve is for $\alpha_{\text{hot}} = 1$, the solid curve for $\alpha_{\text{hot}} = 2$, and the dashed curve for $\alpha_{\text{hot}} = 5.5$. (b) Demonstrates how increasing $V_{\text{hot}}$ lowers the faint end of the luminosity function. Results are shown for $V_{\text{hot}} = 100 \text{ km s}^{-1}$ (dotted curve), $V_{\text{hot}} = 200 \text{ km s}^{-1}$ (solid curve), and $V_{\text{hot}} = 300 \text{ km s}^{-1}$ (dashed curve). (c) Shows how the bright end of the luminosity function depends on the model adopted for the density profile of the hot gas. The solid curve is our reference model which has an NFW profile for the DM and the ‘$\beta$-model’ for the gas, with a core radius that depends on the fraction of gas that has previously cooled (see Section 4.1.1). The dotted and long-dashed curves also assume NFW profiles for the DM, but assume a fixed core radius ‘$\beta$-model’ (dotted) or an NFW profile for the gas (long-dashed). The short-dashed line is for a singular isothermal sphere ($\rho \propto r^{-2}$) model for both gas and DM.

Kennicutt IMF. In a few cases, however, this normalization procedure requires $Y < 1$, which is unphysical. (It corresponds approximately to removing from the IMF all of the brown dwarfs and some of the low-mass visible stars, by increasing the lower mass limit above $0.1 M_{\odot}$.) Nevertheless, we present these models because they help to clarify some of the trends that occur when a single parameter is varied. For the derived normalization of $Y$, the table gives other properties of the galaxy population. Several of the entries in this table are discussed further in the relevant sections below.

Two parameters that strongly affect the shape of the galaxy luminosity function are $V_{\text{hot}}$ and $\alpha_{\text{hot}}$, the quantities that define our model of stellar feedback (equation 4.15). As can be seen in Fig. 6(a), the faint-end slope of the luminosity function is very sensitive to $\alpha_{\text{hot}}$, with large values producing a shallower slope. Similarly, as Fig. 6(b) shows, increasing $V_{\text{hot}}$ also reduces the number of faint galaxies. Both these dependencies are easily understood: stronger stellar feedback makes it increasingly more difficult for luminous stars to form in low-mass haloes. To match the very shallow faint-end slope seen in the data of Loveday et al. (1992) or Ratcliffe et al. (1998) requires a high value of $\alpha_{\text{hot}}$, such as that adopted by Cole et al. (1994), who compared their models against the first of these surveys. Such a value, however, would lead to a disagreement with the data of Zucca et al. (1997). The differing observational estimates of the luminosity function indicate that the faint-end slope is not as robustly determined as one might wish, perhaps because it depends on the details of the survey selection criteria. We therefore do not use it as a model constraint. Instead, we will see in Section 7.2 that extreme values of $\alpha_{\text{hot}}$ are disfavoured on other grounds, and this leads us to favour models whose luminosity functions have quite steep faint-end slopes.

The bright end of the luminosity function is sensitive to the density profile assumed for the halo gas, because this controls how much of the gas can cool. This effect is not important in low-mass haloes, in which the gas temperature $T_{\text{vir}}$ is low enough that most of the gas can cool anyway, but it becomes important in large groups and clusters, in which only the dense central regions have time to cool. Fig. 6(c) compares the effects of using different gas profiles. Our reference model (shown by the solid line) assumes an NFW dark halo and a $\beta$-model for the gas (equation 4.2), with a core radius that starts at $r_{\text{core}} = r_{\text{NFW}}/3$ and grows depending on how much gas has already cooled in progenitor haloes. The model luminosity function and other properties are not sensitive to the precise value of this initial core radius. For example, if instead we set $r_{\text{core}} = r_{\text{NFW}}/6$ as the initial value, then the change in the luminosity function is almost too small to be visible, and the other properties listed in Table 2 also vary only slightly. In principle, constraints can be placed on the initial gas density profile from the observed X-ray emission profiles of groups and clusters, but in practice this requires complex modelling to take account of the emission associated with the central cooling flow.

Our model fits the observed bright end of the luminosity function well. It is compared in the figure to a model in which the gas core radius is kept fixed at $r_{\text{core}} = r_{\text{NFW}}/3$ (dotted curve), another in which both gas and dark matter have the same NFW profile (long-dashed curve), and finally to a model in which both gas and dark matter have singular isothermal sphere profiles (short-dashed curve), as has been assumed in most previous work. The latter three models produce many more high-luminosity $L \geq L_\odot$ galaxies than are observed. This difference in the assumed halo gas profiles explains most of the differences in the shape of the bright end of the luminosity function between our reference model and the models of Kauffmann et al. (1993, 1999a) and...
Somerville (1997), although the procedure in these papers of using the Tully–Fisher relation rather than the luminosity function as the primary observational constraint also has an effect. These authors all invoke an artificial cut-off on the circular velocity of haloes in which gas is allowed to cool to form visible stars, in order to ameliorate their problems in fitting the luminosity function. We believe that our standard model for cooling is the most physically reasonable in this regard, for the reasons given in Section 4.1.1. More recently, Somerville & Primack (1999) have presented models with no artificial cooling cut-off, which nevertheless produce a good match to the bright end of the B-band luminosity function. In this case, this improvement is achieved partly as a result of the empirical dust model they have adopted, which has an extinction that increases with increasing galaxy luminosity. However, as dust has less effect in the K-band, they find that for some of their models, the shape of the bright end of the K band luminosity function remains a poor match to observations.

As was shown in Cole et al. (1994), the shape of the luminosity function is also influenced by the efficiency of galaxy mergers, which is controlled by $f_{\text{cut}}$. However, we now impose the constraint $f_{\text{cut}} \approx 1$, a limit suggested by numerical simulations (Navarro et al. 1995a), which also leads to an acceptable morphological mix in the model. With this bound, the residual variation in the shape of the luminosity function with $f_{\text{cut}}$ is small compared to its dependence on the feedback parameters $V_{\text{hot}}$ and $\alpha_{\text{hot}}$ and on the halo gas profile. Our treatment of feedback is, in fact, the main factor responsible for the overall shape of the model luminosity function at $L \leq L_*$, and our assumptions about cooling are the main determinant of the shape at $L \approx L_*$.

### 7.2 The Tully–Fisher relation

In Fig. 7 we compare our predicted I-band Tully–Fisher (TF) relation with the observed relation defined by the complete diameter-limited subset of spiral galaxies selected by de Jong & Lacey (2000) from the catalogue of Mathewson, Ford & Buchhorn (1992). The observed circular velocity plotted here is the maximum, $V_{\text{max}}$, of the measured rotation curve. The observed I-band magnitudes have been corrected to face-on values. For the model, we use the dust-extinguished I-band magnitude for galaxies seen face-on and the circular velocity, $V_{\text{disc}}$, evaluated at the half-mass radius of the disc. $V_{\text{disc}}$ includes the self-gravity of the disc, and is evaluated in the disc mid-plane, as discussed in Appendix C. The peak of the rotation curve may occur at a radius other than the half-mass radius, in which case the quantity, $V_{\text{disc}}$, that we plot may be systematically low compared to the measured $V_{\text{max}}$. However, we expect the difference to be small, since our model galaxies typically have reasonably flat rotation curves, as indicated by the values of $V_{\text{disc}}/V_{\text{halo}}$ listed in Table 2, which are close to unity.

The upper panel in Fig. 7(a) shows how the model TF relation depends on the sample selection criteria. In all cases, we have selected disc-dominated galaxies with dust-extinguished I-band bulge-to-total light ratios in the range 0.02 to 0.24, to match approximately the range of galaxy types, Sb–Sd, selected in the Mathewson et al. (1992) catalogue. This makes use of the approximate conversion between Hubble T-type, $(T = 3–7$ for Sb–Sd) and bulge-to-disc ratio, described in Baugh et al. (1996b) and based on the data of Simien & de Vaucouleurs (1986). The model TF relation for this complete galaxy sample is shown by the dashed line in Fig. 7(a). The slope of the predicted TF relation is

$$V_\text{peak} \overset{\text{a}}{=} V_\text{disc} \overset{\text{b}}{=} V_\text{hot} \overset{\text{c}}{=} V_\text{vir} \overset{\text{d}}{=} V_\text{max} \overset{\text{e}}{=} V_\text{halo}$$

By varying the selection criteria, the slope of the TF relation changes, with the solid line referring to the reference model (which has $\alpha_{\text{hot}} = 2$), while the dashed line is for $\alpha_{\text{hot}} = 1$ and the dotted line for $\alpha_{\text{hot}} = 5.5$. In (b), the solid line refers, again, to the reference model (which has $\Omega_b = 0.02$), while the dashed line is for $\Omega_b = 0.01$ and the dotted line for $\Omega_b = 0.04$. The lower panel in Fig. 7(a) shows how the model TF relation compares to the observed relation defined by the complete catalogue of Mathewson et al. (1992) for some of their models, the shape of the bright end of the K-band luminosity function.
close to that of the data, and this remains true for the subsamples discussed below. It has an offset of 1.2 mag relative to the zero-point of the observed relation, and a spread between the 10 and 90 percentiles of the distribution at $V_c = 160 \, \text{km s}^{-1}$ of 1.7 mag. This spread is significantly larger than that for the observational sample, which is 1.1 mag.

In Cole et al. (1994) the TF relation was plotted for galaxies at the centres of haloes only. Here, the result of selecting only central galaxies is shown by the dotted line. The exclusion of satellite galaxies removes some galaxies which have exhausted their reservoirs of cold gas and so have faded as their stellar populations have aged. This has the effect of producing a somewhat tighter TF correlation, with a spread of only 1.2 mag, and of reducing the offset in the zero point to 1.0 mag (at $V_c = 160 \, \text{km s}^{-1}$). A more realistic selection is to consider only disc galaxies with a significant cold gas fraction, which we take to be $M_{\text{gas}}/(M_{\text{gas}} + M_{\text{stars}}) > 10 \%$ per cent. This is reasonable, as without ongoing star formation, disc galaxies will not have prominent, recognizable spiral arm features. In addition, interstellar gas is required for the measurement of the rotation velocity in TF data sets, either to produce the emission lines from which optical required for the measurement of the rotation velocity in TF data sets, either to produce the emission lines from which optical rotation curves are measured, or to produce the H I emission used in H I rotation measurements. The TF relation for this subsample of star-forming spiral galaxies is shown by the solid curve in Fig. 7(a), and is repeated as the solid curve in the lower two panels. It has a spread of 0.98 mag, which is slightly smaller than the observed spread of 1.1 mag. The offset in the zero-point of the relation is 0.98 mag, which is equivalent to a factor of approximately 1.3 in circular velocity. Since the effective mass-to-light ratio in our models is normalized (through $Y$) by reference to the bright end of the $b_I$-band luminosity function, we find that both the zero-point and the scatter in the model Tully–Fisher relation are insensitive to most changes in the galaxy formation model parameters.

The parameters that do have an effect are $\alpha_{\text{hot}}$ and $\Omega_b$. This is illustrated by the curves in Figs 7(b) and (c) respectively. Increasing the feedback parameter, $\alpha_{\text{hot}}$, makes it increasingly difficult to form stars in low-circular velocity galaxies. Consequently, the luminosity of low-$V_{\text{disc}}$ galaxies is reduced, and the model Tully–Fisher relation bends away from the observed correlation at faint magnitudes. A value of $\alpha_{\text{hot}} = 0.2$ is required to produce a correlation that runs parallel to the observed relation over the full range of magnitudes probed by the data. The effect of increasing $\Omega_b$ (Fig. 7c) is to cause the model Tully–Fisher relation to bend away from the observations at bright magnitudes. The reason for this is that, in order to maintain a match to the bright end of the $b_I$-band luminosity function, larger $\Omega_b$ requires a larger $Y$ and thus larger mass-to-light ratios for all the galaxies. The self-gravity of bright spiral discs then plays a larger role in determining the galaxy’s rotation curve. This is quantified by the ratio, $V_{\text{disc}}/V_{\text{halo}}$, listed in Table 2, which increases substantially as $\Omega_b$ is increased. It is this effect that leads us to favour a relatively low value of $\Omega_b$ as compared to the currently most favoured numbers derived from primordial nucleosynthesis considerations. Note that a very low value, $\Omega_b = 0.01$, results in a good match to the zero-point of the Tully–Fisher relation. However, this apparent success is at the cost of an unphysical value, $Y = 0.49$, required to make galaxies bright enough to match the $b_I$-band luminosity function.

The failure of our model to produce a Tully–Fisher relation with a zero-point that matches the observations well is reminiscent of a similar shortcoming in the earlier $\Omega = 1 \, \text{CDM}$ model of Cole et al. (1994) and also, but to a lesser extent, the low-$\Omega_0$ CDM models of Heyl et al. (1995). However, this discrepancy hides a significant improvement in our new models. In our previous work we did not attempt to model the internal mass distribution within a galaxy, and simply took the circular velocity of the galaxy to be that at the virial radius in the halo in which it formed. If we followed this same procedure now, and plotted $V_{\text{halo}}$ rather than $V_{\text{disc}}$ as a function of $I$-band magnitude, we would find a near-perfect match to the observed Tully–Fisher relation, as indicated by the heavy solid line in Fig. 7(a). The reason for this difference in the $V_{\text{halo}}$–$M_{I}$ relation between our old and new models is largely the inclusion of dust in the new models, which helps in two different ways to simultaneously match the $b_I$-band luminosity function and the $I$-band Tully–Fisher relation. First, dust makes galaxies dimmer in $b_I$, allowing a better match to the observed luminosity function with a smaller value of $Y$, but it also makes them redder in $b_I$–$I$. The net effect is that the $I$-band luminosities used in the TF relation are increased. Secondly, dust affects the calculation of the luminosity function and the Tully–Fisher relation in different ways, because observational estimates of the luminosity function use magnitudes uncorrected for dust, whereas observational estimates of the Tully–Fisher relation partially correct for the effects of dust through the correction to face-on magnitudes. Some of these effects are also discussed by Somerville & Primack (1999). Increasing the amount of dust beyond that present in our reference model by, for instance, increasing the assumed yield, can further improve the Tully–Fisher zero-point. However, this is achieved at the expense of making the galaxy population too red.

### 7.3 Disc sizes

In our model, the sizes of galaxy discs are fundamentally determined by the angular momentum gained by the protodisc material through the action of tidal torques, which are most effective when haloes are turning around and collapsing, prior to becoming virialized. The distribution of halo spin parameters is well understood, and is reasonably accurately modelled by the distribution (equation (3.7)) that we have adopted. The main sources of uncertainty are the distribution of angular momentum within a halo, which determines the angular momentum of that fraction of the gas that cools to form a disc, and whether the gas conserves its angular momentum during the collapse. The assumptions that we have discussed in Sections 3.2.3 and 4.1.3 are reasonable, but are not directly supported by simulations (see the discussion in Section 4.1.3) and warrant further investigation. Apart from this, the largest remaining influence on the distribution of galaxy disc sizes is the strength of stellar feedback. If feedback is weak, stars form efficiently in small, dense haloes at high redshift, while if feedback is strong, star formation is suppressed until larger haloes form at lower redshift. Thus, increasing the value of $V_{\text{hot}}$ results in galaxies having larger disc scalelengths at a given luminosity. This dependence is shown explicitly in Fig. 8, and is weak for $L \geq L_{*}$, but it is significant at lower luminosities. A value of $V_{\text{hot}} = 200 \, \text{km s}^{-1}$ produces a model for which the position of the peak in the disc scalelength distribution of spiral galaxies at different luminosities is close to what is found observationally by de Jong & Lacey (2000). Moreover, the predicted width of the distribution is quite similar to that observed, though somewhat broader. Our model does not predict a large population of bright galaxies with either extremely large or small scalelengths.
coalesce through galaxy mergers. When two galaxies of comparable mass
In our model, bright elliptical galaxies form predominantly
artificially shallow (see also McGaugh 1996).

do not strictly predict galaxy morphology, but rather the relative masses and luminosities of the bulge and disc components. The bulge-to-disc luminosity ratio is known to correlate with morphology, albeit with quite a large scatter, and so we simply take cuts in this ratio in order to define morphological classes. Ellipticals are defined as galaxies for which the bulge contributes more than 60 per cent of the B-band light, spirals as those whose bulge contributes less than 40 per cent of the B-band light, and S0s as galaxies in the intermediate range. The B-band magnitudes used here include dust extinction for galaxies with random inclination angles.

Table 3 gives the predicted morphological mix of galaxies at the present day that results from these definitions, for various values of the parameters $f_{\text{hot}}$, $f_{\text{cold}}$ and $V_{\text{hot}}$. These ratios apply to a volume-limited sample of galaxies with absolute magnitude brighter than $M_{B} = -19.5 + 5 \log h$, but the mix is very similar if one instead constructs an apparent magnitude-limited catalogue. For comparison, the morphological mix in the APM Bright Galaxy Catalogue (which is apparent magnitude limited) is S + Irr : S0 : E = 67 : 20 : 13 (Loveday 1996, table 10), when one groups together spirals and irregulars, and assumes that the 90 per cent of the galaxies in this survey that were classified are

7.4 Morphology
In our model, bright elliptical galaxies form predominantly through galaxy mergers. When two galaxies of comparable mass coalesce ($M_{2} \geq f_{\text{ellip}} M_{1}$, where $M_{1} > M_{2}$), a violent merger is assumed to occur, leaving an elliptical galaxy as the remnant. Spheroids can also be built-up by the repeated accretion of smaller, gas-poor galaxies, because accreted stars are assumed to add to the bulge component of the accreting galaxy. Thus the parameters $f_{\text{hot}}$ and $f_{\text{cold}}$, which determine, respectively, the frequency of galaxy–galaxy mergers and the threshold above which a merger is deemed to be violent, are the primary parameters that influence the production of elliptical galaxies. The morphological mix depends also on the strength of stellar feedback. If feedback is weak, massive discs form at high redshift and have a long interval of time during which they can merge to form ellipticals. Conversely, if feedback is strong, the formation of massive stellar discs is delayed, they experience fewer mergers, and fewer ellipticals are produced. We can therefore constrain these parameters by comparing the relative abundances of galaxies of different morphological types in the model with observations.
Table 3. The morphological mix of galaxies brighter than $M_B = -19.5$, for various values of the merger parameters $f_{\text{trim}}$ and $f_{\text{ellip}}$ and the feedback parameter $V_{\text{hot}}$. Also listed are two variants, which are described in the text. In the first, unstable discs are transformed to spheroids and in the second, accreted stars are added to the disc rather than the bulge.

<table>
<thead>
<tr>
<th>$f_{\text{trim}}$</th>
<th>$f_{\text{ellip}}$</th>
<th>$V_{\text{hot}}$/km s$^{-1}$</th>
<th>S : S0 : E</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>1</td>
<td>200</td>
<td>61:08:31</td>
</tr>
<tr>
<td>0.5</td>
<td>1</td>
<td>200</td>
<td>70:07:23</td>
</tr>
<tr>
<td>0.3</td>
<td>0.5</td>
<td>200</td>
<td>53:09:38</td>
</tr>
<tr>
<td>0.3</td>
<td>2.0</td>
<td>200</td>
<td>79:06:15</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>100</td>
<td>38:05:57</td>
</tr>
<tr>
<td>0.3†</td>
<td>1</td>
<td>200</td>
<td>66:08:26</td>
</tr>
</tbody>
</table>

representative. This agrees well with the estimate S + Irr : S0 + E = 66 : 34 for galaxies brighter than $M_B = -19.0 + 5 \log h$ in the SSRS2 redshift survey (table 2 of Marzke et al. 1998). Comparing the model results with the observational values indicates that the morphological mix depends somewhat on the values of $V_{\text{hot}}$, $f_{\text{trim}}$ and $f_{\text{ellip}}$. Reasonable agreement with the observed mix can be obtained for a range of values of these parameters, indicated by the examples given in the first three rows of Table 3. For the reference model (cf. Table 1), the values of $f_{\text{trim}}$ and $f_{\text{ellip}}$ are approximately the lowest that would seem reasonable, given the physical processes that these parameters are trying to describe. Considering the crude manner in which we have defined morphologies the agreement between model and data is satisfactory, and it does not seem warranted to fine-tune these parameter values any further.

The morphological mix may also be influenced by the disc instability discussed in Section 4.3.3. The penultimate row in Table 3 gives the mix found for the model with disc instability whose disc scalelength distribution was discussed in Section 7.3. Here, it has been assumed that gas and stars in unstable discs are transferred to the bulge component, with the gas being consumed in a burst. We see that this significantly reduces the spiral fraction and boosts the elliptical fraction, although the majority of ellipticals are still formed by mergers. In fact, the effect on the morphological mix is quite a strong function of luminosity. Brighter than $M_B = -20.5 + 5 \log h$ disc instability has very little effect, but it becomes increasingly important in low-luminosity systems. We plan to discuss the effects of disc instability in detail in a subsequent paper.

One further assumption of our reference model is that stars that are accreted in minor mergers are added to the bulge of the resulting galaxies (see Section 4.3.2). The last row in Table 3 shows how the morphological mix is modified if instead these accreted stars are added to the galaxy discs. Such a change only causes a modest increase in the spiral fraction. Also, we can see in Table 2 that this model (labelled ‘Accretion by disc’) differs little from the reference model.

7.5 Cold gas in spiral galaxies

In our model, there are two parameters, $\epsilon_p$ and $\alpha_p$, which determine the star formation time-scale in galaxy discs (see equation 4.14). The first, $\epsilon_p$, determines the star formation timescale for spiral galaxies with circular velocities comparable to those of L* galaxies, while the second, $\alpha_p$, determines how this time-scale varies with circular velocity. The luminosity function (after rescaling by Y) is fairly insensitive to $\epsilon_p$ and $\alpha_p$, but they do strongly affect the cold gas content of galaxies.
Fig. 9 shows how the amount of cold gas present in spiral and irregular galaxies depends on galaxy luminosity. The observational data are taken from Huchtmeier & Richter (1988) and Sage (1993). The Sage (1993) data come from a complete sample of Sa–Sd galaxies with measurements of atomic H\textsc{i} and molecular H$_2$, whereas the Huchtmeier & Richter (1988) data come from a complete sample of Sa–Im galaxies, but with only H\textsc{i} measurements. Brighter than $M_B - 5 \log h < -16$, Sa–Sd galaxies dominate over Sdm–Im, and so we simply plot the Sage (1993) data. Fainter than $M_B - 5 \log h > -16$, the mass fraction of molecular hydrogen appears to be small ($M_{H_2}/M_{H_1} \approx 0.2$), and so here we neglect the molecular H$_2$ contribution and simply plot the data of Huchtmeier & Richter (1988). In each case, the luminosity is corrected to face-on.

The model plotted in Fig. 9(a) has $\alpha_\text{fe} = 0$, corresponding to the standard Kennicutt law in which the star formation time-scale is proportional to the disc dynamical time. In this case, the faint galaxies in the model typically contain less cold gas than is observed. In fact, the trend of $M_{gas}/L_B$ with $L_B$ is in the opposite sense to that observed. The reference model, plotted in Fig. 9(b), has $\alpha_\text{fe} = -1.5$, implying longer star formation time-scales for low circular velocity galaxies compared to $\alpha_\text{fe} = 0$. This has a beneficial effect, and produces a correlation in $M_{gas}/L_B$ versus $L_B$ which is much closer to the data. Fig. 9(c) shows the effect of varying $\epsilon_\text{fe}$, and demonstrates how the observed gas fraction in bright spirals constrains this model parameter.

### 7.6 Galaxy metallicities

Our model predictions for galaxy metallicities all scale linearly with the yield $p$, aside from the effects of metallicity on the cooling of halo gas. We fix the value of $p$ in our reference model by requiring a good match to the mean stellar metallicity in $L_B$ ellipticals.

In Fig. 10 we show what the reference model predicts for the metallicity–luminosity relation for spiral and elliptical galaxies, compared to observational data. Fig. 10(a) shows the gas metallicity versus luminosity for spirals. The model points are derived from the metallicity of the cold, star-forming gas. The observational data in this case, from Zaritsky, Kennicutt & Huchra (1994), are based on H\textsc{ii} region gas metallicities measured at $r = 0.4R_25$ in each galaxy (where $R_25$ is the isophotal radius at a B-band surface brightness of 25 mag arcsec$^{-2}$), rather than being averages over the whole galaxy. Fig. 10(b) shows the stellar metallicity versus luminosity for ellipticals. The model points are obtained from mass-weighted mean stellar metallicities, but using V-band luminosity-weighted stellar metallicities would give nearly identical results. The observational data for the ellipticals are based on a compilation of estimates from line-strengths, which Zaritsky et al. have tried to put on a common metallicity scale. For both the spirals and ellipticals, we have converted the Zaritsky et al. observational data from relative to absolute metallicities assuming a solar metallicity $Z_0 = 0.02$.

For both the spirals and ellipticals, our models predict a metallicity–luminosity relation which is in the same sense as the observed one, but is not as steep. The origin of this correlation lies in our model of stellar feedback. Our treatment of chemical evolution differs from the traditional `closed-box' model, because gas reheated by SNe is allowed to escape from the galaxy while cooling gas can flow into it. Consequently, the appropriate expression for the effective yield becomes $\rho_{\text{eff}} = (1 - \epsilon p)/(1 - R + \beta)$ (equation B9), which depends on the strength of feedback via the quantity $\beta$ given in equation (4.15). Since $\beta$ is smaller for larger, more massive galaxies with deeper potential wells, their effective yield is large and this naturally results in more metal-rich stellar populations in more luminous galaxies. We could obtain a steeper metallicity–luminosity relation, in better agreement with the observed one, by assuming stronger feedback, but this would have deleterious effects on our fits to other properties. This issue is discussed further in Section 8.3 in connection with the colour–magnitude relation.

### 7.7 Mass-to-light ratios

While the luminosities of galaxies are easily measured, the masses
of the stellar populations they contain are less accurately
determined, mainly because of the difficulties in separating the
contributions to the mass from stars and dark matter in dynamical
measurements. The mass-to-light ratios, \( M/L \), for stellar popu-
lations in galaxies are correspondingly somewhat uncertain. For this
reason, we do not use them as primary constraints in determining
the model parameters. None the less, they provide useful a
consistency check, and can be used to exclude, for example,
models which have very large brown dwarf fractions (i.e., large
\( Y \)), which might otherwise be viable.

Table 2 lists the mass-to-light ratios of the stellar populations of
both spiral and elliptical galaxies for each of our models. These
mass-to-light ratios, which include the contribution of brown
dwarfs, depend on the age and metallicity of the stellar populations,
and also on the value of the parameter \( Y \) which has been
fixed by reference to the \( B_1 \)-band luminosity function, as
described in Section 7.1. Mass-to-light ratios are observed to
depend on galaxy luminosity, so to make a fair comparison, we
compare \( M/L \) values for observed and model galaxies at the same
luminosity. The model \( M/L \) values given in the table are median
values for \(-20 < M_B < 0 \) for each of the observa-
tional estimates described below, we have estimated the trend of
\( M/L \) with luminosity from the values given for the individual
galaxies in the paper concerned, and used this to estimate the
average \( M/L \) for the galaxies at \( M_B = 0 \). This method,
used for spiral galaxies, the observed values are dust-corrected to face-on values, and so the model \( M/L \) values are also calculated from face-on luminosities including the effects of dust.

For spiral galaxies, most estimates of \( M/L \) are based on fitting
models to measured rotation curves. Buchhorn (1992) finds \( M/L = 3.4 h M_\odot/L_\odot \) in the \( I \) band, and Broeils (1992) \( 4.9 h M_\odot/L_\odot \) in the
\( B \) band. These values are consistent with the mean colour, \( B-I = 1.8 \), found for spirals by de Jong (1996). Note, however, that these
numbers are based on maximum disc fits to the observed rotation
curves, and since a fraction of the rotation velocity may be
produced by dark matter, they should be viewed as upper limits to
the stellar mass-to-light ratios. (For \( L_\odot \) spiral galaxies in our
reference model the mean contribution to the mass within the disc
half-mass radius by non-baryonic dark matter is 62 per cent.)
Comparing with the model values, we see that only the model with
the high value of the baryon density (\( \Omega = 0.04 \)) comes close to
violating these constraints. An alternative method for measuring
the \( M/L \) of discs, which avoids contamination by dark matter, is
to combine measurements of the vertical scaleheights and velocity
dispersions of galaxy discs. Using this method, Bottema (1997)
finds an average \( M/L = 2.4 h M_\odot/L_\odot \) in the \( B \) band, which is
about 2 times lower than the maximum disc value. The median \( M/L \)
of our reference model and most of the variants are only slightly
below this estimate, and so are quite compatible with observations.

The comparison for elliptical galaxies is similar. In the \( B \) band,
Mobasher et al. (1999) and van der Marel (1991) find \( M/L = 9.6 h M_\odot/L_\odot \) and \( 8 h M_\odot/L_\odot \) respectively, using stellar velocity
dispersion measurements. Again, these values should be viewed as
upper limits on the stellar mass-to-lights ratios, as they include the
effect of any dark matter within the effective radii of the galaxies.
With the exception of the high baryon density model, all the
models listed in Table 2 are consistent with these data.

7.8 Average colours

Table 2 also lists the median \( B-K \) colours of galaxies with
\(-24.5 < M_K < 23.5 \) for various parameter values.

The observed median colour for this luminosity range, calculated from
the data of Gardner et al. (1996, 1997) that are presented in
Section 8.1, is \( B-K = 3.8 \). The largest effects on the model
colours result from varying the yield \( y_\odot, \Omega, \epsilon, \) and \( V_{\text{out}} \). A higher
yield leads both to intrinsically redder stellar populations and to
greater amounts of dust, which reddens the observed galaxy
colours still further. Increasing \( \Omega \), increases the dust density in
haloes, and thus shortens the cooling time. This then results in a
greater fraction of the gas cooling and forming stars at high
redshift, producing an older, redder stellar population. Decreasing
\( V_{\text{out}} \) reduces the strength of feedback, allowing more stars to form
in low-mass haloes at high redshift, leading, again, to older, redder
stellar populations by the present. Somewhat surprisingly,
increasing the star formation efficiency, \( \epsilon_\odot \), (cf. equation 4.14)
has little effect on the present star formation rate and galaxy
colours. This happens because the shorter star formation time-
scale allows more star formation to occur at high redshift, and
this leads to a reduction in the amount of cold star-forming gas
at low redshift which compensates for the shortened star formation time-scale.

The colours also depend on the choice of IMF. However,
changing from the Kennicutt to the Salpeter form makes very little
difference to the \( B-K \) colours, which become bluer by just
0.015 mag. This is to be expected, as Fig. 4 demonstrates that the
differences in the spectral properties of the stellar populations for
these two IMFs are small. The metallicities of the stellar populations and the dust content of the galaxies are very similar
in the two cases, as the adopted values of the yield are identical and of the recycled fraction almost identical.

7.9 Summary of parameter constraints

In this section we have demonstrated how the predictions of local
galaxy properties depend on each of the model parameters. We
now summarize the reasons for adopting the specific parameter
values that define our standard or reference CDM model.

The cosmological parameters, \( \Omega_0 = 0.3 \) and \( \Lambda_0 = 0.7 \), were
chosen without reference to galaxy properties, and simply define
the background cosmology in which we sought a viable model of
galaxy formation. The Hubble parameter, \( h = 0.7 \), was chosen to
be in reasonable accord with recent estimates. The baryon density,
\( \Omega_b \), was chosen as a compromise between constraints from
primordial nucleosynthesis and the need to prevent the discs of
bright galaxies becoming strongly self-gravitating and so distort-
ing the bright end of the Tully–Fisher relation. This choice also
prevents galaxies becoming too luminous, or equivalently, their
\( M/L \) ratios becoming too large once \( Y \) has been adjusted. The
shape, \( \Gamma \), of the mass fluctuation power spectrum was chosen to be
consistent with the above choices of \( \Omega_0, \Omega_b \), and \( h \) (cf. equation
7.1). The resulting value, \( \Gamma = 0.19 \), is in accord with the shape of the
power spectrum inferred from studies of large-scale galaxy
clustering. The amplitude, \( \sigma_8 \), was chosen for consistency with the
observed abundance of galaxy clusters (Eke et al. 1996). For our
chosen cosmology, this is consistent with the value of \( \sigma_8 \)
preferred by the COBE measurements of microwave background
anisotropies.

The stellar population parameters, we have essentially chosen to
be consistent with models constructed to account for solar
neighbourhood data. In particular, we have adopted the Kennicutt
IMF. The fraction of gas recycled via stellar winds and SNe, we
have taken to be \( R = 0.42/Y = 0.31 \), consistent with what is expected for this IMF. (Recall that \( Y \) is defined as the total mass in
stars, including brown dwarfs, divided by the mass in luminous stars. The value $Y = 1.38$ was chosen by fitting the position of the bright end of the $b_1$-band luminosity function.) We have adopted a yield, $p = 0.02$, which results in roughly the observed metallicity for galaxies similar to the Milky Way and for $L_\star$ ellipticals. This may be seen in Fig. 10, where we also examine the model prediction for the dependence of metallicity on galaxy luminosity. Our adopted yield implies $pY = 0.028$, which is also roughly consistent with theoretical estimates for our assumed IMF. The yield also determines the metallicity and dust content of the cold gas disc. Our adopted value gives rise to an amount of reddening which is approximately that required to bring the model into good agreement with the observed galaxy $B-K$ colour distribution. Varying the IMF between the Kennicutt, Salpeter or Miller–Scalo forms has only a small effect on the galaxy colours and mass-to-light ratios at $z = 0$, and so the IMF is not well constrained by the data we have examined so far. However, the small differences in these IMFs can have a significant effect on model predictions at high redshift.

The dynamical friction parameter, $f_{\text{df}}$, we simply set to its natural value, $f_{\text{df}} = 1$.

The parameter $f_{\text{tip}}$, which sets the threshold for violent galaxy mergers which produce ellipticals and bulges (cf. Section 4.3.2), was chosen so as to reproduce an acceptable mix of morphological types.

Finally, the model requires parameters for the star formation and feedback laws (cf. Section 4.2). The feedback parameters, $V_{\text{hot}}$ and $\alpha_{\text{hot}}$, we have constrained by the shape of the $b_1$-band luminosity function, the slope of the Tully–Fisher relation, and the distribution of spiral disc scalelengths. A low value of $\alpha_{\text{hot}}$ is required to avoid curvature in the Tully–Fisher relation, while a large value helps to reduce the faint-end slope of the galaxy luminosity function. Our adopted compromise, $\alpha_{\text{hot}} = 2$, results in a straight Tully–Fisher relation and a luminosity function with a faint-end slope in good agreement with the ESP survey. This is steeper than in several other surveys, including those by Loveday et al. (1992) and Raichiffe et al. (1998), but we have demonstrated that the slope is sensitive to surface brightness selection limits. The value of $V_{\text{hot}}$ influences both the faint end of the luminosity function and the sizes of galaxies. Our adopted value of $V_{\text{hot}} = 200 \text{ km s}^{-1}$ appears to be a good compromise. The parameter $\epsilon$, which allows metals produced in SNe to escape directly to the surrounding hot halo gas rather than first being mixed with the cold gas in the galaxy disc, we have simply set to zero. Regarding the star formation law (equations 4.4 and 4.14), the overall scaling of the time-scale, set by the efficiency $\epsilon_{\text{sf}}$, is constrained primarily by the cold gas masses in $L_\star$ spirals. The dependence of this time-scale on galaxy circular velocity is determined by $\alpha_{\text{sf}}$. We adopted the value $\alpha_{\text{sf}} = -1.5$ in order to improve the correspondence between model and observed cold gas masses in low-luminosity disc galaxies.

### 8.2 The colour–morphology relation

Fig. 12 shows the predicted correlation of galaxy $B-V$ colour, for face-on inclination, with bulge-to-disc ratio. A strong correlation is predicted, with bulge-dominated galaxies typically being much redder than disc-dominated galaxies. However, galaxies which have experienced a major merger and the associated burst of star formation within the last 1.0 Gyr have large bulge-to-disc ratios, but are much bluer than bulge-dominated galaxies that have not had a recent major merger. Observationally, ‘normal’ galaxies show a similar trend in colour to the model galaxies which have not had recent bursts, as is illustrated by the observational data of Bata et al. (1994) which are also plotted, with the solid line showing the mean galaxy colour, and the dotted lines showing the dispersion. Note that Bata et al. have removed from their sample some galaxies viewed as outliers or having strong emission lines. To plot these data in Fig. 12, we have converted the Hubble T-type given in table 6 of Bata et al. to bulge-to-total ratio, using the fit given in equation (5) of Simien & de Vaucouleurs (1986). This fit represents an extrapolation from $T = -3$ (which corresponds to $B/T = 0.6$) to $T = -5$ (which corresponds to $B/T = 1.0$). Given the considerable scatter that exists between bulge-to-total ratio and T-type (see, e.g., fig. 1 of Baugh et al. 1996b), the level of agreement between the predictions of the model and the data is encouraging. It will be interesting to perform more quantitative comparisons of this prediction with observations when a suitable data set exists in which bulge-to-disc decompositions have been done for a complete survey.

### 8.3 The elliptical colour–magnitude relation

A second correlation that we have examined is the colour–magnitude relation of elliptical galaxies. This is closely related to the metallicity–luminosity relation for elliptical galaxies, already discussed in Section 7.6. Fig. 13 compares the distribution that we predict for cluster ellipticals with that determined observationally for the Coma cluster (Bower, Lucey & Ellis 1992). The model predicts quite a small spread in the colours of bright ellipticals, galaxies in Section 7.8. In our reference model, the mean galaxy $B-K$ colour is quite strongly constrained by virtue of the requirement that the model should give a reasonable fit to the bright end of both the $b_1$ and $K$-band luminosity functions. Nevertheless, it is still interesting to look at the full distribution of predicted colours, and to compare them to other observational data. In Fig. 11, the reference model is compared to the distributions of $B-K$ and $B-V$ colours in the $K$-selected redshift survey of Gardner et al. (1996, 1997). This contains more than 500 galaxies, covers 10 square degrees, and was imaged in the $B, V, I$ and $K$ bands. The redshift and colour information allow accurate $k$-corrections to be derived by matching each galaxy’s observed colours with one of a set of template spectra. Thus the histograms in Fig. 11 show rest-frame colours. If the more uncertain correction for evolution is also applied, then the observed distributions typically shift redwards by 0.15 mag. The model with dust matches both the median colours and the widths of the colour distributions quite well. If the effects of dust are not taken into account, then the resulting model median colours are too blue by approximately 0.3 mag in $B-K$ and approximately 0.1 mag in $B-V$. Thus we see again how modelling the effects of dust is an important factor in producing acceptable galaxy colours.

### 8 FURTHER PROPERTIES OF THE REFERENCE MODEL

In this section we compare further properties of our reference model with observational data that have not been used to set the model parameters. We defer comparisons with observations at high and moderate redshift to future papers.

#### 8.1 Colour distributions

We have already considered the average $B-K$ colours of $L \sim L_\star$ galaxies in Section 7.8. In our reference model, the mean galaxy $B-K$ colour is quite strongly constrained by virtue of the requirement that the model should give a reasonable fit to the bright end of both the $b_1$ and $K$-band luminosity functions. Nevertheless, it is still interesting to look at the full distribution of predicted colours, and to compare them to other observational data. In Fig. 11, the reference model is compared to the distributions of $B-K$ and $B-V$ colours in the $K$-selected redshift survey of Gardner et al. (1996, 1997). This contains more than 500 galaxies, covers 10 square degrees, and was imaged in the $B, V, I$ and $K$ bands. The redshift and colour information allow accurate $k$-corrections to be derived by matching each galaxy’s observed colours with one of a set of template spectra. Thus the histograms in Fig. 11 show rest-frame colours. If the more uncertain correction for evolution is also applied, then the observed distributions typically shift redwards by 0.15 mag. The model with dust matches both the median colours and the widths of the colour distributions quite well. If the effects of dust are not taken into account, then the resulting model median colours are too blue by approximately 0.3 mag in $B-K$ and approximately 0.1 mag in $B-V$. Thus we see again how modelling the effects of dust is an important factor in producing acceptable galaxy colours.
consistent with the observed scatter, but it does not reproduce the
strength of the observed correlation of colour with luminosity.
This is the same problem that we found when we made this
comparison in Baugh et al. (1996b), even though our new model
includes chemical enrichment, which the earlier model did not.

In Kauffmann et al. (1993), Baugh et al. (1996b) and
Kauffmann (1996), it was argued that the inclusion of chemical
enrichment (which was neglected in the early models) might give
rise to the desired correlation. This was explicitly demonstrated
for certain models by Kauffmann & Charlot (1998a). In our
present models, chemical enrichment does appear to have the
desired effect at low luminosities, where the models produce a
gradient in the colour–magnitude relation similar to the one
observed. However, the correlation between metallicity and
luminosity flattens at the brightest magnitudes (see Fig. 10b),
and this gives rise to a flattening in the predicted colour–
magnitude relation for bright ellipticals. Our models are capable
of producing a significant gradient in this diagram if we assume
very strong feedback and a large yield $p$, just as Kauffmann &
Charlot (1998a) did, but this is then at the expense of other
successes of the model. In particular, strong feedback gives rise to
excessively large disc scalelengths. This is clearly an issue that
deserves further investigation.

8.4 The cosmic star formation history
It is interesting to examine how the improvements in our
modelling techniques affect our predictions for the global history
of star formation, first presented in Cole et al. (1994). Fig. 14
shows the redshift evolution of the mass fractions of baryons in the
forms of hot gas, cold gas and stars, and the mean metallicities of
each of these components. Consistent with our feedback model,
we have assumed that baryons contained in haloes with mass
below our resolution limit are in the hot, diffuse phase. We remind
the reader that by ‘hot’ gas we simply mean diffuse gas in haloes,
whatever its physical temperature, and by ‘cold’ gas we mean all
the gas that has cooled and collapsed into galaxies. The mass of
stars increases steadily towards the present, with just over half of
the present stellar mass having been formed since redshift $z < 1.5$. 

Figure 11. A comparison of galaxy colours in the reference model with observations. The upper two panels compare rest-frame $B-K$ colour distributions in volume-limited samples for two different ranges of absolute $K$-band magnitude. The lower two panels compare the rest-frame $B-V$ colour distributions for the same two ranges of absolute $K$-band magnitude. In each case, the histograms with errorbars show the observational distributions, derived from the $K$-band redshift survey of Gardner et al. (1996, 1997) using the $1/V_{\text{max}}$ method. These data have been $k$-corrected by matching each galaxy’s observed colours with one of a set of template spectra. If the more uncertain correction for evolution is also applied, then the observed distributions typically shift redwards by 0.15 mag. The dotted lines show the colour distribution of the reference model without including the effects of dust, and the solid lines show the distributions including the effects of dust.
This is similar to our earlier results in Cole et al. (1994) and Baugh et al. (1998), despite the various changes in model parameters that we discuss below. The evolution of the cold gas mass shows a broad peak at redshifts $1 < z < 2$. The fall-off at high redshift reflects the efficiency of stellar feedback, which keeps gas in low-mass haloes in the hot phase. At low redshift, the cold gas fraction begins to decline as cooling becomes increasingly less efficient in the large-mass, high virial temperature groups and clusters that form at late times, while, at the same time, the reservoirs of cold gas are depleted by ongoing star formation. The mean metallicity of the hot gas grows at a rate which mirrors the growth in total stellar mass. In contrast, the mean metallicity of the stars and cold gas reaches $1/3$ of its present value even at very high redshift, and then increases only gradually between redshifts $z = 6$ and $z = 0$.

Fig. 15 shows the star formation history in differential form. The solid line is the average formation rate of luminous stars per unit comoving volume (i.e., the total star formation rate divided by $Y$). The dashed and dotted lines show separately the contributions to the total rate from quiescent star formation in discs and from bursts of star formation induced by galaxy mergers. Approximately 10 per cent of the stars formed at any redshift are formed in bursts.

The dot-dashed line in Fig. 15 shows our earlier result, presented as model G of Baugh et al. (1998). Model G had very similar cosmological parameters to the present reference model, but was calculated with a slightly earlier version of our code. The differences between the two results are easy to understand, and provide a nice illustration of how various aspects of our galaxy formation modelling are closely interconnected. The main difference between the two model predictions is the lower star formation rate at high redshift obtained in model G compared to the present model. This difference mainly reflects the different values of the feedback parameters that we adopted in the two models. In our older model we set these parameters by the requirement that the faint end of the present-day galaxy
luminosity function reproduce as closely as possible that measured by Loveday et al. (1992). This led us in Baugh et al. (and in Cole et al. 1994) to assume very strong feedback. Here, we have argued that the uncertainty in the faint end of the luminosity function as indicated by the wide range of observational estimates, including the very steep slope found by Zucca et al. (1997), suggests that this is not a robust constraint. We have instead adopted a weaker feedback that avoids introducing curvature in the faint end of the Tully–Fisher relation. Thus, in our models, the behaviour of the star formation rate at high redshift is intimately tied in with our assumptions about the strength of stellar feedback and the faint end of the present-day galaxy luminosity function. A second difference between the present model and that of Baugh et al. (1998) is the assumed dependence of the star formation time-scale on galaxy properties. We now incorporate a scaling with the galaxy dynamical time, which results in all star formation timescales at high redshift being smaller than in the older model. We must emphasize, however, that in spite of the uncertainties in the predicted star formation rate at high redshift, our prediction of a late epoch for the majority of star formation is robust (cf. fig. 21 of Cole et al. 1994 and fig. 14 of Baugh et al. 1998). This is because in all the versions of our model, only a small fraction of stars form at $z > 3$, and it remains the case that we expect half the stars in the Universe to have formed at redshift $z \approx 1.5$.

9 DISCUSSION

In this paper we have presented a new semi-analytic model of galaxy formation, based upon the one developed by Cole et al. (1994). Our new model contains a number of additions and improvements. For example, we have designed and implemented a new algorithm to generate halo merger trees with arbitrary mass resolution, and we have extended our modelling to include realistic descriptions of the density profiles of dark matter haloes and their gas content, as well as calculations of chemical evolution, dust extinction, and galaxy sizes. We applied this model to a specific cosmology, the $\Lambda$CDM model, which has $\Omega_0 = 0.3$, $\Lambda_0 = 0.7$ and a primordial power spectrum whose amplitude is consistent with both the local abundance of galaxy clusters and with the COBE anisotropies in the microwave background radiation. We then compared the results with a range of observational data for the local galaxy population.

In principle, a model like ours can predict virtually any simple property of the galaxy population over a large range of redshift. However, not all predictions are equally reliable. For a given cosmological model (e.g., $\Lambda$CDM), the evolution of the population of dark matter haloes is known with high accuracy and can be calculated without any free parameters. The initial internal structure of these haloes is also completely specified if one adopts the results of recent high-resolution $N$-body simulations (Navarro et al. 1997). The process of gas cooling is more uncertain but can be calculated also without free parameters (other than the value of the gas metallicity), using a model based on simple assumptions about the geometry and initial configuration of the gas. We assume an initial spherically symmetric distribution of gas at the virial temperature of the halo in which it is contained, and a gas density profile given by the ‘$\beta$-model’. In practice, the dynamics of the cooling gas are likely to be substantially more complex than this simple model implies. Nevertheless, as Benson et al. (2000c) have shown, the simple model does predict global fractions of hot and cold gas, and their distribution in haloes of different mass, that are broadly in agreement with the results of gasdynamics simulations.

The formation of stars from the gas that has cooled and the associated feedback processes are the most uncertain components of the model. As in Cole et al. (1994), we have represented them using simple scaling laws, but we have adopted a more flexible treatment than we had done previously. In addition to specifying the IMF and the associated fraction of brown dwarfs, our model of star formation and feedback requires four free parameters. Our treatment of feedback is simplified and neglects potentially important sources of energy such as active galactic nuclei and quasars. It also neglects the dynamical response of the hot halo gas to the heating generated by the injection of feedback energy. In principle, this energy can modify the structure of the gaseous halo and hence its cooling rate. Thus the detailed treatment of feedback impacts on all aspects of the galaxy formation model. For example, as we discussed in Section 7, our model only works well if we assume a value of the mean cosmic baryon density, $\Omega_0$, which is lower than recent determinations based on the deuterium abundance at high redshift by Burles & Tytler (1998) and Schramm & Turner (1998), although it is consistent with older determinations by Walker et al. (1991) and Copi, Schramm & Turner (1995). A larger value of $\Omega_0$ causes too much gas to cool, leading to a poor match to the Tully–Fisher relation and to unacceptably large mass-to-light ratios. A successful model with larger values of $\Omega_0$, however, is likely to be possible if feedback raises the entropy of the hot halo gas, thereby strongly suppressing cooling, as argued recently by Bower et al. (2000) in the context of X-ray clusters.
requires specifying three parameters, two of which, however, (the yield and the fraction of stellar mass ejected by stellar winds and SNe) are determined by the choice of IMF. The remaining parameter is related to the mixing of metals. Once the metallicity of the gas is obtained, the spectrophotometric properties of the stars are calculated using a population synthesis model which has no free parameters.

These five ingredients: gravitational evolution of haloes, gas cooling, star formation and feedback, chemical evolution, and stellar population synthesis make up the core of our model of galaxy formation. To predict observable quantities, however, still requires a model for dust extinction. We assume that the mass of dust that forms is proportional to the mass in metals, and derive the extinction in any passband using a simple model for the distribution of dust in the disc. Our dust model has one free parameter (the ratio of the scaleheights of dust and stars), but our results are insensitive to its value. The core galaxy formation model can now be used to predict a wide range of visible galaxy properties, including basic quantities such as the luminosity function in different passbands or the distribution of colours, as well as their evolution with redshift.

To go beyond estimates of luminosity requires the addition of more physical ingredients into the model. As the model becomes increasingly complex, it encompasses a fuller range of galaxy properties and this, inevitably, requires a growing number of physical assumptions and additional parameters. For example, it is possible to distinguish between disc and spheroidal stellar configurations by introducing simple but plausible assumptions. Here we have assumed that cooling gas settles into a centrifugally driven disc, and derive the extinction in any passband using a simple model for the distribution of dust in the disc. Our dust model has one free parameter (the ratio of the scaleheights of dust and stars), but our results are insensitive to its value. The core galaxy formation model can now be used to predict a wide range of visible galaxy properties, including basic quantities such as the luminosity function in different passbands or the distribution of colours, as well as their evolution with redshift.

In summary, a model of galaxy formation consists of a mixture of assumptions about the physical processes at work, together with adjustable parameters that reflect our lack of knowledge about certain complex astrophysical processes such as star formation. It is important to recognize that these parameters are not statistical variables describing a particular data set (e.g. the faint-end slope of the luminosity function), but genuine physical quantities that describe a model for a specific physical process (e.g., the conversion of cold gas into stars). In many instances, the parameters can vary only over a relatively narrow range of physically sensible values. In our model, just as in models by other groups, we strive to make the simplest possible assumptions at every stage and to introduce the minimum number of adjustable parameters, the majority of which, in fact, are required to describe the poorly understood processes of star formation, feedback and the mixing of metals. Given the current theoretical and observational understanding of these processes, it is not possible to build a realistic model of galaxy formation which has substantially fewer parameters than ours.

Although the number of parameters is small, in any case, compared to the vast array of properties that the model can predict, it is important to adopt a well-defined, a priori methodology for fixing their values and for testing the validity of physical assumptions. In our case, this strategy is straightforward: we fix the values of all the parameters by attempting to match a small subset of the local galaxy data which we regard as the most fundamental. In order of the weight we give them, these are: the luminosity functions in the B and K bands; the relative fractions of ellipticals, SOs, and spirals; the slope of the Tully–Fisher relation at faint magnitudes; gas fractions in discs as a function of B-band luminosity; the distribution of disc sizes; and the metallicity of L* ellipticals. Once the model parameters have been set by these comparisons, we test our model predictions against a wide range of other data, without any further adjustments.

The galaxy formation model presented here differs in several significant respects from that of Cole et al. (1994). That model was based on a cruder method for generating halo merger trees, but that alone makes little difference to the resulting galaxy properties. Similarly, the extensions we have included which allow us to predict more galaxy properties, such as sizes and mean metallicities, make little difference to the properties that we were able previously to predict. There are three differences which do lead to significant changes in our results. First, the adoption of a cosmological model with a low value of $\Omega_0$ reduces the number of galaxy-sized haloes, and this helps to reduce the offset in the Tully–Fisher relation for models normalized to the B-band luminosity function (see Heyl et al. 1995). Secondly, the inclusion of dust in the calculation of luminosities and colours makes a typical galaxy colour slightly redder, and this helps to match the B- and K-band luminosity functions simultaneously. Furthermore, since the luminosities that enter into the I-band Tully–Fisher relation are partially corrected for the effects of extinction, the inclusion of dust also helps reduce the offset between model and data seen in Cole et al. (1994). Thirdly, we have adopted a weaker feedback law for low circular velocity galaxies, since some recent determinations of the galaxy luminosity function indicate that the very flat faint-end which we strived hard to match in Cole et al. (1994) is not a robust observational constraint and may be affected by survey selection criteria. This, in turn, implies a higher star formation rate at redshifts $z \gtrsim 3$.

Although in this paper we have focused on the ΛCDM model, we have also investigated models with other values of the cosmological parameters. For reasons of space, we do not present our results in any detail here, but confine ourselves instead to a few general remarks, applicable to cluster-normalized models. A standard CDM model (SCDM, $\Omega_0 = 1$) still fails to match the Tully–Fisher relation (even using halo circular velocities) and the luminosity function simultaneously. An $\Omega_0 = 1$ model with the same power spectrum shape as ΛCDM (the 7CDM model of Jenkins et al. 1998) shares this problem and, in addition, the smaller amount of small-scale power compared to SCDM results in a later epoch for the onset of galaxy formation and, thus, in both a lower star formation rate density and a lower abundance of Lyman-break galaxies at high redshift. (This problem does not afflict the ΛCDM model, because the effect due to the shape of the power spectrum is compensated for by the difference in the linear growth rate and the higher initial amplitude required by the cluster normalization.)

There are now in the literature a number of semi-analytic galaxy formation models of varying sophistication, based on similar principles to ours (e.g. Avila-Rees & Firmani 1998; Guiderdoni et al. 1998; Roukema 1998; Wu et al. 1998; Kauffmann et al. 1999a; Somerville & Primack 1999). It is beyond the scope of this paper to carry out a detailed comparison of all these models, but we refer the reader to the recent paper by Somerville & Primack (1999), which has compared some of the different approaches, including those of the Durham, Munich, and Santa-Cruz groups.
For the most part, results from different models tend to agree well when similar assumptions are made. In practice, however, it is not uncommon for different groups to make somewhat different assumptions and, most importantly, to include different physical effects in their models. This naturally leads to different results. An example of the former are the different strategies for constraining the star formation and feedback laws adopted by Kauffmann et al. (1999a) and ourselves. We give most weight to the local B-band luminosity function and do not make any further adjustments when calculating the zero-point of Tully–Fisher relation. By contrast, Kauffmann et al. (1999a) give most weight to the zero-point of the Tully–Fisher relation. Since the models do not match both these observables perfectly, there is a difference in the luminosity normalization of the two models that propagates to other observables. An example of different physical processes is the treatment of the structure and angular momentum transport of gas cooling on to galaxies adopted by Wu et al. (1998). Their model leads to a completely different mechanism for making ellipticals and spirals to the one operating in our own model or in that of Kauffmann et al. (1999a).

10 CONCLUSIONS

We have presented a new semi-analytic model of galaxy formation which contains several novel features. It employs a state-of-the art Monte Carlo algorithm for calculating the merging evolution of dark matter haloes, and it incorporates, for the first time, detailed prescriptions for calculating the sizes of discs and spheroids. We used this model to calculate observable properties of galaxies in the $\Lambda$CDM cosmology ($\Omega_0 = 0.3$, $\Lambda_0 = 0.7$, $h = 0.7$, and $\sigma_8 = 0.93$) and focused primarily on galaxy properties at the current epoch, with the following main conclusions.

(1) A pleasing agreement can now be obtained between the model and observed galaxy luminosity functions in the $B$ band and the $K$ band, over at least 8 magnitudes. This is a non-trivial success. In the $B$ band, the model was tuned to fit the ESP luminosity function of Zucca et al. (1997), which has a steep faint end. Unfortunately, there is still a large uncertainty in the observational estimate of the number of galaxies fainter than $L_*$.

This is disappointing, because the faint-end slope of the luminosity function is extremely sensitive to feedback processes, which are therefore only crudely constrained. A flatter faint end, like that measured, for example, by Loveday et al. (1992) in the Stromlo-APM survey, could be obtained by increasing the strength of feedback. Our inability to constrain the feedback model better has a knock-on effect on our ability to predict the cosmic star formation rate at high redshift, since this too is strongly influenced by feedback. Dust extinction has a relatively modest effect, dimming the bright end of the $B$-band luminosity function by about 0.5 mag. We showed that surface brightness effects can be important for faint galaxies, and this could help explain some of the discordant estimates of the faint end of the luminosity function.

(2) Our model reproduces both the observed mean galaxy colours and the spread in colour over a large range of galaxy luminosity. The stellar mass-to-light ratios of both stellar discs and ellipticals match the observational values well. Inclusion of reddening is important for this comparison, which does not involve adjusting any model parameters. The mean and scatter in the colours of galaxies of different morphological types, as measured by blue bulge-to-total light ratio, are also reproduced well.

(3) The current cold gas content of galaxies of different luminosity is related to the efficiency of past and current star formation. Our adopted star formation model (which is consistent with the observations analysed by Kennicutt 1998) leads to excellent agreement with the observed ratio of cold gas mass to blue luminosity over 7 mag.

(4) The predicted distribution of disc sizes is sensitive to the strength of feedback. Our model agrees well with the data, particularly for bright galaxies.

(5) The more realistic treatment of various properties and processes (e.g., dark halo and gas density profiles, dust, etc.) leads to a better match to the $I$-band Tully–Fisher relation than was possible with our earlier, simpler model. If, as in most previous work of this kind, the circular velocity of a galaxy is identified with the circular velocity at the virial radius of the halo in which it formed, then our model gives an excellent fit to the zero-point, slope and scatter of the Tully–Fisher relation. However, in the model, the rotation velocities of galaxy discs at their half-mass radii are typically 30 per cent higher than the circular velocities of the haloes at the virial radius. This results in an offset of $+30$ per cent in the velocity zero-point of the Tully–Fisher relation when the calculated disc velocities are used. It remains unclear whether this disagreement reflects a fundamental shortcoming of the cold dark matter theory, or whether it is simply a reflection of various physical uncertainties in the calculation. For example, the derived disc rotation velocity depends on the assumptions of angular momentum conservation and adiabatic invariance during the collapse and formation of a galactic disc. If the collapse were, in fact, clumpy, then angular momentum would be transferred from the disc to the halo (Frenk et al. 1985; Navarro & White 1994; Navarro & Steinmetz 1997). In this case, our calculation may have overestimated the amount by which the inner part of the halo contracts. This would help reduce the Tully–Fisher offset, but at the same time the loss of angular momentum from the disc would make the discs physically smaller and could act in the opposite direction, compressing the halo more strongly. These issues are worthy of further investigation, but they are best addressed using numerical simulations (see, e.g., Navarro & Steinmetz 1999).

(6) Our model calculates chemical evolution, taking into account the effects of gas loss due to winds and gas accretion due to cooling in a self-consistent way. The model predicts a trend of increasing metallicity with luminosity, similar to that observed, for star-forming gas in disc-dominated galaxies and for stars in bulge-dominated galaxies. However, the colour–metallicity relation for ellipticals in clusters is significantly flatter than that observed at bright magnitudes, although the scatter is about right. Kauffmann & Charlot (1998a) have shown that a steeper slope for the colour–metallicity relation can be obtained by simultaneously increasing the strength of the feedback and the value of the yield. However, in our $\Lambda$CDM model, a much stronger feedback than we have assumed would result in disc sizes that are much too large (because the accretion of gas on to galaxies is delayed), and would degrade the fit to the Tully–Fisher relation. We intend to carry out a more thorough investigation of this conflict in a later paper.

(7) Our more sophisticated modelling techniques do not change our earlier conclusion (Cole et al. 1994; Baugh et al. 1998) that half of the stars in the Universe formed since $z \approx 1.5$. However, the relaxation of the requirement for strong feedback (arising from the fact that we now fit the steep faint-end slope of the ESP luminosity function rather than the flat slope of the Stromlo-APM survey) allows a somewhat higher star formation rate at $z \approx 3$ than we had predicted previously. The fraction of baryons in cold gas has a broad peak at $1 < z < 2$. The evolution of the mean
metallicity of the hot gas mirrors the growth of stellar mass but, as noted also by Kauffmann (1996), the mean metallicity of the stars and cold gas builds up very rapidly: it is already about one-third of the present value at \( z = 5 \).

In summary, the model we have presented is broadly successful in matching a large range of galaxy properties. There remain, however, some interesting discrepancies, for example, the Tully–Fisher relation and the colour–magnitude relation for cluster ellipticals. Although the discrepancies are relatively small, further work is required to assess whether they point to incorrect assumptions or to the neglect of important physical processes in our modelling procedure.
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APPENDIX A: HALO ROTATION VELOCITY

In this appendix we relate the halo rotation velocity, \( v_{\text{rot}} \), (assumed constant) to its spin parameter \( \lambda_H \).

The total angular momentum of the halo is given by

\[
\mathcal{J}_H(r_{\text{vir}}) = \int_{r_{\text{vir}}}^{r_{\text{vir}}} \frac{\pi}{4} V_{\text{rot}} r' \rho(r') 4\pi r'^2 \, dr'.
\]

(A1)

The total energy of the halo within the virial radius is the sum, \( E_H = W_H + T_H \), of the potential and kinetic energies. The self-binding energy of the material within the virial radius, \( r_{\text{vir}} \) is

\[
W_H(r_{\text{vir}}) = \frac{1}{2} \int_{0}^{r_{\text{vir}}} \phi(r') \rho(r') 4\pi r'^2 \, dr' = \frac{1}{2G} \int_{0}^{r_{\text{vir}}} \left[ \frac{r'^4}{r} - \frac{M(r)^2}{r_{\text{vir}}^2} \right],
\]

(A2)

where \( \phi(r) \) is the gravitational potential. Assuming hydrostatic equilibrium with an isotropic velocity dispersion \( \sigma(r) \), the corresponding kinetic energy of material inside the virial radius can be expressed as

\[
T_H(r_{\text{vir}}) = \int_{0}^{r_{\text{vir}}} \frac{3}{2} \sigma^2(r') r'^3 \rho(r') 4\pi r'^2 \, dr'.
\]

(A3)

With the same assumptions, the velocity dispersion obeys the Jeans equation \( d(\rho \sigma^2)/dr = -\rho g \phi(r)/r^2 \). Provided that \( r^3 \rho(r) \sigma^2(r) \) vanishes as \( r \to 0 \), we obtain

\[
T_H(r_{\text{vir}}) = 2\pi \left( r_{\text{vir}} \rho(r_{\text{vir}}) \sigma^2(r_{\text{vir}}) + \int_{0}^{r_{\text{vir}}} GM(r') \rho(r') r'^3 \, dr' \right).
\]

(A4)

For our standard case of haloes with the NFW density profile, equation (3.8), we simply integrate the Jeans equation out to \( r = \infty \) to derive \( \sigma(r) \), assuming that the NFW profile and hydrostatic equilibrium apply at all radii (Cole & Lacey (1996), equation (2.14)). This is an approximation, since in principle we should not expect the NFW halo model to be valid beyond the virial radius, where material is still infalling. However, the velocity dispersion within the halo derived in this way using the NFW model has been found to be in good agreement with numerical simulations (e.g. figs 4, 5 and 6 of Cole & Lacey 1996). Note also that truncating the NFW profile at the virial radius implies that \( 2T_H(r_{\text{vir}}) + W_H(r_{\text{vir}}) \neq 0 \). If the integrals in equations (A2) and (A4) were extended to \( r = \infty \), then the NFW halo model would exactly satisfy the virial theorem, but for the truncated model \( 2T_H(r_{\text{vir}})/|W_H(r_{\text{vir}})| \) is slightly greater than unity and varies slowly with the NFW scale-length, \( a_{\text{NFW}} \). This behaviour was also found for the N-body haloes in Cole & Lacey (1996), and our definitions are fully consistent with the way in which they defined the spin parameter \( \lambda_H \).

Inserting the above definitions of \( J_H(r_{\text{vir}}) \) and \( \mathcal{E}_H(r_{\text{vir}}) \) into equation (3.6) for \( \lambda_H \) defines the coefficient \( A(\text{NFW}) \) in the relation

\[
\mathcal{E}_H = A(\text{NFW}) \lambda_H V_H.
\]

(A5)

where \( V_H = (GM(r_{\text{vir}})/r_{\text{vir}})^{1/2} \) is the circular velocity of the halo at the virial radius. For the limited range \( 0.03 < a_{\text{NFW}} < 0.4 \) the result is well fitted by \( A(\text{NFW}) \approx 4.1 + 1.8 a_{\text{NFW}}^{-4/3} \).

For the non-standard case of an isothermal density profile for the halo (with or without a core radius), we follow a slightly different approach. If, as above, the kinetic energy, \( T_H(r_{\text{vir}}) \), is calculated by integrating the Jeans equation to derive \( \sigma(r) \), then \( 2T_H(r_{\text{vir}})/|W_H(r_{\text{vir}})| \) is found to be considerably greater than unity. The discrepancy is large, because we have extrapolated the halo density profile beyond the virial radius with a model whose mass does not rapidly converge. Thus, for these profiles, we prefer to define the coefficient \( A \) in equation (A5) by evaluating the binding energy, expression (A2), with the appropriate density profile, but then assuming the virial theorem, \( 2T_H(r_{\text{vir}})/|W_H(r_{\text{vir}})| = 1 \), to estimate the kinetic energy and hence the total energy \( \mathcal{E}_H(r_{\text{vir}}) \). This is then identical to the assumption made in Mo et al. (1998a) to define the energy and spin parameter. In the range \( 0.01 < a < 0.4 \) the resulting dependence is well fitted by \( A \approx 3.66 - 0.83a \).

APPENDIX B: STAR FORMATION

The set of coupled differential equations, (4.6–4.11), describing an episode of star formation has the following analytic solutions.

The mass of gas that has cooled and been accreted in a time \( t \) since the start of the time-step is

\[
\Delta M_{\text{acc}} = M_{\text{cold}}.
\]

(B1)

The increase in the mass of long-lived stars

\[
\Delta M_{*} = M_{*}^{\text{cold}} \frac{1 - R}{1 + R + \beta} \exp(-t/\tau_{\text{eff}}) - M_{*}^{\text{cold}} \exp(-t/\tau_{\text{eff}}).
\]

(B2)

where \( \tau_{\text{eff}} = \tau_{*}/(1 + R + \beta) \). In terms of these quantities the changes in the masses of cold and hot gas are

\[
\Delta M_{\text{cold}} = \Delta M_{\text{acc}} - \frac{1 - R + \beta}{1 - R} \Delta M_{*},
\]

(B3)

and

\[
\Delta M_{\text{hot}} = -\Delta M_{\text{acc}} + \frac{\beta}{1 - R} \Delta M_{*}.
\]

(B4)

The corresponding changes in the masses of metals are

\[
\Delta M_{\text{cold}}^{\text{metal}} = \Delta M_{\text{cold}} \frac{1 - e^p}{1 - R} \Delta M_{*} - \frac{1 - R + \beta}{1 - R} \Delta M_{*}^{\text{metal}},
\]

(B5)

\[
\Delta M_{\text{hot}}^{\text{metal}} = -\Delta M_{\text{cold}}^{\text{metal}} + e^p \frac{1}{1 - R} \Delta M_{*} + \frac{\beta}{1 - R} \Delta M_{*}^{\text{metal}}.
\]

(B6)
Thus our model of star formation and feedback produces an equation for the fraction of gas that is converted into stars, where $M_{\text{cool}}$ is the mass of gas available for cooling, $\tau_{\text{eff}}$ is the effective star formation time, and $\beta$ is a constant that depends on the efficiency of star formation. The initial and final halo masses interior to the shell are related by

$$M_{\text{halo}}(r) = f_{\text{H}} M_{\text{halo}}(r_0),$$

where $M_{\text{halo}}(r)$ is the mass of the halo at radius $r$, $f_{\text{H}}$ is the fraction of gas that condenses into the halo, and $r_0$ is the initial radius of the halo. The outputs from the calculation are the disc and bulge dynamics, which are used to calculate the dynamical equilibrium of the disc, bulge, and halo.

### APPENDIX C: ADIABATIC CONTRACTION OF HALO, DISC AND SPHEROID

This appendix describes how we use the adiabatic contraction model to calculate the dynamical equilibrium of the disc, bulge and halo. The outputs from the calculation are the disc and bulge radii and the halo density profile after deformation by the gravity of the disc and bulge.

#### C1 Adiabatic contraction of halo

To model the effect on the halo density profile of a galaxy condensing at its centre, we start by assuming that baryons and dark matter have the same initial density distribution, with total mass profile, $M_{\text{halo}}(r)$ (e.g., given by the NFW profile). A fraction $1 - f_{\text{H}}$ of the total mass condenses to form a galaxy at the centre of the halo, leaving a fraction $f_{\text{H}}$ of the mass still in the halo component. This fraction includes any baryons that have not yet cooled, and also satellite galaxies. For simplicity, any baryons left in the hot component are assumed to be distributed like the dark matter. We now assume that in response to the gravity of the disc and the bulge, each shell of halo matter adjusts its radius to conserve its pseudo-specific angular momentum $r V_c(r)$, i.e., that $r V_c(r)$ is an adiabatic invariant. Thus

$$r_0 V_c(r_0) = r V_c(r),$$

where $V_c(r)$ is the total circular velocity at radius $r$, $r_0$ is the radius of a shell before condensation of the galaxy, and $r$ is the final radius of the same shell after condensation of the galaxy. The initial and final halo masses interior to the shell are related by

$$M_{\text{halo}}(r) = f_{\text{H}} M_{\text{halo}}(r_0),$$

where $M_{\text{halo}}(r)$ is the final mass halo profile. For the purpose of computing the circular velocity of the halo (averaged over spherical shells), we treat the mass distribution (including the disc) as spherical. This should be a better approximation for estimating the gravitational influence of the disc on the halo than using the circular velocity due to the disc in the disc plane, which is somewhat larger. Thus

$$V_c^2(r) = G[M_D(r) + M_B(r) + M_\text{halo}(r)]/r,$$

where $M_D(r)$ and $M_B(r)$ are the disc and bulge masses interior to radius $r$. For consistency, the total masses should be related by $M_{\text{halo}} = f_{\text{H}} M_{\text{halo}} + M_D + M_B$, so that the outer radius of the halo is unchanged. Combining (C1), (C2) and (C3), we have

$$r_0 M_{\text{halo}}(r_0) = r f_{\text{H}} M_{\text{halo}}(r_0) + M_D(r) + M_B(r),$$

which relates the final radius of any halo shell to its initial radius, once the galaxy disc and bulge profiles, $M_D(r)$ and $M_B(r)$, are known. The accuracy of this approach has recently been tested in Navarro & Steinmetz (2000).

#### C2 Dynamical equilibrium of disc and bulge

Application of the galaxy rules described in Section 4.1 give the total mass, $M_D$, and specific angular momentum, $j_D$, of a galaxy disc, but, in order to use (C4), we require the complete mass profile, $M_D(r)$. To obtain this, we make the following simplifying assumptions. First, we assume that all discs are well-described by an exponential surface density profile,

$$\Sigma_D(r) = \frac{M_D}{2\pi h_D^2} \exp(-r/h_D),$$

for which

$$M_D(r) = M_D[1 - (1 + r/h_D) \exp(-r/h_D)].$$

The half-mass radius, $r_{1/2}$, is related to the scalelength, $h_D$, by $r_{1/2} = 1.68 h_D$. We also assume that the specific angular momentum of the disc is given by

$$j_D = k D r_{1/2} V_D(r_{1/2}),$$

where $V_D(r_{1/2})$ is the circular velocity in the disc plane at the disc half-mass radius, and $k_D$ is a constant. We adopt $k_D = 1.19$, as is appropriate for a flat rotation curve. The value of $k_D$ is only weakly dependent on the assumed rotation curve. For example, if $V_D(r)$ is taken to be the circular velocity of a self-gravitating exponential disc (Binney & Tremaine 1987), equation 2–169), then $k_D = 1.09$, while if $V_D(r) \propto 1/r^{1/2}$, then $k_D = 1.03$.

The radius of the disc is then related to its angular momentum by

$$j_D^2 = k_D^2 r_{1/2}^2 V_D^2(r_{1/2}) = k_D^2 G\rho_D \left[h_{\text{H}} M_{\text{halo}}(r_{1/2}) + \frac{1}{2} k_B M_D + M_B(r_{1/2}) \right],$$

where $r_{1/2}$ is the initial radius of the shell whose final radius is $r_{1/2}$. The factor $k_B$ arises from the disc geometry; if the disc contribution to $V_D(r)$ is computed in the spherical approximation, $k_B = 1$, but here we calculate the circular velocity in the mid-plane of the exponential disc, using equation (2–169) from Binney & Tremaine (1987), giving $k_D = 1.25$.

The disc half-mass radius, $r_{1/2}$, must satisfy this equation and also equation (C4) evaluated at $r_{1/2}$, i.e.

$$r_{1/2} M_{\text{halo}}(r_{1/2}) = r_{1/2} \left[h_{\text{H}} M_{\text{halo}}(r_{1/2}) + \frac{1}{2} M_D + M_B(r_{1/2}) \right].$$
Using (C8), this can be written as

$$ r_{D0} M_{H0}(r_{D0}) = \frac{r_B^2}{k_B^2 G} - \frac{1}{2} (k_B - 1) r_B M_D. \quad (C10) $$

To derive the size of the spheroidal component of a galaxy, we assume that the projected density profile is well described by the de Vaucouleurs $r^{1/4}$ law (e.g. Binney & Tremaine 1987, Section 1–13). The effective radius, $r_e$, of the $r^{1/4}$ law (the radius that contains half the mass in projection) is related to the half-mass radius, $r_h$, by $r_h = 1.35 r_e$. We define a pseudo-specific angular momentum for the spheroid:

$$ j_B = r_B V_c(r_B), \quad (C11) $$

where $V_c(r)$ is the circular velocity at $r$. This pseudo-specific angular momentum, $j_B$, is assumed to be conserved, except during galaxy mergers, when its value is determined by the properties of the merger remnant (see Section 4.4.2).

This model leads to the following two equations for the bulge radius, by analogy with equations (C8) and (C10) for the disc radius,

$$ j_B^2 = r_B^2 V_c^2(r_B) = GM_B \left[ f_B M_{H0}(r_B) + M_D(r_B) + \frac{1}{2} M_B \right] \quad (C12) $$

and

$$ r_{B0} M_{H0}(r_{B0}) = \frac{r_B^2}{G}. \quad (C13) $$

Comparing this latter equation to the analogous equation for the disc, (C10), we see that the second term on the right-hand side of (C10) has vanished. This results from assuming that the mean effect of the disc on a spherical shell of the spheroid can be estimated by spherically averaging the disc.

To compute the disc and bulge radii, we must solve equations (C8), (C10), (C12) and (C13), given the disc and bulge masses, $M_D$ and $M_B$, the initial halo profile, $M_{H0}(r_0)$, and specific angular momenta, $j_D$ and $j_B$. The two pairs of equations are coupled, but with care they can be solved with a simple iterative scheme.

### C3 Adiabatic adjustment following mergers or disc instabilities

When a spheroid is formed by a galaxy merger, we first calculate the radius of the new spheroid $r_{new}$ from (4.9). We then compute $j_B = r_B V_c(r_B)$, with $r_B = r_{new}$ and $V_c^2(r_B) = GM_1 + M_2)/2r_{new}$. Then, using this value of $j_B$, we calculate the value of $r_B$ given by the adiabatic contraction model for the disc-bulge-halo equilibrium, and take this be the true value of $r_B$. If a spheroid is formed via disc instability, we follow the same procedure, starting from $r_{new}$ given by equation (4.22), and assuming that the dark matter mass involved in the initial calculation of $V_c^2(r_B)$ is twice that within the initial half-mass radius of the galaxy.
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