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ABSTRACT

Water scarcity and increasing water demand, especially for residential end-use, are major challenges facing Tunisia. The need to accurately forecast water consumption is useful for the planning and management of this natural resource. In the current study, quarterly time series of household water consumption in Tunisia was forecast using a comparative analysis between the traditional Box–Jenkins method and an artificial neural networks approach. In particular, an attempt was made to test the effectiveness of data preprocessing, such as detrending and deseasonalization, on the accuracy of neural networks forecasting. Results indicate that the traditional Box–Jenkins method outperforms neural networks estimated on raw, detrended, or deseasonalized data in terms of forecasting accuracy. However, forecasts provided by the neural network model estimated on combined detrended and deseasonalized data are significantly more accurate and much closer to the actual data. This model is therefore selected to forecast future household water consumption in Tunisia. Projection results suggest that by 2025, water demand for residential end-use will represent around 18% of the total water demand of the country.
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INTRODUCTION

Tunisia is the northernmost country in Africa. It is bordered by Algeria to the west, Libya to the southeast and the Mediterranean Sea to the north and east. This geographic location means that it shares many features with most countries of the Maghreb region, such as climatic conditions and limited water resources. The climate varies from Mediterranean to semi-arid and arid; it is characterized by hot, dry summers and mild winters, receiving the major part of the annual precipitation. Water resources constitute the most precious environmental good. According to the Tunisian Ministry of Agriculture and Hydraulic Resources (MAHR 2010), the potential water resources in Tunisia for the year 2009 were estimated as 4,655 million m$^3$, of which 2,500 million m$^3$ come from surface water and 2,155 million m$^3$ are groundwater. The quantity of water available per capita was 460 m$^3$ in 2000 and it will decrease to only 345 m$^3$ by 2025 (Hamdane 2007). Such statistics place the country in an absolute water scarcity situation. Hydrologists typically assess scarcity by looking at the population-water equation. An area is experiencing water stress when annual water supplies drop below 1,700 m$^3$ per person. When annual water supplies drop below 1,000 m$^3$ per person, the population faces water scarcity and below 500 m$^3$ ‘absolute scarcity’ (http://www.un.org/waterforlife-decade/scarcity.html).

Obviously, the adverse effect of climate change on water demand and supply is nowadays a common issue. Global warming is expected to cause, among other effects, a significant rise in mean temperature, a decline in rainfall and an increase in the frequency of droughts. In Tunisia, the sensitivity of water resources to climate changes concerns particularly: (i) the variability of surface water resources due to a decrease in precipitation levels and an increase in evaporation rate amplified by the rise in temperature and
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(ii) the deterioration in groundwater quality particularly the shallow aquifers of the coastal region. These latter are affected by seawater intrusion due to the growing rise in sea level of the Mediterranean.

Despite the limited resources, water demand for the domestic, agricultural, industrial and tourist sectors has increased, and water scarcity problems are expected to intensify. Keeping in mind the shortage and the acute pressure on the available water resources, a reliable water consumption forecast (for both the long and short term) is mandatory for the implementation of water management schemes for different sectors, especially the residential, as it is straightforwardly related to human life. While short-term forecasting is useful in operation and management, long-term forecasting is required mainly for planning and design (Herrera et al. 2010).

Water consumption forecasting has generated a substantial body of literature in which various techniques and statistical methods have been proposed, leading to various results and conclusions. Early on, regression models and traditional time-series techniques dominated the water demand forecasting literature. In recent years, artificial neural networks (ANNs) have appeared as an efficient tool for forecasting. This technique has also been employed in a wide range of applications including financial, climatic and energy disciplines, and it mostly proves its superiority when compared with traditional techniques.

The current study focuses on the forecasting of residential water consumption in Tunisia using a comparative analysis between seasonal auto-regressive integrated moving average (SARIMA) and ANN models. The empirical analysis uses quarterly data of a residential water consumption forecast (for both the long and short term) is mandatory for the implementation of water management schemes for different sectors, especially the residential, as it is straightforwardly related to human life. While short-term forecasting is useful in operation and management, long-term forecasting is required mainly for planning and design (Herrera et al. 2010).

Water consumption forecasting has generated a substantial body of literature in which various techniques and statistical methods have been proposed, leading to various results and conclusions. Early on, regression models and traditional time-series techniques dominated the water demand forecasting literature. In recent years, artificial neural networks (ANNs) have appeared as an efficient tool for forecasting. This technique has also been employed in a wide range of applications including financial, climatic and energy disciplines, and it mostly proves its superiority when compared with traditional techniques.

The current study focuses on the forecasting of residential water consumption in Tunisia using a comparative analysis between seasonal auto-regressive integrated moving average (SARIMA) and ANN models. The empirical analysis uses quarterly data of a residential water consumption time series and in addition to the SARIMA model, four different ANN models are built and compared based on data preprocessing type.

**LITERATURE OVERVIEW**

The ANN has been applied in a wide range of hydrology and water resource engineering areas. These include water quality (Zhang et al. 2002; Najah et al. 2009), groundwater level (Pallavi et al. 2009; Sreekanth et al. 2009), rainfall-runoff process (Jeong & Kim 2005; Aytek et al. 2008), sediment concentration estimation (Nagy et al. 2002; Williamson & Crawford 2011), streamflows (Birkundavayi et al. 2002; Ahmed & Sarma 2007) and waste water treatment (Chen et al. 2003; Gamal El-Din et al. 2004).

Recently, water consumption especially for residential use modeling and forecasting with ANN has also attracted many researchers who intended to test the success of this relatively new technique and compare its prediction accuracy with traditional techniques. Šterba & Hlíkovská (2010) proposed a hybrid neural network model consisting of a combination of the auto-regressive integrated moving average (ARIMA) and ANN to predict the aggregate water consumption in Spain ranging from January 1984 to June 2007. The authors found that the proposed hybrid model outperforms ARIMA and ANN models estimated separately.

Bougadis et al. (2005) investigated the short-term weekly water demand forecasting in the Ottawa region during the period 1995–2002. The authors used only the data corresponding to months of summer season since they analyzed the peak demand which generally occurs in summer, and they also incorporated temperature and rainfall as explanatory variables. The authors employed various specifications of ARIMA, linear regression and ANN as forecasting methods, but their results indicate that ANN technique substantially outperforms time-series and linear regression methods in terms of forecasting accuracy.

The modeling of monthly municipal water consumption in the metropolitan area of Izmir (Turkey) was examined by Firat et al. (2009). Based on several socioeconomic and climatic variables, the authors used three different techniques of ANN such as generalized regression neural networks (GRNN), feed forward neural networks (FFNN) and radial basis neural networks (RBNN) in addition to the multiple linear regression (MLR). The more satisfactory results are given by the GRNN when judged according to the three performance criteria, namely normalized root mean square error (NRMSE), efficiency (E) and correlation coefficient (CORR).

In the same fashion of comparison of neural networks models, Firat et al. (2010) used the data from Firat et al. (2009) to compare the accuracy of GRNN, cascade correlation neural networks (CCNN) and FFNNs. They used different specifications based on the historic lags of water demand as inputs. The results show that CCNN with five
antecedent values of water consumption data records is better than all the other investigated models.

Considering a large set of machine learning methods, Herrera et al. (2010) addressed the task of predicting hourly water demand in an urban area of a city in southeastern Spain. The authors used as predictive models: ANN, projection pursuit regression (PPR), multivariate adaptive regression splines (MARS), support vector regression (SVR), random forests and a proposed heuristic model they called weighted pattern-based model for water demand forecasting. The experimental results indicate that the SVR is the most accurate model.

A more recent study of Azadeh et al. (2012) focused on forecasting the short-term water consumption in Tehran from April 2004 to March 2009. A hybrid approach consisting of ANNs, fuzzy linear regression (FLR) and analysis of variance (ANOVA) was used. The main results indicate that forecasts obtained using the hybrid approach are more accurate than those using ANN or FLR separately. The authors argued that this is an expected result since potential nonlinearity and uncertainty in the water consumption function are usually observed in a large metropolitan city such as Tehran.

According to the above literature review, one may suggest that the water consumption forecasting becomes a more and more attractive field of research. In most cases, various statistical and mathematical techniques are simultaneously used in order to select the best model. However, the ANN technique is often found to be superior to the traditional approaches in terms of prediction accuracy. In particular, for time-series analysis, the ANN technique appears as a new contender to the widely used Box–Jenkins method in forecasting sophisticated trend and seasonal data. In this context lies the current study by using the ANN and SARIMA models to forecast the quarterly time series of household water consumption in Tunisia.

SARIMA AND ANN MODELS FOR TIME-SERIES FORECASTING

In this section, the basic concepts and modeling approaches of the SARIMA and ANN models for time-series forecasting are briefly reviewed.

The SARIMA model

SARIMA is the version of the traditional ARIMA model when the series exhibit seasonal patterns. ARIMA, as introduced by Box & Jenkins (1976), includes autoregressive \( (p) \) and moving average \( (q) \) parameters as well as differencing in the formulation of the model \( (d) \). Thus the Box–Jenkins model is summarized as ARIMA \( (p,d,q) \). In addition to the non-seasonal parameters defined above, SARIMA model includes seasonal autoregressive \( (P) \), seasonal moving average \( (Q) \) and seasonal differencing passes \( (D) \), and it is referred to as SARIMA \( (p,d,q)(P,D,Q)_s \), where \( s \) indicates the seasonal period length. According to Zhang & Qi (2005), the general form of the SARIMA \( (p,d,q)(P,D,Q)_s \) model describing the current value \( y_t \) of a time series by its own past is:

\[
\phi_p(B)\Phi_P(B^s)(1 - B)^d(1 - B^s)^Dy_t = \theta_q(B)\Theta_Q(B^s)\varepsilon_t
\]

where:

\[
\phi_p(B) = 1 - \phi_1B - \phi_2B^2 - \cdots - \phi_pB^p,
\]

\[
\Phi_P(B) = 1 - \Phi_1B - \Phi_2B^2 - \cdots - \Phi_PB^P,
\]

\[
\theta_q(B) = 1 - \theta_1B - \theta_2B^2 - \cdots - \theta_qB^q,
\]

\[
\Theta_Q(B) = 1 - \Theta_1B^s - \Theta_2B^{2s} - \cdots - \Theta_QB^{qs},
\]

where \( B \) is the back shift operator defined by \( B^ky_t = y_{t-k} \) and \( \varepsilon_t \) is white noise with zero mean and constant variance. \((1 - B)^d\) and \((1 - B^s)^D\) are the non-seasonal and seasonal differencing operators, respectively.

To build a SARIMA model, Box–Jenkins methodology requires three iterative steps: identification, estimation and diagnostic checking (Zhang & Qi 2005). The identification step consists of determining the number of seasonal and non-seasonal parameters. The major tools used in the identification phase are plots of the series, correlograms of autocorrelation function (ACF) and partial autocorrelation function (PACF). However, SARIMA models need the series to be stationary. Thus one should examine the stationarity property of the series before determining the parameters \( p, P, q \) and \( Q \). Therefore, if necessary, the series needs to be non-seasonally and/or seasonally
given in many books including Pankratz (1985), Hoff (1983) and McCleary & Hay (1980). Alternatively to ACF and PACF plots, the identification of the model could be based on the minimization of some information criteria such as the Akaike Information Criterion (AIC) and the Schwarz Information Criterion (SIC).

Once the different SARIMA parameters are chosen, they are straightforwardly estimated making the overall measures of errors as small as possible. In general, nonlinear estimation is used to estimate the identified parameters by maximizing the likelihood (probability) of the observed series given the parameter values.

The last step of SARIMA building is the diagnostic checking of the adequacy of the estimated model. A first criterion is the dropping of the insignificant parameters based on the t-value statistics. A second common feature of the reliability of the model is the accuracy of the forecasts it generates based on partial data, so that the forecasts can be compared with the original observations. However, a good model should not only provide sufficiently accurate forecasts, it should also be parsimonious and produce statistically independent residuals that contain only noise. Therefore the third test of the model adequacy is the analysis of residuals. This is an important test of the model since the estimation procedure assumes that the residuals are not (auto-)correlated and that they are normally distributed. This test consists in plotting the residuals and inspecting them for any systematic trends, examining the autocorrelogram of residuals (there should be no serial dependency between them) and checking the normality assumption by examining the normal probability plots of residuals.

Once a set of models has been identified and estimated, it is possible that more than one of them is not rejected in the diagnostic checking step. The selection of one between these competing models is generally based on the minimization of some information criteria such as the AIC and the SIC.

**The ANN model**

The ANN model, inspired by studies of biological neural systems, is composed of processing elements called neurons or nodes (Firat et al. 2010). Neural networks are very sophisticated modeling and prediction techniques capable of modeling and approximating extremely complex functions and data relationships (Chen et al. 2003b; Zhang & Qi 2005). Thus, there has been an explosion of interest in ANNs over the past two decades. ANN models are comprised of user-defined inputs and desired output(s) that are connected by a set of highly interconnected nodes arranged in a series of layers (Bougadis et al. 2005).

There are many different ways of connecting artificial neurons together to create a neural network but two of the most popular neural network architectures, multilayer perceptrons (MLP) and radial basis function (RBF) are used in the current study. Both MLP and RBF are feed-forward networks. A feed-forward network has a layered structure. The units of each layer receive their input from the units of the previous layer and send their output to the units of the next layer using a mathematical function, for example, logistic, exponential, hyperbolic tangent, identity and Gaussian. Moreover, there are no connections between the units within a given layer. The feed-forward network uses the back-propagation algorithm for training. The Broyden–Fletcher–Goldfarb–Shanno (BFGS) and scaled conjugate gradient are the most recommended back-propagation algorithms used for optimization of neural network architecture (Bishop 1995).

An MLP network is formed by one input layer of source nodes and one output layer of nodes. These two layers are connected via one or more layers of hidden neurons, which are so called because they are not directly accessible (Haykin 1999). A typical MLP with one hidden layer is depicted in Figure 1.

The RBF network, shown in Figure 2, is configured with a single hidden layer of neurons whose activation function (generally Gaussian) is selected from a class of functions called basis functions. The activation function of the hidden layer in an RBF network computes the Euclidean
distance between the input signal vector and parameter vector of the network (Haykin 1999).

For time-series forecasting with ANNs, the task of identifying the correct number of units (lagged observations) to use in the input layer is a matter of great importance. By including irrelevant inputs, for example, one may inadvertently damage the performance of the neural network. In contrast, a data set with an insufficient number of inputs may never be accurately modeled. Different statistical tests and criteria are proposed in empirical studies to select the correct number of input units in neural networks modeling but most of them are model-dependent and none is privileged to others in all situations. While the simple selection method is still based on trial and error, in some studies, authors defined the number of input units according to the natural cycle of the time series. For instance, Sharda & Patil (1992), Tang et al. (1993) and Shabri (2001) used 12 inputs for monthly data and 4 inputs for quarterly data.

METHODS

Tunisia is characterized by low levels of water resources but the demand for this resource, especially for domestic purposes, has shown a remarkable increase through years. Figure 3 illustrates this feature well indicating that the water consumption time series presents a linear trend as well as a seasonal pattern. The time series consists of a total of 112 data records ranging from the first quarter of 1983 to the fourth quarter of 2010.

Despite the capability of neural networks to predict any type of relationship in the data with high accuracy, some empirical studies have highlighted the role of data preprocessing before using them as inputs to neural networks (Nelson et al. 1999; Zhang & Qi 2005). To investigate the effectiveness of modeling the water consumption time series with both seasonal and trend patterns using ANN, three type of data preprocessing were performed in the current study before training the data, namely: (i) detrending, (ii) deseasonalizing and (iii) both detrending and deseasonalizing. According to Figure 3, the time series of Tunisian

Figure 1  |  Structure of MLP network for time series.

Figure 2  |  Structure of RBF network for time series.

Figure 3  |  Time-series plot of residential water consumption in Tunisia.
water consumption exhibits an upward trend and a seasonal pattern. Moreover, the size of seasonal fluctuations increases with time, depending on the overall level of the series. Therefore, the simulated series could be generated according to the following simple multiplicative model:

\[ y_t = T_t S_t + \epsilon_t \]  

(2)

where \( T_t \) is the trend, \( S_t \) is the seasonal component and the \( \epsilon_t \) is the error term.

First, detrending of the data was performed by fitting a linear regression on \( t \) (\( t = 1, \ldots, 112 \)) of the original data to obtain the estimated trend \( T_t \) defined by Equation (3), then dividing the original time series by the estimated trend to obtain detrended data.

\[ T_t = 19805.97 + 411.937t \]  

(3)

Second, deseasonalization was done by using the seasonal index based on the ratios-to-moving averages classical seasonal decomposition (Census Method I) following the multiplicative decomposition. The obtained seasonal index \( S_t \) is given in Table 1. The deseasonalized series is obtained by dividing the original data by \( S_t \).

Finally, for detrended and deseasonalized data, the original time series was divided by both the trend and the seasonal index. This data preprocessing procedure was reserved to be used only for the ANN approach while for SARIMA model building, data preprocessing is a preliminary condition since these latter require the data to be stationary.

In the current study, Statistica version 8 was deployed to analyze the data and automatically select the best ANN topology while the statistical package StatGraphics Centurion version 16 was used to conduct an automatic SARIMA model building and evaluation.

After neural network modeling, the data were rescaled back following the reverse of the data transformation and, therefore, all the performance measurement criteria were calculated based on the original scale of the data.

The data set was divided into two sub-samples, the training sample which makes up the first 80 data records (from the first quarter of 1983 to the last quarter of 2002) and the testing sample which uses the remaining 32 data records (from the first quarter of 2003 to the last quarter of 2010) for evaluating the performance of the developed SARIMA and ANN models. Following the approach (described above) adopted by Tang et al. (1991), Sharda & Patil (1992) and Shabri (2001), the number of time-series steps considered as inputs was set to four given that the natural cycle period of the water consumption time series is quarterly. It should be noted that other input lags ranging from 1 to 8 were also tried for the different neural network models but results provided at 4 input lags are still by far the best.

### Performance measurement criteria

Three metrics were used in this analysis to compare the performance of the models: mean absolute errors (MAE), root mean square error (RMSE) and mean absolute percentage error (MAPE). These criteria were defined respectively by the following expressions:

\[
MAE = \frac{\sum_{t=1}^{n} |y_t - \hat{y}_t|}{n}; \quad RMSE = \sqrt{\frac{\sum_{t=1}^{n} (y_t - \hat{y}_t)^2}{n}}; \quad MAPE = \frac{\sum_{t=1}^{n} \left| \frac{y_t - \hat{y}_t}{y_t} \right|}{n} \times 100
\]

where \( y_t \) and \( \hat{y}_t \) indicate the observed and predicted values of water consumption respectively and \( n \) shows the sample size. These are the most frequently used criteria to compare models performance in terms of forecasting accuracy (Zhang et al. 1998). The model with the lowest success criteria has the better forecasting performance.

### RESULTS AND DISCUSSION

#### SARIMA results

The first step in building SARIMA models is to check the stationarity of the series. Therefore, an ACF plot of the water consumption time series was made (Figure 4).
The plot indicates strong serial dependencies for lags of 1–12. In order to remove the serial dependency, Box–Jenkins methodology consists of differencing (non-seasonally and/or seasonally) the series until it becomes stationary. Based on the AIC criterion, the SARIMA(1,0,0)(0,2,2)₄ model was selected by the package to adjust the water consumption time series.

After deriving the model, the autocorrelation and PACFs of the residuals plotted in Figures 5(a) and 5(b) were used to check whether the errors were correlated or not.

According to Figures 5(a) and 5(b), it is clear that there was no serial dependency for the residual errors which indicates that the selected model could be used to adjust the data.

ANN results

The detailed results of ANN models according to the data preprocessing type are summarized in Table 2.

The best fit of original (ORG), detrended (DET) and deseasonalized (DES) data was obtained by MLP networks with a BFGS training algorithm. The number of hidden nodes was 22, 23 and 14, respectively. However, the RBF network (trained with radial basis function training algorithm, RBFT) produced the best fit when both detrending and deseasonalizing the data (DETDES) with 19 nodes in the hidden layer. As explained previously, for all the neural network models, the number of nodes in the input layer was set to four, while various activation functions were used in the hidden and output layers.

Comparative analysis

The out-of-sample forecasting comparison between ANN and SARIMA models is presented in Table 3. This comparison is established in two dimensions: (i) raw versus preprocessed data for ANN models and (ii) ANN versus SARIMA models.

Obviously, it can be observed that the forecasting accuracy of the ANN models is input data-structure dependent, i.e. when the data is preprocessed, the ANN performs well. According to the three measurement criteria, the ANN model with DET and DES data gave better results.

Table 2 | ANN results

<table>
<thead>
<tr>
<th>Input data*</th>
<th>ANN topology</th>
<th>Training algorithm</th>
<th>Hidden activation function</th>
<th>Output activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORG</td>
<td>MLP(4-22-1)</td>
<td>BFGS</td>
<td>Logistic</td>
<td>Identity</td>
</tr>
<tr>
<td>DET</td>
<td>MLP(4-23-1)</td>
<td>BFGS</td>
<td>Logistic</td>
<td>Hyperbolic tangent</td>
</tr>
<tr>
<td>DES</td>
<td>MLP(4-14-1)</td>
<td>BFGS</td>
<td>Exponential</td>
<td>Identity</td>
</tr>
<tr>
<td>DETDES</td>
<td>RBF(4-19-1)</td>
<td>RBFT</td>
<td>Gaussian</td>
<td>Identity</td>
</tr>
</tbody>
</table>

*ORG: original; DET: detrended; DES: deseasonalized; DETDES: detrended and deseasonalized; MLP: Multilayer Perceptrons; BFGS: Broyden-Fletcher-Goldfarb-Shanno; RBFT: radial basis function training.
than the ANN with original data as they present lower values of different criteria. However, the ANN model estimated on DETDES data generated more accurate forecasts than all alternatives since it shows the smallest values of MAE, MAPE and RMSE criteria. These results lead to the conclusion that ANNs are not able to accurately forecast time series that exhibit trend and/or seasonality.

Moving on to the comparison between ANN and the benchmark SARIMA models, it is clear that SARIMA model shows good forecasting capability. Based on the three error functions, the SARIMA model outperformed the neural networks with ORG, DET and DES input data with the exception of the RMSE criterion, which gave a lower value for ANN with detrended data. However, the SARIMA model failed to give more accurate forecasts than the ANN model with DETDES data. These results suggest that with appropriate data preprocessing ANN significantly outperforms the traditional Box–Jenkins time-series technique.

Finally, one may argue that the neural network model with simultaneously detrended and deseasonalized data outperforms all the competing models in terms of forecasting accuracy. Accordingly, it has been selected to generate future forecasts of residential water consumption in Tunisia.

### Table 3 | The out-of-sample comparison between ANN and SARIMA models

<table>
<thead>
<tr>
<th>Model</th>
<th>Input data</th>
<th>MAE</th>
<th>MAPE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>ORG</td>
<td>2,017.69</td>
<td>3.42</td>
<td>2,205.98</td>
</tr>
<tr>
<td></td>
<td>DET</td>
<td>1,658.71</td>
<td>2.73</td>
<td>1,951.69</td>
</tr>
<tr>
<td></td>
<td>DES</td>
<td>1,729.27</td>
<td>2.84</td>
<td>2,071.27</td>
</tr>
<tr>
<td></td>
<td>DETDES</td>
<td>1,467.68</td>
<td>2.45</td>
<td>1,741.12</td>
</tr>
<tr>
<td>SARIMA</td>
<td>ORG</td>
<td>1,607.45</td>
<td>2.62</td>
<td>1,954.80</td>
</tr>
</tbody>
</table>

could be done between the two simulated data sets in order to compare the performance accuracy of the model selected in the present study (ANN with DETDES data) and the technique used in the SONEDE study, which is simply a linear trend-based forecasting model. The results in terms of observed and forecasted water use are depicted in graphical form in Figure 6.

It is clear from Figure 6 that the forecasts generated by the ANN model were dramatically better than those estimated by SONEDE especially for the last years of the period under consideration. The forecasts from ANN model were much closer to the actual data while the forecasts of SONEDE became unreliable for more distant predictions. In particular, SONEDE seemed to underestimate the water quantities demanded. Accordingly, the ANN model developed here proves again, its superiority in forecasting residential water consumption.

Using the best fit validated ANN model, which was determined above, the residential water consumption was forecasted in quarterly terms for the period 2011–2025. Results are presented in Table 4.

According to the forecast values, household water use will continue to rise with the same seasonal pattern. Particularly, by the end of 2025, the total water consumption will reach 393,326,330 m³ which is very close to 0.4 km³. According to the Blue Plan estimates (www.planbleu.org), (The Blue Plan is a mechanism developed by the 21 countries bordering on the Mediterranean and the European Union within a context of growing international action for the

### Forecasting future water consumption

Before simulating future water consumption forecasts, another diagnostic check was performed to confirm the robustness of the selected ANN model. In a study carried out in 2004, the Tunisian Water Company (SONEDE 2004) presented its quarterly forecasts of residential water consumption for the period 2003–2010. This period corresponds to the testing period in the current study that was not used in the model construction. Thus a comparison

![Figure 6](https://iwaponline.com/washdev/article-pdf/3/3/330/384678/330.pdf)
environment. It is designed to provide information about the environmental risks and sustainable development issues in the Mediterranean and to shape future scenarios to guide decision-taking processes (www.planbleu.org), the total water demand in Tunisia for different sectors will reach 2.2 km³ in 2025. Consequently, residential water demand will represent around 18% of the total demand in 2025, while this share was only about 8.5% in 2000. It should be noted, in order to avoid possible confusion with other statistics, that the data used in the current study refer to residential water consumption for only the customers connected to the SONEDE network. Therefore, the significant increase in water consumption for residential end-use compared to other sectors, such as irrigation or industry, is apparent. The share of water consumption for irrigation was nearly 81% in 2000, and according to the Blue Plan projections, it will decrease to 72% by the end of 2025, while the share of water consumption for the industrial sector was 2.6% in 2000 and it will reach around 7.7% by 2025.

### CONCLUSIONS

Tunisia, like most Middle East and North Africa countries, is characterized by very limited water resources. Thus, forecasts are quite important for implementation of effective water saving policies. Accurate forecasts of water consumption are vital when demand grows faster and the resources are vulnerable as is the case for Tunisia.

Throughout this study, an attempt has been made to forecast the residential water consumption time series of Tunisia using two techniques, SARIMA and ANN, then to use the model that generates more accurate forecasts to simulate the future quantities of residential water consumption. Four different ANN models are considered here based on the data preprocessing type. A comparative analysis between the competing models highlights that, as traditional statistical models, neural networks are not able to simultaneously handle many different components of the data well and hence data preprocessing is beneficial.
(Zhang & Qi 2005). The empirical results suggest that ANN estimated on simultaneously detrended and deseasonalized data outperforms (in terms of forecasting accuracy) the traditional Box–Jenkins SARIMA model and the other ANN models estimated on raw, detrended or deseasonalized data. However, without appropriate data preprocessing, the SARIMA technique produces more accurate forecasts.

Based on the above findings, the ANN model using both detrended and deseasonalized data has been selected to simulate future water consumption forecasting. The results show that by the end of 2025, the total water consumption for residential use will continue to increase and it will represent nearly 18% of the total water demand of the country versus only 8% in 2000. These findings might be considered by the policy-makers in planning and reviewing the water resource allocation between different sectors. They also suggest that more effective policy measures should be implemented to regulate household water consumption. These policies range from pricing policies by reviewing the volumetric water pricing used by SONEDE to non-pricing policies by, for example, the promotion of water-saving devices.
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