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An improved two layer systolic algorithm for computing the product of two \( n \times n \) band matrices \( A \) and \( B \) with bandwidths \( w_1 \) and \( w_2 \) respectively is described. The array requires \( 2\hat{w}_1\hat{w}_2 + \hat{w}_1 + \hat{w}_2 - 1 \) basic inner product cells where \( \hat{w}_1 = \lceil \frac{w_1}{2} \rceil \) and \( \hat{w}_2 = \lceil \frac{w_2}{2} \rceil \), has efficiency \( e = 1 \) and computation time \( T = 2n + (3/2)\min(\hat{w}_1, \hat{w}_2) \) inner product steps and requires only a single pass of data through the design.
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1. INTRODUCTION

In Ref. 3 a multiple layer systolic algorithm for evaluating the banded matrix product in the same time as the Kung & Leiserson hexagonal scheme, but with only half the processors and an efficiency of \( e = 0.66 \) rather than \( e = 0.33 \) was introduced. The design was volume efficient and consisted of two layers each containing a hexagonal array one quarter the size of the original which were coupled together by a bank of adders connected to the output edge of the arrays. In this paper we extend the above idea to produce a two-layer scheme which retains the cell reduction, but also improves the computation time and efficiency. The task is achieved in two stages as follows:

(i) The original double pipe computation is restructured to exploit the decoupling of partitioned matrix product computations while also reducing the effective bandwidth of sub-matrix computations.

(ii) The hexagonal array is re-timed to run slower than the original design and interleaving is applied to sub algorithms to improve efficiency.

Step (i) relies on a simple observation regarding the permutation of rows and columns of the matrices using the double pipe splitting of Ref. 3. Step (ii) is non-intuitive. Indeed the appeal of the design is that overall improvements in speed and efficiency can be produced by actually slowing down (not accelerating) the computations of component algorithms.

Now before proceeding some remarks are required to put the design in context. Throughout the discussion we assume that the reader is familiar with the data flow of previous designs (see Refs. 1–3) although for completeness the time area and efficiency of these schemes are given in Table 1. Area and Time are in terms of inner product step computations, and efficiency is the fraction of steps a cell is engaged in processing during the computation. The first two rows summarize Ref. 1 and 3. The entry in row 3 is the subject of this paper, and row 4 represents the most efficient hexagonal array known.  

\[
C = AB = (A_1 + A_2)(B_1 + B_2)
\]  

where

\[
A_1 = \begin{bmatrix}
 a_{11} & 0 & a_{13} & 0 & a_{15} & 0 \\
 0 & a_{22} & 0 & a_{24} & 0 & a_{26}
\end{bmatrix}
\]

\[
A_2 = \begin{bmatrix}
 0 & a_{12} & 0 & a_{14} & 0 & a_{16} \\
 a_{21} & 0 & a_{23} & 0 & a_{25} & 0 \\
 0 & a_{32} & 0 & a_{34} & 0 & a_{36} \\
 a_{41} & 0 & a_{43} & 0 & a_{45} & 0 \\
 0 & a_{52} & 0 & a_{54} & 0 & a_{56}
\end{bmatrix}
\]

\[
B_1 = \begin{bmatrix}
 b_{11} & b_{13} & 0 & b_{15} & 0 \\
 0 & b_{22} & 0 & b_{24} & 0 & b_{26} \\
 b_{31} & 0 & b_{33} & 0 & b_{35} & 0 \\
 0 & b_{42} & 0 & b_{44} & 0 & b_{46} \\
 b_{51} & 0 & b_{53} & 0 & b_{55} & 0 \\
 0 & b_{62} & 0 & b_{64} & 0 & b_{66}
\end{bmatrix}
\]

\[
B_2 = \begin{bmatrix}
 0 & b_{12} & 0 & b_{14} & 0 & b_{16} \\
 b_{21} & 0 & b_{23} & 0 & b_{25} & 0 \\
 0 & b_{32} & 0 & b_{34} & 0 & b_{36} \\
 b_{41} & 0 & b_{43} & 0 & b_{45} & 0 \\
 0 & b_{52} & 0 & b_{54} & 0 & b_{56} \\
 b_{61} & 0 & b_{63} & 0 & b_{65} & 0
\end{bmatrix}
\]

2. THE DOUBLE PIPE SPLITTING

Our first task is to restructure the double pipe computation. Recall that the double pipe splitting (Ref. 3) for two \( n \times n \) band matrices \( A \) and \( B \) of bandwidths \( w_1 \) and \( w_2 \) has the form

\[
C = C_1 + C_2 + C_3 + C_4
\]
Table 1. Area/Time requirements of various matrix product schemes

<table>
<thead>
<tr>
<th>Array</th>
<th>Time ((T))</th>
<th>Area ((A))</th>
<th>Efficiency (e)</th>
<th>(AT^2(n \gg w_1w_2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kung &amp; Leiserson</td>
<td>(3n + \min(w_1, w_2))</td>
<td>(w_1w_2)</td>
<td>(e = 0.33)</td>
<td>(9n^2w_1w_2)</td>
</tr>
<tr>
<td>Megson &amp; Evans</td>
<td>(3n + \min(w_1, w_2) + 1)</td>
<td>(w_1w_2 + w_1 + w_2 - 1)</td>
<td>(e = 0.66)</td>
<td>(9n^2w_1w_2)</td>
</tr>
<tr>
<td>Megson</td>
<td>(2n + \min(w_1, w_2) + 1)</td>
<td>(w_1w_2 + w_1 + w_2 - 1)</td>
<td>(e = 1.0)</td>
<td>(4n^2w_1w_2)</td>
</tr>
<tr>
<td>Weiser &amp; Davis</td>
<td>(n + \min(w_1, w_2))</td>
<td>(w_1w_2)</td>
<td>(e = 1.0)</td>
<td>(n^2w_1w_2)</td>
</tr>
</tbody>
</table>

where

\[
C_1 + C_4 = A_1B_1 + A_2B_2 = \begin{bmatrix}
  c_{11} & 0 & c_{13} & 0 & c_{15} & 0 \\
  0 & c_{22} & 0 & c_{24} & 0 & c_{26} \\
  c_{31} & 0 & c_{33} & 0 & c_{35} & 0 \\
  0 & c_{42} & 0 & c_{44} & 0 & c_{46} \\
  c_{51} & 0 & c_{53} & 0 & c_{55} & 0 \\
  0 & c_{62} & 0 & c_{64} & 0 & c_{66}
\end{bmatrix}
\]

\(\hat{A}_1 = \begin{bmatrix}
  a_{11} & a_{13} & a_{15} & 0 & 0 & 0 \\
  a_{31} & a_{33} & a_{35} & 0 & 0 & 0 \\
  a_{51} & a_{53} & a_{55} & 0 & 0 & 0 \\
  0 & 0 & 0 & a_{22} & a_{24} & a_{26} \\
  0 & 0 & 0 & a_{42} & a_{44} & a_{46} \\
  0 & 0 & 0 & a_{62} & a_{64} & a_{66}
\end{bmatrix}\)

\(\hat{A}_2 = \begin{bmatrix}
  0 & 0 & 0 & a_{12} & a_{14} & a_{16} \\
  0 & 0 & 0 & a_{32} & a_{34} & a_{36} \\
  0 & 0 & 0 & a_{52} & a_{54} & a_{56} \\
  a_{21} & a_{23} & a_{25} & 0 & 0 & 0 \\
  a_{41} & a_{43} & a_{45} & 0 & 0 & 0 \\
  a_{61} & a_{63} & a_{65} & 0 & 0 & 0
\end{bmatrix}\)

\(\hat{B}_1 = \begin{bmatrix}
  b_{11} & b_{13} & b_{15} & 0 & 0 & 0 \\
  b_{31} & b_{33} & b_{35} & 0 & 0 & 0 \\
  b_{51} & b_{53} & b_{55} & 0 & 0 & 0 \\
  0 & 0 & 0 & b_{22} & b_{24} & b_{26} \\
  0 & 0 & 0 & b_{42} & b_{44} & b_{46} \\
  0 & 0 & 0 & b_{62} & b_{64} & b_{66}
\end{bmatrix}\)

\(\hat{B}_2 = \begin{bmatrix}
  b_{12} & b_{14} & b_{16} \\
  b_{32} & b_{34} & b_{36} \\
  b_{52} & b_{54} & b_{56} \\
  b_{21} & b_{23} & b_{25} & 0 & 0 & 0 \\
  b_{41} & b_{43} & b_{45} & 0 & 0 & 0 \\
  b_{61} & b_{63} & b_{65} & 0 & 0 & 0
\end{bmatrix}\)

such a splitting allows the matrices (2.5a) and (2.5b) to be computed on two hexagonal arrays with one quarter the size of the original hexagonal array. For example (2.5a) is constructed by computing \(C_1\) and \(C_4\) on separate arrays and adding the results emerging on the output connections. (2.5b) is computed similarly after the rows and columns of the input matrices have been permuted so that they match the input of (2.5a) in form.

A two layer design is now evident, we place each array on a separate level coupling them together on the output edge with a bank of adder cells. To complete the product (2.1) a multi-pass argument is adopted with computation of (2.5a) and (2.5b) pipelined behind one another. The time and efficiency indicated in row 2 of Table 1 is produced by utilising the zero structure of the matrices to re-time the hexagonal array computation so that only a single synchronising delay element is associated with every two real data elements and the total data length in a single pass is \(3n/2\).

Now, an alternative formulation of the same problem is produced if we apply permutations to the rows and columns of (2.2) and (2.3) to yield

\[
\hat{C} = (\hat{A}_1 + \hat{A}_2)(\hat{B}_1 + \hat{B}_2)
\]
where

\[
\begin{bmatrix}
C_{11} & C_{13} & C_{15} \\
C_{31} & C_{33} & C_{35} \\
C_{51} & C_{53} & C_{55}
\end{bmatrix}
\]

(2.7a)

\[
\begin{bmatrix}
C_{12} & C_{14} & C_{16} \\
C_{32} & C_{34} & C_{36} \\
C_{52} & C_{54} & C_{56}
\end{bmatrix}
\]

(2.7b)

\[
\hat{C}_1 = \hat{A}_1 \hat{B}_1 + \hat{A}_2 \hat{B}_2 = \hat{C}_2 = \hat{A}_1 \hat{B}_2 + \hat{A}_2 \hat{B}_1
\]

Hence,

\[
D = \hat{A}_{11} \hat{B}_{11} + \hat{A}_{12} \hat{B}_{21}, E = \hat{A}_{22} \hat{B}_{22} + \hat{A}_{21} \hat{B}_{12}
\]

(2.8a)

\[
F = \hat{A}_{11} \hat{B}_{12} + \hat{A}_{22} \hat{B}_{21}, G = \hat{A}_{21} \hat{B}_{11} + \hat{A}_{12} \hat{B}_{22}
\]

(2.8b)

where \(\hat{A}_i\) and \(\hat{B}_j\) are the obvious submatrices and \(D, E, F, G\) are the diagonal and anti-diagonal blocks of \(C\). Notice that if the original matrices are of bandwidths \(w_1\) and \(w_2\) the matrices in (2.8) have bandwidths \(\hat{w}_1 = \lceil w_1/2 \rceil\) and \(\hat{w}_2 = \lceil w_2/2 \rceil\) respectively. The practical value of this transformation is that a two layer design with the same characteristics, as the double pipe above, is produced without the need to re-time the reduced size array. To prove this statement simply compute \(\hat{A}_{11} \hat{B}_{11}\) and \(\hat{A}_{12} \hat{B}_{21}\) simultaneously on separate quarter sized hex arrays and add the results to produce \(D\). Now \(E, F, G\) can be computed in a similar manner apparently demanding four passes of data through the array. However the number of passes can be reduced to just two by interleaving the computations of \(D\) and \(E, F, G\) on the same passes, using the synchronising delays of the original data flow pattern. Now pass 1 produces \(\hat{C}_1\) and pass 2 \(\hat{C}_2\), the order of each of the matrices is \(n/2\), yielding the time for a pass as \(T = 3(n/2) + \min(\hat{w}_1, \hat{w}_2) + 1\). Thus with two sequential passes the result of Table 1 (row 2) is reproduced without re-timing.

3. A SLOW HEXAGONAL ARRAY

The efficiency of the scheme introduced above is \(e = 0.66\%\) because the interleaving fills one of the two synchronising spaces between data in the original method. Another design is easily produced by filling the remaining synchronising space of the first pass so that \(D, E, F\) are interleaved and \(G\) is computed on the second pass. The first pass then has \(e = 1\) and the second pass \(e = 0.33\) leaving the average efficiency \(e = 0.66\) and the computation time unchanged. Now, if the evaluation of \(G\) can be incorporated into the first pass, improved time as well as efficiency should result. Unfortunately there appears no obvious way to achieve the task because the interleaving of \(D, E, F\) makes the array cells compute continuously and forces \(G\) into another pass.

The problem is solved if an extra synchronising delay can be placed between the matrix elements input to the array, because then four problems can be interleaved on one pass. We conclude that the original hexagonal array must be re-timed to run more slowly. To perform this retiming consider the local correctness criteria shown in Fig. 1. Fig. 1(i) shows the connections of four basic cells in the standard hexagonal array, the circle denotes an active (currently computing) processor. The original data flow pattern in Ref. 1 is constructed simply by noting that the time to traverse the cycle from cell 1 to 3 is three steps. Each cell is active only once in three steps so each real data element has to be followed by two dummy synchronising values. To produce a design in which cells are active only once every four steps we re-time the loop as shown in Fig. 1(ii), by adding delays to the diagonal outputs of two cells (one in each loop). The dual problem is to add delays to the diagonal inputs of the cells instead of the outputs. Fig. 1(ii) demonstrates a modified hexagonal array for multiplying bi-diagonal matrices in \(T = 4n + \min(w_1, w_2)\) time with efficiency \(e = 0.25\) and \(w_1 = w_2 = 2\). It follows that cells are active one in four cycles and that three synchronising elements must follow every real data input. Arrays for higher bandwidths can be built up recursively by adding cells and applying the re-timing (or its dual) to groups of four cells, and this way we arrive at Fig. 2. A simple rule for general construction
is to add delays to all the diagonal outputs of even numbered rows of cells. Tracing out the snapshots as shown in Fig. 2, demonstrates that the design computes correctly, and that for the matrices to synchronise at most \((1/2)\min(\bar{w}_1, \bar{w}_2)\) steps must be added to allow the input matrices to filter through the additional delay cells and meet the result matrix \(C\) as required.

It remains only to solve the original matrix product (2.8) by using two of these re-timed hexagonal arrays, each with \(\bar{w}_1 \times \bar{w}_2\) cells. The computation of \(D\) proceeds by computing one matrix product term on each array and adding the results together using \(\bar{w}_1 + \bar{w}_2 - 1\) adder cells in \(T = 4(n/2) + (3/2)\min(\bar{w}_1, \bar{w}_2) + 1\) steps and efficiency \(e = 0.25\). Interleaving the computations of \(D, E, F,\) and \(G\) now requires just a single pass, and fills all the synchronising spaces, so that the area and time for computing (2.8) is the same as a single pass but has efficiency \(e = 1.0\). The entry in row 3 of Table 1 results immediately when we assume that the delays represent negligible area compared with an inner product cell (and can be subsumed into even row cells as extra registers).

4. CONCLUSION

We have developed a new double pipe array which computes a matrix product approximately one third faster than the original hexagonal array, and twice slower than the design of Weiser and Davis. However, the new array is just as efficient as the latter and uses approximately half the hardware of either scheme.

The last column of Table 1 grades the new scheme with respect to the area time bound \(AT^2\) in Ref. 6, and we see clearly that under this criteria double pipe schemes improve the performance of the matrix product problem but that the Weiser-Davis array retains the best trade-off. Furthermore, it is fairly obvious that the splitting (2.7) can be applied directly to the Weiser-Davis array to produce a double pipe array. Simply use two quarter sized Weiser-Davis arrays and a bank of adders to compute (2.8) in four passes, and produce a time of \(T = 2n + \min(\bar{w}_1, \bar{w}_2) + 1\) using the fact that \(D, E, F,\) and \(G\) are of order \(n/2\). Notice that this array is \((1/2)\min(\bar{w}_1, \bar{w}_2)\) cycles faster than the double pipe array just derived. Both of the arrays are 100% efficient and the number of passes cannot be reduced, we conclude that no further improvements are possible unless the number of products in (2.8) is reduced, or we allow data to be loaded into cells and remain station-
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