A site-specific land and water management model in MIKE SHE
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Abstract This paper presents the development and characteristics of a site-specific physically based, spatially distributed model. The Grote Nete catchment model was built to simulate the various processes of the hydrological cycle, and their interactions with each other. It highlights the various stages of model development from conceptualisation and the underlying mathematical representation of hydrological processes, through the model set-up phase, and finally to the calibration and validation. MIKE SHE was chosen for its ability to generate a spatially distributed representation of the hydrological processes within a catchment, which was necessary for future scenario analysis. The equations coupled within the system include a three-dimensional Darcy equation in the saturated zone, the Richards equation for the unsaturated zone, the diffusion wave equation for areal overland flow and the fully dynamic Saint Venant equations for flow in channels. Evapotranspiration from the surface and subsurface are modelled using land cover and climatic factors to define the complete water budget using a physically based formulation. The paper presents the results of a multi-criteria evaluation protocol that included graphical and statistical testing, which involved the use of seven data comparison plots. Results of model calibration and validation against pre-established criteria are presented and discussed.
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Introduction
In Flanders, as in much of Belgium, water resources have been profoundly influenced by anthropogenic activities, including the construction of canals, agricultural and land drainage systems, and land use changes. Physical deterioration of rivers and their floodplains is common. Less than 20% of the rivers are still in a natural physical state. Engineering works have significantly changed water retention capacity, among other river characteristics, and this appears to be resulting in increasing incidences of extreme hydrological events. Awareness and concern have increasingly been directed towards the potential adverse impacts that anthropogenic changes have had on river valley ecosystems. Scientists have come to realize that mankind’s economic strides made over the last two centuries were at the expense of the Earth’s biodiversity, its environment and the stability of its self-regulatory systems (Todd et al. 2003). Almost no stream or river has been left in its natural state (Ripl et al. 1995). The growing awareness of the value of natural ecosystems has resulted in various efforts being initialized to reverse past anthropogenic changes (Jungwirth et al. 2002; Pedroli et al. 2002; Palmer et al. 2005). This stance, in essence, represents a shift from the past practice of taming rivers and conquering river valleys, towards an emerging trend of restoration and conservation. However, the reinstatement of a balance between mankind and nature could involve reduction of the negative human footprint on the Earth by up to 90% (Todd et al. 2003). Various methods for natural restoration are being considered.
Quantitative and qualitative information on these intervention measures are known to fluctuate with country or region, extent of ecological degradation, present land use within the region and understanding of the accompanying hydrological processes (Kusler and Kentula 1990; Richardson 1994; Mitsch and Wilson 1996). The focus of this science is on the quest for sustainable ecosystems in which human and natural values are in harmony (Mitsch 1993, 1998; Mitsch et al. 2002). In Flanders efforts to reverse the trend of ecosystem degradation have led to river valley rewetting being considered by water managers. River valley rewetting involves increasing the water contained in the river valley through one of two processes, namely groundwater and surface water rewetting. It can be achieved by any of several methods including: restoring upstream infiltration; reduction of parcel drainage; reduction of groundwater abstraction; reduction of basin level drainage by re-meandering, allowing for macrophyte vegetation growth, reduction of depth–width ratio or pinching; diverting surface water into riparian wetland and (artificial) side channels; allowing water to reside in riparian depressions after flooding (river bank overflow); or by dike and weir level regulation. It is believed to influence the ecology positively, especially during the dry summer months.

However, the hydrological influence river valley rewetting on the catchment over the annual cycle remains unclear. In regions like Belgium, this is especially with regard to a potential for increased flooding during the wet winter months. In addition, changing people’s views on water use and making them understand the meaning and necessity of good watershed management requires solid scientific arguments. Such arguments can be communicated to the stakeholders involved through the use of examples and models. Models are used to answer the research questions that arise with water retention, including the risks associated with water conservation, the required extent of basin restoration and the existence of other options to address the primary problem of hydrological extremes. Scenarios are used as a prerequisite for assessing the influence of potential land use/land cover changes on runoff generation (Niehoff et al. 2002). Thus, to fill the existing gap in knowledge of the hydrological influence of river valley rewetting and provide a basis for undertaking watershed management with stakeholders, it was necessary to develop a physically based, spatially distributed model in which the overland and channel flow processes were defined, as indeed were the surface/subsurface interactions which include depression storage as a physical process influencing water flow over the ground. The distributed hydrological model would assign both spatial and temporal representation to the area under study. The method is based on the blueprint of Freeze and Harlan (Beven 2001), and has not evolved much in time. Its main promise lies in the promise for scenario generation where no calibration information is possible (Beven 1985, 2001; Smith et al. 1994). The technique offers the best approximation of physical reality, especially when physically based parameter sets are used for the models. Also included was a coupled river network model. Channel roughness was represented by Manning’s roughness, while the interaction between the channel and the underlying bed and aquifer was defined through a leakage coefficient. Evapotranspiration was calculated on the basis of empirical equations that described the plant interception, transpiration and soil evaporation. All processes were fully coupled and interacted with each other.

Problems involving strong interactions between surface-water and groundwater regimes, as well as investigations of conjunctive water management issues, necessitate coupled simulation of the surface and subsurface flow regimes. Characterisation of flow processes individually within these regimes is well established. Attempts have also been made to link (via time-lagging or iterative coupling) some or all of these flow regimes to analyse more complete flow behaviour. MIKE SHE (Graham and Butts 2006) offers one such example of linking of subsurface, overland and channel flow processes for determining the general
response of a watershed due to interactions among individual processes. While a site-specific model is able to adequately represent discharge from the catchment, distributed hydrological modelling is not without its limitations. These are primarily due to scale, nonlinearity, uniqueness, equifinality and uncertainty (Beven 2001). Hydrological systems are nonlinear (Reggiani et al. 1998, 1999, 2000). Their theorising and modelling are held back by the absence of a scale theory (Blöschl 2001). Most models are not transferable, but are best suited to the conditions under which they were developed. Equifinality (Beven 1993, 1996) recognises that there are several model structures and parameter sets that will acceptably simulate the available data. And, finally, uncertainty recognises the limitations and uncertainties in model structure and parameter estimation or measurement.

The paper presents the application of MIKE SHE to the Grote Nete catchment in Belgium. It gives insights into how this general code was adapted to represent the local hydrology through, among other measures, a simplification of some of the equations governing basic hydrological processes. The objective here was to develop a useful physically based, fully distributed model of the Grote Nete catchment. Such a model would then be used to study the hydrological influence of river valley rewetting and, in so doing, contribute to a better understanding of the hydrological effects of catchment rewetting.

Methods and materials

The Grote Nete catchment

The Grote Nete catchment is a middle-sized hydrological catchment located in the northeast of Flanders (Figure 1). It is predominantly composed of sandy loam to sandy soils, and has a shallow water table. Average precipitation in the area ranges from 743 to 800 mm/yr. The topography is flat, ranging from 12 m in the west to 69 m in the east with an average value of 22 m (Batelaan 2006). The catchment is drained by the Grote Nete, Molse Nete and Grote Laak Rivers and their tributaries, and includes a dense network of agricultural drains. The Grote Nete River originates at the foot of the north-western edge of the Campine plateau. The basin area of the outlet limnigraphic station at Varendonk is 385 km². The catchment has two important limnigraphic stations namely, Vorst (AMINAL 992/2) on the Grote Laak and Varendonk (AMINAL 994) on the Grote Nete (VLIZ: Flanders Marine Institute 2006). Both stations have hourly discharge data series, which were used during model development.

Modelling environment

Physically based, fully distributed model, MIKE SHE. In deciding upon which model to use in this research, it was recognised that an appropriate model may be difficult to choose, and models simulating with similar data can produce very different responses (Michaud and Sorooshian 1994; Refsgaard and Knudsen 1996; Carpenter and Georgakakos 2004;
Reed et al. 2004). However, an important consideration here was the applicability of the model for scenario analysis, which necessitated the generation of a spatially distributed representation of the hydrological processes within the study area. MIKE SHE (Refsgaard and Storm 1995) was selected for hydrological modelling. It is a dynamic modelling tool that simulates the entire land phase of the hydrologic cycle. It includes all of the processes in the land phase of the hydrologic cycle (including precipitation, evapotranspiration, canopy interception, overland sheet flow, channel flow, unsaturated subsurface flow and saturated groundwater flow (Figure 2). The hydrodynamic module, MIKE 11 (Havno et al. 1995), provides a library of computational methods for steady and unsteady flow in channel networks as well as quasi-two-dimensional flow simulation on flood plains. The fully dynamic wave approximation of the Saint-Venant equations was solved numerically between all grid points at specified time intervals for given boundary conditions.

Time series analysis tool, WETSPRO. Water Engineering Time Series PROcessing tool (WETSPRO) (Willems 2000), a tool for time series analysis, was used to perform an analysis of the river discharge series at Varendonk and Vorst limnigraphic stations. A recursive digital filter for exponential recessions was used to split total rainfall–runoff discharges into its three component sub-flows (base flow, interflow and overland flow) using the recession constants for each component. This was done by means of a numerical digital filter, whose concept of recession time is derived from that of a linear reservoir. The equations governing the recursive digital filter for exponential recessions are a generalisation of those derived by Chapman (Willems 2003). This generalisation introduced two new parameters, $v$ and $\omega$, where $\omega$ is the fraction of the cumulative values in the total time series that is related to the filtered component of flow, and $v$ is defined as

\[
v = \frac{1 - \omega}{\omega}
\]

(1)

\[
f(t) = af(t - 1) + b(q(t) - aq(t - 1))
\]

(2)

\[
b(t) = ab(t - 1) + c(1 - \alpha)(f(t - 1) + f(t))
\]

(3)

and for the above relationships,

\[
a = \frac{(2 + v)\alpha - v}{(2 + v - v\alpha)}; \quad b = \frac{2}{(2 + v - v\alpha)}; \quad c = 0.5v; \quad q(t) \text{ represents the combined discharge}; \quad b(t) \text{ represents the time series of the filtered component with recession constant } k; \quad t \text{ represents time}; \quad \text{and } f(t) \text{ represents the higher frequency components.}
\]

Figure 2 The study area showing rainfall gauging stations and their corresponding Thiessen polygons.
The flow separation was based upon the significantly different recession constants of the flow components, and calibration of the recession constant was done visually. Results of this component flow filtration of the river discharge are shown in Table 1.

Model input analysis

Rainfall measurements. Spatially distributed rainfall input was used. This input was derived from rainfall data of seven gauging stations (Figure 3) in and close to the catchment. An analysis of the rainfall records revealed that gaps were present in four of the seven records (Rouhani 2004). Periods of missing data in individual stations were filled with data obtained from the closest station for which such data was available. This was done after it was determined that the records from the different stations were quite homogeneous (Figure 3) and without significant spatial variability, and a previous study by Willems (Willems et al. 2002) had established that there are no micro-climatic effects over the Grote Nete catchment. During the process of filling in missing data, differences in average rainfall volumes for different stations were addressed by use of the “normal-ratio method” of gap filling. A correction factor was applied to the rainfall data from the closest stations before this data could be used in the estimation of the missing rainfall values. The correction factor was defined as

\[ r = \frac{(R/R_C)}{r_C} \]

where \( r \) denoted the computed daily rainfall during a missing period, \( R \) denoted the long term average rainfall at the station with missing data, \( R_C \) denoted the long term average rainfall at the closest station and \( r_C \) denoted the observed daily rainfall at the closest station.

Potential evapotranspiration. The potential evapotranspiration, \( E_{p} \), was calculated for a closed, short cut grass surface, optimally supplied with water, and using coefficients that were calibrated for Belgian conditions. In estimating the evapotranspiration, \( E_{p} \), climatic data from the meteorological station at Geel (51°09'30"N, 4°59'30"E; at elevation 21 m) was used. This data included relative humidity (%), minimum and maximum temperature (°C), solar radiation (J cm\(^{-2}\) d\(^{-1}\)), number of sunshine hours and wind velocity at 2 m above ground level (m/s). The Penman–Monteith FAO-56 method was used for the calculation of the \( E_{p} \) data set (Vazquez 2004; Allen et al. 1998), using the ETREF software (Raes et al. 1986).

Modelling of the water cycle

What follows is a description of the relationships and equations used in representing the water (hydrological) cycle for the site-specific Grote Nete catchment model and, where appropriate, explanations for why certain formulations were used. A rigorous approach satisfying flow continuity in three dimensions in both the saturated and unsaturated zones of the subsurface is required for robust and reliable solutions for subsurface flow under a variety of conditions.
of general flow conditions. This was provided by the mixed form of Richard’s equation for
variably saturated subsurface flow subject to evapotranspiration and various other boundary
conditions. Figure 4 shows the relationships between the different hydrological processes.
The figure illustrates the distinction between processes that had one-way flow as opposed to
those that proceeded in both directions. It is worth pointing out that all these interactions, as
represented by arrows, were being modelled simultaneously. The processes were dynamic in nature. Each of these processes was represented at different levels of spatial distribution and complexity, dependent upon the availability of field data.

**Saturated zone flow.** The saturated zone model consisted of a three-dimensional Darcy equation. This permitted three-dimensional flow in the heterogeneous aquifer with shifting conditions between unconfined and confined conditions. The spatial and temporal variations of the dependent variable (the hydraulic head) were described mathematically within the equation, which was solved numerically by an iterative implicit finite difference technique:

\[
\frac{\partial}{\partial x} \left( K_x \frac{\partial h}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_y \frac{\partial h}{\partial y} \right) + \frac{\partial}{\partial z} \left( K_z \frac{\partial h}{\partial z} \right) - Q = S \frac{\partial h}{\partial t}
\]

where, \( K_x, K_y, K_z \) represent hydraulic conductivity along the \( x, y \) and \( z \) axes, \( h \) represents the hydraulic head, \( S \) represents the specific storage coefficient and \( Q \) represents the source/sink terms. The flow was calculated using a maximum allowable time step of 1 h.

**Hydrogeological parameters.** The catchment geology was described in terms of four geological layers to which hydraulic properties were assigned through grid-code files. The three-dimensional geological model described the extent, thicknesses and elevation of the layers. For each layer, distributed estimates were determined for the horizontal and vertical hydraulic conductivities. Calibrated parameter values for the specific yields and storage coefficients are given in Table 2.

**Groundwater abstraction.** A separate well file was created to represent the abstraction from the five abstraction wells located within the catchment, and another three just outside the boundary. Included in this file were the coordinates of each well, the vertical location of the filter and a time series of water abstraction.

**Drainage.** The drainage component of the MIKE SHE groundwater module was included. It described drainage using drainage codes (areas considered to be drained), drain levels (distributed maps of effective drainage levels, i.e. groundwater table elevation above which drainage flow occurs) and a drainage time constant. Drained water was routed to rivers based on the grid codes. The calibrated model had a drainage time constant of \( 7 \times 10^{-7} \text{s} \). It was not feasible to measure the drainage levels directly in the field. A value of 1 m was used, which is believed to be the average depth to the phreatic surface.

**Vadose zone flow.** The unsaturated zone model was a vertical soil profile model that interacted with both the overland flow and the groundwater model. The lower boundary condition for this zone was defined by the location of the groundwater table. The Richards Equation (Equation (6)) was used to represent flow in this zone:

<table>
<thead>
<tr>
<th>Table 2 Hydrogeological parameters for the Grote Net model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Specific yield</strong></td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>Layer 1</td>
</tr>
<tr>
<td>Layer 2</td>
</tr>
<tr>
<td>Layer 3</td>
</tr>
<tr>
<td>Layer 4</td>
</tr>
</tbody>
</table>
\[
\frac{\partial \psi}{\partial t} = \frac{\partial}{\partial z} \left( K \frac{\partial \psi}{\partial z} \right) + \frac{\partial K}{\partial z} - S
\]

where \( C = \partial \theta / \partial \psi \) is the soil water capacity.

A particular module, the gravity flow module, was adopted for the study area given the raised water table in the area (on average 1 m below the ground surface) (Rubarenzya et al. 2005a; Graham and Butts 2006). The driving force for transport of water in the unsaturated zone is the gradient of the hydraulic head, \( h \), composed of a gravitational component, \( z \), and a pressure component, \( \psi \):

\[
h = z + \psi
\]

The gravitational head at a point is the elevation of the point above the datum \((z\) is positive upwards). The reference level for the pressure head component is atmospheric pressure. Under unsaturated conditions the pressure head, \( \psi \), is negative due to capillary forces and short range adsorptive forces between the water molecules and the soil matrix. However, in the gravity flow module, the pressure head term is ignored and the driving force is due entirely to gravity. Thus, for vertical flow, the vertical gradient of the hydraulic head becomes 1. The unit gradient assumed in the gravity flow model means that the gradient is not influenced by capillarity and thus is ignored. This eliminates the nonlinearity associated with the soil moisture–pressure relationship and results in faster calculation of the infiltration. This makes no difference in terms of evapotranspiration except in the event that the water table is beneath the root zone, but close enough to the root zone such that the capillary rise reaches the root zone. In this case, the roots that reach the capillary zone can extract water from the saturated zone – and this is only necessary if the soil is dry and the plants cannot extract any more water from the unsaturated zone. However, given that the groundwater table in the Grote Nete catchment is shallow, the use of the gravity flow module is backed by the reasonable assumption that the plant roots will generally be able to draw water from the saturated zone. Following this,

\[
q = -K(\theta) \frac{\partial h}{\partial z} = -K(\theta)
\]

where \( q \) is the volumetric flux as obtained from Darcy’s law.

Assuming an incompressible soil matrix and constant soil water density, the continuity equation for gravity flow became

\[
\frac{\partial \theta}{\partial t} = -\frac{\partial q}{\partial z} - S(z)
\]

where \( \theta \) is the volumetric soil moisture, \( K(\theta) \) is the saturated hydraulic conductivity and \( S \) denoted the root extraction sink term.

Soil characteristics and properties. The study area is characterised by sandy to sandy loam soils, and has a high water table. The distributed soil map was broadly classified into six major classes namely podzols, c-development, open water, dunes, alluvial soils and anthropogenic soils. Vertical discretisation then followed from the ground surface down to 20 m. The minimum discretised cell height was 0.025 m at the ground surface. To each discretised layer, soil properties were assigned, including the retention curve parameters and Averjanov pedotransfer coefficients (Rubarenzya et al. 2006). Vertical flow and water content of the unsaturated soil was calculated using a maximum time step of 30 min. MIKE SHE automatically updated the computational time steps during the simulation to avoid numerical instability following high rainfall inputs.
Overland flow. The overland flow component was defined by the two-dimensional diffusion wave approximation of the Saint Venant equations governing shallow water flow. For a depth of flow, \( h \), and flow components \( u \) and \( v \) in the \( x \) and \( y \) directions of a rectangular Cartesian coordinate grid, the diffusion wave approximation of the Saint Venant equations was obtained by ignoring momentum losses that resulted from local and convective acceleration, and lateral inflows perpendicular to the flow direction. To limit the amount of water that could flow over the ground, a parameter for water detention was introduced. Detention storage of 2 mm was applied to the final model, which implied that the depth of water on the surface would have to be more than this value before it could commence flowing as overland flow. However, the model was not very sensitive to this parameter. The overland flow was calculated using a maximum time step of 30 min. An initial water depth of 0 m was used. The distributed surface roughness over the catchment was established after calibration of values from the literature.

Channel flow and surface water features. The Grote Nete catchment is composed of numerous river tributaries. In addition, the catchment has many small lakes, the result of sand mining in the past for glass production. Surface waters were represented as land use categories, along with the corresponding roughness and evapotranspirative parameters. The river network was represented in MIKE 11, which is a hydrodynamic model that is coupled to MIKE SHE and simulates the one-dimensional river flows and water levels using the fully dynamic Saint Venant equations. The equations can be written in the form (Tucciarelli 2003)

\[
\frac{\partial \sigma}{\partial t} + \frac{\partial q}{\partial x} = Q \tag{10}
\]

and

\[
\frac{\partial q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{q^2}{\sigma} \right) + g \sigma \frac{\partial H}{\partial x} + \frac{gn^2q^2}{\rho R^{4/3}} = 0 \tag{11}
\]

where \( \sigma \) represents the flow section, \( q \) represents the river discharge, \( h \) represents the water depth, \( n \) represents Manning’s coefficient, \( H \) represents the water depth plus bed elevation (total water level), \( R \) represents the hydraulic radius and \( Q \) represents the entry discharge per unit length.

The rivers were approximated by the sides of the grid cells in MIKE SHE. The model had a total of 245 \( h \) points and 210 \( Q \) points (head and discharge points, respectively). Boundary conditions were specified at upstream and downstream ends of the river network. The maximum discretisation was 750 m distance (\( dx \)), with a fixed time step (\( dt \)) of 10 min. Rivers and tributaries within the catchment are unlined: therefore, in modelling the exchange flow between the river and the underlying aquifer, the resistance was assumed to be from the aquifer material only.

Interception and evapotranspiration. The Kristensen–Jensen model (Kristensen and Jensen 1975) was used to represent evapotranspiration. In applying this model, the net rainfall was first calculated from the total rainfall by subtracting water intercepted by the leaves. The retention of precipitation on the leaves, branches and stems of vegetation was modelled. The interception process was simulated such that precipitation in excess of interception storage and evaporation from interception was able to reach the ground surface. This was computed at the start of every time step of simulation at each model spatial location. The interception storage varied between zero and the interception storage capacity, \( I_{\text{max}} \), whose value was dependent upon the vegetation type and its stage of development. Evapotranspiration was first removed from intercepted rainfall, and then from ponded water at the reference evapotranspiration rate. The actual soil
moisture content, soil field capacity and wilting point in each vertical cell were used to control the amount of transpiration.

**Land use and vegetation.** The final land use map was based on the 1995 land use map of Flanders. However, the latter map had several land use classes of which there was insufficient data. This was solved by undertaking a reclassification of the 1995 land use map of Flanders to reduce the number of land use classes. The aim of this reclassification was to simplify the land use input and balance data availability with the detail required of spatially distributed modelling, and to merge very small land uses into similar categories. Determination of which land uses to merge together was undertaken in conjunction with the Ecosystem Management Research Group of the University of Antwerp, who have vast field experience in the Grote Nete catchment. The land uses were reclassified from an initial 20 land use types into the following eight categories: built-up areas (23.5%), bare soil (0.6%), grassland (20.8%), maize (35.7%), pine forest (3.1%), leaf forest (14.7%), wetlands (0.3%) and open water bodies (1.3%). Each land use had an associated user-defined vegetation development file, which contains information on the annual growth cycle, and progression of the Leaf Area Index (LAI) and crop coefficient ($K_c$) values.

**Model performance evaluation**

**Statistical analysis.** A multi-criteria modelling protocol involving both the split-sample approach and a graphical approach using validation plots was employed to test the model during the calibration and validation stages. Hourly river discharge data was used, with a calibration period from 1986–1988 and validation from 1990–1995. Both the measured ($Q_m$) and simulated ($Q_s$) river discharge series were subjected to standard exploratory data analysis to describe the performance of the model by use of three traditional summary statistics, namely the mean square error (MSE), the coefficient of determination ($R^2$) and the efficiency coefficient (EF). The MSE is a measure that considered the average random discrepancy between $Q_m$ and $Q_s$. It is defined as

$$
MSE = \frac{1}{n} \sum_{i=1}^{n} \frac{(Q_m(i) - Q_s(i))^2}{\lambda^2}
$$

where $i$ is the number of observations (1, $n$). The Box–Cox transformation (Bandy and Willems 2000) was applied to both $Q_m$ and $Q_s$ in the determination of the MSE, and was defined with a calibration parameter, $\lambda$, as

$$
BC(Q) = \frac{Q^\lambda - 1}{\lambda}
$$

The Box–Cox transformation was used because classical sampling theory assumes homoscedascity, i.e. that the variances of the sampled elements are the same. One of the challenges of rainfall–runoff modelling is that the residual variance is not constant but rather increases with increasing discharge and therefore the assumption of homoscedascity is invalid (Box and Cox 1964; Sorooshian and Dracup 1980; Chapman 1991; Beven 2000; Boyle et al. 2000). This problem is exaggerated for coefficients like the MSE and EF which have square error terms in their equations. To overcome this limitation, two main approaches have been proposed. The first involves variations to the mathematical expressions of the coefficients (Legates and McCabe 1999; Madsen 2000, 2003), while the second involves transformation of the variables of interest (Kelly and Krzysztofowicz 1997; Kokkonen and Jakeman 2001; Moran 1970). The Box–Cox transformation is an example of the latter. The value of $\lambda$ for the Grote Nete catchment was previously determined as 0.25 (Rubarenzya et al. 2000).
The EF of Nash and Sutcliffe (Nash and Sutcliffe 1970) was adopted. This is a dimensionless and scaled version of the MSE defined as

$$EF = \left[ 1 - \frac{\sum_{i=1}^{n} (Q_{m}(i) - Q_{s}(i))^2}{\sum_{i=1}^{n} (Q_{m}(i) - \bar{Q}_{m})^2} \right] = \left( 1 - \frac{\text{MSE}}{S_m^2} \right)$$

where $\bar{Q}_{m}$ and $S_m$ are the mean and variance of the modelled river discharge series, respectively. The final criterion was the dimensionless coefficient of determination $R^2$, defined as

$$R^2 = \frac{\sum_{i=1}^{n} (Q_{m,i} - \bar{Q}_{m})^2 (Q_{s,i} - \bar{Q}_{s})}{\sqrt{\sum_{i=1}^{n} (Q_{m,i} - \bar{Q}_{m})^2 \sum_{i=1}^{n} (Q_{s,i} - \bar{Q}_{s})^2}}$$

Statistical time series processing. An additional evaluation criterion in the form of statistical time series processing catered for the possible presence of serial dependence, which often occurs in model residuals when series of observations are used. Serial dependence increases with decreasing time steps of the series. It also depends on the flow magnitude (Willems 2005). The serial dependence in high flows is most significant at small time scales, for instance, hourly time steps or time steps less than the recession constant of overland flow. In addition, serial dependence in low flows is more significant than in high flows because low flows have a longer recession constant than high flows. Serial dependence was addressed by extracting nearly independent observations from the flow series through hydrograph separation. A peak over threshold (POT) analysis was performed to split the river discharge series into (nearly independent hydrograph) periods. Discharge peaks were then selected from quick flow hydrographs, while least flow values were selected from low flow periods. Following the POT analysis, the following plots were then derived and used to perform a graphical analysis of the model:

1. Simulated versus measured discharge maxima during (nearly independent) quick flow hydrograph periods.
2. Simulated versus measured discharge minima during (nearly independent) base flow or slow flow hydrograph periods.
3. Cumulative flow volumes.
4. High flow extreme value statistics.
5. Low flow extreme value statistics.
6. Discharge time series, with and without log-scale for the discharge.

It was from this analysis that independent points for use in model performance evaluation were extracted from both the measured and the simulated discharge hydrographs.

Results and discussion
An acceptable parameter set was obtained for which all three statistical criteria were met over both the calibration and the validation periods. The MSE was less than 0.10 (m$^3$/s)$^2$, and the EF and $R^2$ coefficients were greater than 0.7 (Table 3). The statistical analyses revealed better model performance during the validation period as compared to the calibration period. Plots of the measured and simulated hydrographs (Figure 5) revealed an identical trend between the two for the final model parameter set. The analyses performed with peak values extracted by the POT analysis were not influenced by possible time phase shifts between
measured and simulated discharge hydrographs. This was particularly advantageous given that the river discharge series had a small time step (hourly), and it was possible for small time shifts to occur in the model simulation results due to, for instance, the locations of raingauges relative to rainfall fronts within the catchment.

Figures 6, 7 and 8 show some of the plots used in graphical evaluation of the model, the latter two of which were used to test how well the model was able to simulate peak high and low flows. Figure 9 shows an analysis of the performance of the model in representing extreme low values during the calibration and validation periods, respectively. To obtain these extreme low flow values, a POT analysis was carried out on the inverse of the discharge values. Analysis of the performance of individual extreme low flows was performed to assess how well the model is simulating low extremes. In addition, the comparison plots for discharge minima for both the calibration and validation periods (Figure 8) showed points oscillating close to the bisector. The scatter of points about the bisector was less during model validation than during calibration. This indicates that the validation period was better

<table>
<thead>
<tr>
<th></th>
<th>MSE ($m^3/s)^2$</th>
<th>EF</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>0.08</td>
<td>0.75</td>
<td>0.87</td>
</tr>
<tr>
<td>Validation</td>
<td>0.08</td>
<td>0.70</td>
<td>0.90</td>
</tr>
</tbody>
</table>
simulated than the calibration period. Figure 10 shows an analysis of the performance of the model in representing extreme high values. The extreme high flow values were obtained from a POT analysis carried out on the discharge values. Here, analysis of the performance of individual extreme high flows was performed, firstly, to rule out any possibility of
rejecting the model as a consequence of a possible shift (backwards or forward) in the output hydrograph when compared to the measured hydrograph. Secondly, to assess how well the model is simulating high extremes. Studying Figures 7 and 10 leads to the conclusion that there is good agreement between measured and simulated values. It was observed that the scatter of points about the bisector was good for both the model validation and calibration. From the plot of cumulative volumes (Figure 6) it is concluded that the total flow volume was being well simulated by the model. Generally, the plots of peak flows revealed good overall simulations. Figure 7 showed a good estimation of the peak high flows (see Figure 5), while Figure 8 showed that the peak low flows were being overestimated during the calibration period. In both cases, the points were all close to the bisectors.

Over 20% of the catchment area consists of urban settlements, with combined sewer networks carrying stormwater (and domestic sewerage) across sub-catchments and quickly into the collecting streams. Rough estimates put the percentage of overland flow from urban drainage at 30–60%. In addition, sewers import additional flow from urban areas outside the model domain. This flow across the boundary could not be readily estimated, and is not included in the model. Although a conceptual drainage component was included in the development of the site-specific model for this catchment, it did little to explicitly represent flow from urban catchments, especially the rapid concentration over sub-catchments by means of long sewer networks. This may be the main factor contributing to the depressed high flow peaks (Figure 7).

Finally, to further investigate an underestimation of discharge that was observed at Varendonk towards the end of the validation period (Figure 6), a plot was made of extreme high discharges and discharge ratio, $r$ (ratio of measured to simulated discharge), for the periods 1986–1987, 1990–1991, 1992–1993 and 1994–1995 (Figure 11). The period
1987–1989 was excluded because it had a period with erroneous data. From the plot, a drop is observed in the discharge ratio, $r$, in moving from 1986–1987 to 1990–1991, after which a progressive increase is observed from 1990–1991 through to 1994–1995. The results of this analysis indicate the absence of a trend in the discharge at Varendonk since the discharge ratio is shown to both reduce and increase during this validation period. Comparable simulation results as at Varendonk were obtained for the limnigraphic station at Vorst (Figure 12).

**Conclusions**

This paper has outlined the development of a physically based, fully distributed model as was realised for the Grote Nete catchment using MIKE SHE. This paper highlighted the various stages of model development from conceptualisation of the model and the underlying mathematical representation of hydrological processes, through the model set-up phase, and finally to the calibration and validation of the model. Each of the hydrological processes was represented at different levels of spatial distribution and complexity, dependent upon the availability of field data. The multi-dimensional Grote Nete catchment model was built to include a three-dimensional solution for saturated–unsaturated flow in the subsurface, and one- and two-dimensional solutions for surface water flow, all of which solutions were tightly coupled and linked through time-lags. The two-dimensional solution simulated overland rainfall–runoff processes, while the one-dimensional solutions simulated channel flow. This is an example of the development of a site-specific model. Over both the calibration and the validation periods, the MSE of river discharge was less than 0.10 (m$^3$/s)$^2$, and the EF and $R^2$ coefficients were greater than 0.7. Graphical comparison of measured and simulated river discharge series using seven evaluation plots showed good model performance during both calibration and validation periods. An acceptable parameter set would be determined.

The Grote Nete catchment model is being applied for conjunctive land and water management evaluations, specifically studying the potential hydrological consequences on river discharges of anthropogenic perturbations in the form of river valley rewetting. In the research, output from a Spatial Analysis tool (SPAN) (Staes and Meire 2006) is integrated into the model. The combined modelling platform is then used for the integrated assessment of river valley rewetting potential, addressing the hydrological, social and ecological aspects of the process.
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