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In an earlier research paper, we presented a novel, yet straightforward linear-time algorithm for merging two sorted lists in a fixed amount of additional space. Constant of proportionality estimates and empirical testing reveal that this procedure is reasonably competitive with merge routines free to squander unbounded additional memory, making it particularly attractive whenever space is a critical resource. In this paper, we devise a relatively simple strategy by which this efficient merge can be made stable, and extend our results in a nontrivial way to the problem of stable sorting by merging. We also derive upper bounds on our algorithms' constants of proportionality, suggesting that in some environments (most notably external file processing) their modest run-time premiums may be more than offset by the dramatic space savings achieved.
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1. INTRODUCTION

It is a well-recognised phenomenon that no matter how much main memory (also known as core memory, directly-addressable memory, non-virtual memory or real memory) is made available to a collection of users and systems, it seems never to be enough to satisfy everyone completely. Although main memory is often rather cavalierly regarded as an inexpensive resource, its availability is in fact critical in many applications. We are reminded of the following passage by the witty and imaginative science writer D. E. H. Jones:13

Let's assume that the brain, like most computers, stores intelligence (programs) and memory (data) in the same form and distributed throughout the same volume. Then the more space is taken up by data the less is available for programs and working space. Clearly as life progresses and memories multiply, there must come a time when programs and working space get squeezed. This must be senility.

Naturally, main memory should be allocated and managed carefully to avoid thrashing2 and other forms of computer senility. This is particularly true for heavily-used operations like merging and sorting, known to dominate a large portion of all available execution time over broad classes of computer systems.14 This is even more evident when performing these operations over enormous external files. In such an environment, the overall processing time is frequently determined not by the speed of the algorithm used to process file segments internally, but rather by the ways in which available main memory can be used to accommodate more and larger buffers, thereby increasing device and channel parallelism while decreasing the number of I/O transfers required.

Unfortunately, for stable merging and sorting, the obvious algorithms that work in asymptotically optimal time (O(n) and O(n log n), respectively) waste a whopping Ω(n) extra memory cells for temporary storage. Conversely, the conspicuous ways to merge and sort in O(1) extra space are either unstable or require Ω(n^2) time. A number of stable merging schemes that use more than linear time or more than constant extra space have been suggested,1,2,3,6,9 as have several stable sorting strategies that use more than O(n log n) time or more than O(1) extra space,7,17,19,20 Also, a routine that dynamically alters keys has been defined,12 but is thus applicable only to files in which keys are explicitly stored within records. The only previously-known general method for stably merging and sorting in both optimal time and optimal extra space22,23 is widely regarded as a result of purely theoretical interest,15,44 since it is exceedingly complex and its time-complexity constant of proportionality is so huge that it hasn't even been derived. (Recent modifications have been suggested that simplify parts of this method, but its overall constant of proportionality remains prohibitively large and unbounded.)21 This contrasts poorly with unstable merging, where much progress has been made in achieving practical and straightforward optimal time and space methods and with unstable sorting, where the simple heap-sort algorithm suffices.

The main result of this paper is a relatively simple, efficient and general scheme for stable merging (and thus stable merge-sorting) in optimal time and space. Our method is based on our recently-reported algorithm for fast, in-place unstable merging.9 We also present an even more streamlined O(n log n) time and O(1) extra space stable sorting procedure for files for which there is a reasonable limit on the number of times each key can appear. Significantly, and unlike previously-reported schemes to solve these problems, we derive explicit upper bounds on the number of key comparisons and record exchanges our methods require. Note that these strategies may be especially useful for operations such as stable polyphase, balanced or cascade merge-sorting with external storage media such as tape: larger initial runs mean fewer passes of the file (the common replacement–selection method is unstable), and more available memory for buffer space can mean less time consumed in each pass.
In the next section, we discuss pertinent background information and related work. Section 3 comprises the definitions and notational conventions we shall need to present and analyse our algorithms. In Section 4, we review the fundamental, optimal time and space unstable merge of Ref. 9 and define our modifications that ensure stability. Also, to provide an upper bound on the resultant procedure's worst-case constant of proportionality, we prove that the total number of key comparisons and record exchanges required never exceeds $7n$ (plus lower-order terms). Section 5 extends our work to the problem of optimal time and space stable sorting in a nontrivial way. We devise an alternative to the obvious merge-sort strategy, and show that it never needs more than $2.5 n \log_2 n$ (plus lower-order terms) key comparisons and record exchanges. In the final section, we draw a few conclusions from this effort and pose questions that we believe merit further investigation.

2. RELATED WORK

The general approach that we shall employ inherently relies on the notions of internal buffering and block rearranging, and can be traced back to the seminal work on unstable merging described in Ref. 16. Simply stated, with this approach we attempt to view a list of $n$ records as a sequence of $O(\sqrt{n})$ blocks, each of size $O(\sqrt{n})$. This allows us to employ one block as an internal buffer to aid in rearranging or otherwise manipulating the other blocks in constant extra space. Since only the contents of the buffer and the relative order of the blocks need be out of sequence, linear time is sufficient to perform a merge with the aid of selection sorting both the buffer and the blocks (each sort involves $O(\sqrt{n})$ keys).

After the unstable method in Ref. 16 appeared, a stable procedure was proposed in Ref. 12 that, unfortunately, had the rather undesirable side-effect that records had to be alterable during its execution. Subsequently, a general algorithm for optimal time and space, stable merging and sorting was published, as a technique for simplifying parts of its control structure. For the most part, however, these results have been of academic interest only, due primarily to their discouraging complexity and their prohibitively large time–complexity constants of proportionality.

More recent research efforts have begun to focus on simpler, more practical optimal time and space internal buffering and block rearranging strategies for unstable merging, as well as for extracting duplicates from a sorted list and for all of the binary set and multiset operations on sorted lists, with potential application to a number of file processing problems.

3. NOTATION, DEFINITIONS AND USEFUL SUBPROGRAMS

Let $L$ denote a list (internal file) of $n$ records, indexed from 1 to $n$. An algorithm for rearranging the order of the records of $L$ is said to be stable if it ensures that, when it is done, records with identical keys retain the relative order they had before the algorithm began. We use $\text{KEY}(i)$ as a shorthand to denote the key of the record with index $i$. Only the two common $O(1)$ time and space primitive operations are assumed, namely, record exchanges and key comparisons. The exchange procedure, $\text{SWAP}(i,j)$, directs that the $i$th and $j$th records are to be exchanged. The comparison functions, for example $\text{KEY}(i) < \text{KEY}(j)$, return the expected Boolean values dependent on the relative values of the keys being compared.

From these primitive operations, we construct a few $O(1)$ space useful subprograms for dealing with blocks. Let us define a block to be a set of records from $L$ with consecutive indices. The head of a block is the record with the lowest index (or, formally, the ‘leftmost’ record in the block); the tail of a block is the record with the highest index (the ‘rightmost’ record in the block).

The procedure $\text{BLOCKSWAP}(i,j,h)$ exchanges a block of $h$ records beginning at index $i$ with a block of $h$ records beginning at index $j$ in $O(h)$ time. We specify that blocks do not partially overlap ($i \neq j$ then $h \leq |i-j|$) and that, when $\text{BLOCKSWAP}$ is finished, records within a moved block retain the order they possessed before $\text{BLOCKSWAP}$ was invoked. A block of $h$ records beginning at index $i$ is sorted in nondecreasing order by the procedure $\text{SORT}(i,h)$. The procedure $\text{BLOCKSORT}(i,h,p)$ uses $\text{BLOCKSWAP}$ to rearrange the $p$ consecutive blocks, each with $h$ records, beginning at index $i$ so that their tails are sorted in nondecreasing order. To reduce unnecessary record movement, an important consideration when records are relatively long, we insist that $\text{BLOCKSORT}$ use the $O(h^2 + ph)$ time straight selection sort.

The procedure $\text{ROTATE}(i,h,l)$ rotates (circularly shifts) a block of $h$ records, beginning at index $i$, $l$ places to the left. We assume that $\text{ROTATE}$ is implemented in the common fashion with three sublist reversals, thereby requiring no more than $h$ invocations of $\text{SWAP}$.

Finally, a pair of consecutive blocks, each sorted in nondecreasing order, is merged with $\text{BLOCKMERGE}(i,h,k)$, where the first block contains $h$ records beginning at index $i$ and the second contains $k$ records beginning at index $i+h$. $\text{BLOCKMERGE}$ uses $\text{ROTATE}$ to merge the shorter block into the longer one. For example, if $h \leq k$, then $\text{BLOCKMERGE}$ merges the first block forward into the second as follows. A binary search of the second block is used to find the leftmost insertion point for the leftmost record of the first block. That is, assuming $\text{KEY}(i+h) < \text{KEY}(i) \leq \text{KEY}(i+h+1)$, the displacement $p$ is computed for which $\text{KEY}(i+h+p) \leq \text{KEY}(i) < \text{KEY}(i+h+p+1)$, followed by an invocation of $\text{ROTATE}(i+h+p,h)$. The first record of the shorter block and all records to its left are now merged. The merge is completed by iterating this operation until one of the blocks is exhausted, resulting in a time complexity of $O(h^2 + k)$. (There are at most $O(h \log k)$ comparisons. Records from the shorter block are moved no more than $h$ times, while records from the longer block are moved only once.) Of course, if $h > k$, then $\text{BLOCKMERGE}$ is better off to merge the second block backward into the first in $O(h+k^2)$ time.

4. STABLE IN-PLACE MERGING

4.1 A Review of the Fundamental, Unstable Merge

Suppose $L$ contains two sublists to be merged, each with its keys in nondecreasing order. In Ref. 9 we presented a fast and surprisingly simple algorithm for (unstably) merging in linear time and constant extra space. Even without ‘tinkering’ with it to achieve an especially
efficient implementation, its average run time on large lists exceeds that of the standard, widely-used merge (which is free to exploit \(O(n)\) temporary extra memory cells) by less than a factor of two. Aspects that contribute to its straightforwardness include a rearrangement of blocks before a merging phase is initiated and an efficient pass of the internal buffer across the list to reduce unnecessary record movement.

We now briefly review the central features of this \(O(n)\) time and \(O(1)\) extra space method, with a number of simplifying assumptions made about \(L\) to facilitate discussion. We refer the reader to Ref. 9 for a complete exposition of the algorithm, an example, and the \(O(\sqrt{n})\) time and \(O(1)\) space implementation details necessary for handling arbitrary inputs.

Let us suppose that \(n\) is a perfect square, and that we have already permuted the records of \(L\) so that \(\sqrt{n}\) largest-keyed records are at the front of the list (their relative order there is immaterial), followed by the remainders of the two sublists, each of which we now assume contain an integral multiple of \(\sqrt{n}\) records in nondecreasing order.

Therefore, we view \(L\) as a series of \(\sqrt{n}\) blocks, each of size \(\sqrt{n}\). We will use the leading block as an internal buffer to aid in the merge. Our first step is to invoke BLOCKSORT on the \(\sqrt{n} - 1\) rightmost blocks, after which their tails form a nondecreasing key sequence. (In this setting, selection sort requires only \(O(n)\) key comparisons and record exchanges.) Records within a block retain their original relative order.

Next, we locate two series of records to be merged. The first series begins with the head of block 2 and terminates with the tail of block \(i, i \geq 2\), where block \(i\) is the first block such that the key of the tail of block \(i\) exceeds the key of the head of block \(i+1\). The second series consists solely of the records of block \(i+1\). We now use the buffer to merge these two series. That is, we repeatedly compare the leftmost unmerged record in the first series to the leftmost unmerged record in the second, swapping the smaller-keyed record with the leftmost buffer element. Ties are broken in favour of the leftmost series. (In general, the buffer may be broken into two pieces as we merge.) We halt this process when the tail of block \(i\) has been moved to its final position.

We now locate the next two series of records to be merged. This time, the first begins with the leftmost unmerged record of block \(i+1\) and terminates as before for some \(j \geq i\). The second consists solely of the records of block \(j+1\). We resume the merge until the tail of block \(j\) has been moved.

We continue this process of locating series of records and merging them until we reach a point where only one such series exists, which we merely shift left, leaving the buffer in the last block. A sort of the buffer completes the merge of \(L\).

\(O(1)\) space suffices for this procedure, since the buffer was internal to the list, and since only a handful of additional pointers and counters are necessary. \(O(n)\) time suffices as well, since the block sorting, the series merging and the buffer sorting each require at most linear time.

4.2 Obstacles to Stability

The primary problem to be addressed in order to achieve stability is the need to be able to distinguish blocks as to whether each originated in the first or the second sublist. This is a more difficult task than it may seem at first blush. A number of schemes will do if each block has different keys at its head and its tail. For example, we could simply make a temporary swap of the records at the head and tail of a block if and only if it originated in, say, the second sublist. (Such a swap would be made during the blocking-sorting phase and undone during the series-merging phase.) The real problem lies with homogeneous blocks, those in which every record in the block has the same key as every other record in the block. To illustrate this conundrum, suppose we know by some artifact that block \(i > 2\) originated in the first sublist, but only that block \(i-1\) is homogeneous. Also, suppose the key of the tail of block \(i-1\) equals the key of the head of block \(i\), but is strictly less than the key of the tail of block \(i\). In this circumstance, stability is jeopardized since we cannot determine whether the head of block \(i\) should be merged to the left or to the right of the records of block \(i-1\). (It should go to the left if block \(i-1\) originated in the second sublist, but to the right otherwise.)

Additionally, we must be wary of a few other details that, if neglected, can compromise stability. For example, we need to load the buffer with records having distinct keys, if that is possible, since the buffer's contents are arbitrarily permuted during the series-merging phase. Correspondingly, we must provide for the special case in which there are not enough distinct keys to fill the buffer. We also want to make the BLOCKSORT subprogram of the block-sorting phase stable, because otherwise a large collection of homogeneous blocks may be unpredictably rearranged. Finally, as with the fundamental, unstable merge, we need to specify implementation details for handling lists and sublists of arbitrary sizes.

4.3 The Main Idea

Since the possibility of troublesome homogeneous blocks prevents the use of any simple scheme for identifying individual blocks as to their origin, we shall seek instead to devise a strategy by which we can distinguish a series of consecutive blocks from the first sublist from a series of consecutive blocks from the second. To this end, it is enough if we can be sure of the first and last block in every series from the second sublist only.

We shall encode this information in \(L\) during the (stable) block-sorting phase and decode it during the series-merging phase. To encode, we use two memory cells, one to point to the (post-sorting) position of the leftmost block of the leftmost second-sublist series and one to point to the (post-sorting) position of the rightmost block of the rightmost second-sublist series. As the sort phase progresses, we mark each series by exchanging the head of the rightmost block of one second-sublist series with the tail of the leftmost block of the next second-sublist series.

We thus make use of the fact that one or more blocks from the first sublist must lie between the blocks we have modified, insuring that we can correctly decode the series delimiters during the series-merging phase. That is, it directly follows that the head of the rightmost block of a second-sublist series will temporarily have a key strictly
greater than that of the record to its immediate right, while the tail of the leftmost block of a second-sublist series will temporarily have a key strictly less than that of the tail of the block to its immediate left. Of course, with this stringent mechanism for defining each distinct series to be merged, we do not employ the simpler criteria used in the unstable merge to locate series. Now, as we merge, we undo the exchanges that delimit the series and always break ties in favour of the series from the first sublist. \(O(\sqrt{n})\) time and \(O(1)\) space are sufficient for this scheme.

### 4.4 Other Relevant Details

We attempt to load the internal buffer with distinct-keyed records as follows. We begin at the right end of the first sublist and scan to the left. When a comparison of adjacent keys reveals that the leftmost copy of a key has been found, that record is coalesced into the buffer. Other records are exchanged with the rightmost current buffer element. Therefore, the buffer begins with size zero and grows as we ‘roll’ it to the left. When it has attained size \(\sqrt{n}\), we invoke \textit{ROTATE} to left-justify it. At the end of the series-merging phase (the buffer is now right-justified), we stably merge the buffer with the remainder of the list with a backward \textit{BLOCKMERGE} using leftmost insertion points.

In the event that we exhaust the first sublist without filling the internal buffer, we must employ fewer but larger blocks. Specifically, if we obtain only \(s < \sqrt{n}\) buffer elements, then we use \(s\) blocks, each of size at most \([n/s]\). Although this permits the use of the stable \textit{BLOCKSORT} described below, it is of no help in the merging phase. Fortunately, however, such a small number of distinct keys in the first sublist ensures that we can, in \(O(n)\) time, stably merge the sorted series of blocks with a left-to-right series of backward \textit{BLOCKMERGE} operations, each using the proper insertion point, which is the leftmost if the left series is from the second sublist, and the rightmost otherwise. Since the buffer does not in this scheme end up adjacent to the unmerged suffix of the right series when the left is exhausted, we use a pointer to indicate this boundary, namely, the location of the leftmost record in the right series not moved by \textit{ROTATE}. (Although this method is easy to implement, it is not perhaps obvious that it takes only linear time. See Section 4.5.) We then stably merge the buffer with the remainder of the list with a forward \textit{BLOCKMERGE} using leftmost insertion points.

Our \textit{BLOCKSORT} implementation must be stable. This is easily achieved by first invoking \textit{SORT} on the buffer and then using it to ‘remember’ the original block sequence. That is, we exchange each buffer element with the proper block’s tail before blocks are rearranged, and then undo each exchange as the corresponding block is selected by \textit{BLOCKSORT}. This simple scheme, a variation of the ‘segment insertion process’ used in Ref. 23, thus restores the tails in time to perform the series-encoding task (as described in Section 4.3) as the sort progresses. Finally, for lists and sublists of arbitrary sizes, we employ a method analogous to the one we used for unstable merging. This gives potential rise to one small block (of size less than \(\lfloor \sqrt{n} \rfloor\)) at the extreme right end of the list, and one at the left end to the immediate right of the buffer. For the right block, no modification is necessary. For the left one, we observe that in general a \textit{ROTATE} may be necessary to insert the block in its proper place, after \textit{BLOCKSORT} is finished, when a second-sublist series should precede it.

### 4.5 Constant of Proportionality Bounds

In an effort to measure the practical potential of this stable, optimal time and space merge, we shall study the number of key comparisons and record exchanges it demands. These two primitives are generally regarded as by far the most time consuming operations for internal file processing, requiring storage-to-storage instructions for many architectures. Since it is possible to count them independently from the code of any particular implementation, their total gives a meaningful estimate of the size of the linear-time constant of proportionality for the algorithm we have devised. (As for the issue of constant extra space, a careful review of our method reveals that a couple of dozen additional storage cells is all we need for use as pointers and counters.)

We now proceed to derive a worst-case bound on the key-comparison and record exchange sum. For simplicity, we allow for a (possibly unrealizable) worst-case scenario, implying that the figures we produce may be rather conservative upper bounds. (This is offset to some extent, especially for small inputs, by the fact that we are ignoring operations bounded above by lower-order terms. For example, sorting the buffer can be accomplished in-place with heap-sort in \(O(\sqrt{n} \log n)\) time. In fact, our main idea for achieving stability needs only \(O(\sqrt{n})\) time.) Let \(n_i(n_j)\) denote the size of the first (second) sublist, and thus \(n_i + n_j = n\).

Consider the general case, in which there are plenty of distinct keys to fill the buffer. Extracting the buffer uses at most \(n_i\) comparisons and \(n_j\) exchanges. By selecting blocks from right to left, our stable \textit{BLOCKSORT} requires at most \(\sum_{i=1}^{\sqrt{n}} i < n/2\) comparisons (the first sublist does not become disordered) and fewer than \(n\) exchanges (each of the \(\sqrt{n} - 1\) \textit{BLOCKSWAP} invocations puts \(\sqrt{n}\) records in position). For arbitrary list and sublist sizes, the \textit{ROTATE} used to move the left small block needs at most \(n_i\) exchanges. For the series-merging phase, fewer than \(n\) comparisons and \(n\) exchanges suffice. Finally, since we use a binary search to locate the insertion points for merging back the buffer, this operation needs only \(O(\sqrt{n} \log n)\) comparisons and no more than \((n - \sqrt{n}) + \sum_{i=1}^{\sqrt{n}} i < 1.5n\) exchanges. Therefore, we are guaranteed a worst-case key-comparison and record-exchange grand total of something less than \(6.5n\).

For the special case in which we exhaust the first sublist before filling the buffer, the only operation whose constant is affected is the series-merge, which is implemented with a series of \textit{BLOCKMERGE} invocations. In this simple scheme, we work from left to right, always merging a series of one or more blocks with the single block to its immediate right. Since there are only \(s < \sqrt{n}\) distinct keys in the first sublist, we shall in this case employ two binary searches to locate insertion points for merging (the first search on the series or block from the first sublist, the second search on the other) and require only \(O(\sqrt{n} \log n)\) comparisons. As for exchanges, we observe that no record is moved to the right more than once. Each distinct key in the first sublist gives rise to at
most one invocation of \textit{ROTATE}, except when such a key is represented in two distinct first-sublist series \((it \ cannot \ be \ in \ three \ or \ more)\), which can happen at most \(s/2\) times, each time giving rise to at most one more \textit{ROTATE} operation. Since each \textit{ROTATE} moves at most \(n/s\) records to the left, a total of at most \(n+1.5s(n/s) = 2.5n\) exchanges are required. Hence, we are assured a worst-case key-comparison and record-exchange grand total bounded above by \(7n\).

For comparison, consider previously-published methods to solve this problem.\(^{21,22}\) Curiously, these works focus only on establishing the existence of algorithms, and include no constant of proportionality analysis. However, we have studied the intricate details of the general method they use, as described in full in\(^ {22}\) and have found that they yield a worst-case key-comparison and record-exchange total in excess of \(15n\). Perhaps more importantly, we observe that our approach is dramatically simpler. As one rough estimate of the cost of stability, we remark that the key-comparison and record-exchange total of our underlying, unstable merge was bounded above by \(3.5n\) in Ref 9.

5. STABLE IN-PLACE SORTING

5.1 The Direct Merge-Sort Approach

We can, naturally, now take the simple course suggested in Ref 23 and directly use our stable, in-place linear-time merge as a subroutine for merge-sorting. We observe that this gives rise to a key-comparison and record-exchange total bounded above by \(7n \log n\), plus lower order terms (elementary combinatorics guarantees that our merge's sublinear terms, the largest of which is \(O(n \log n)\), give rise to terms of at most \(O(n)\) in the resulting 'divide and conquer' merge-sort scheme.

As with the traditional, memory-dependent merge-sort, this scheme will be more effective in practice if we use a less-complicated, quadratic-time sort when subfile sizes fall below some established 'break-even' point that depends on a number of factors local to a given sorting environment. Even so, a lot of time will be spent in extracting an internal buffer at each call of the merge subroutine. We shall demonstrate in the next subsection that this effort can be avoided as long as no single key is permitted to dominate the file.

5.2 A Nontrivial Sort-by-Merging Strategy

Consider an environment in which no key is duplicated more than about \(\sqrt{n}\) times, which may be plausible in many settings. With this restriction, we now outline a method to sort stably by merging so as to bypass much of the overhead involved in a direct merge-sorting scheme. (Nevertheless, without this restriction, we must endorse instead the direct merge-sort approach. That is, we have found no general mechanism by which our nontrivial merge-sort described below can stably handle large numbers of homogenous blocks in its later passes without overstepping our professed goal of presenting relatively simple and practical algorithms.)

To facilitate discussion, suppose that \(n\) is of the form \(2^k + 2^k\) for some positive integer \(k\). We assume that no single key is represented more than \(2^k\) times. Consequently, we can use blocks of size \(2^k\) since there are more than \(2^k\) distinct keys available for the buffer. (No laborious discussion of implementation details is necessary. If \(n\) is not of the proper form, we merely determine the value of \(k\) for which \(2^{2k} + 2^k < n < 2^{2k+1} + 2^{k+1}\). Our restriction becomes that no single key is represented more than \(2^{k-1}\) times, insuring blocks of size \(2^{k+1}\), which will do.) Figure 1a depicts such a list with \(k = 2\) and \(n = 20\). Only record keys are listed, denoted by capital letters. Subscripts are included to keep track of duplicate keys as the algorithm progresses.

The first step of the algorithm is to fill an internal buffer of size \(2^k\) with records having distinct keys. Thus we seek to convert \(L\) into the form \(BA\), where \(B\) is the buffer and \(A = L - B\) such that \(STABLESORT(L) = STABLEMERGE(B, STABLESORT(A))\). To do this, we perform a left-to-right scan of \(L\), `growing' \(B\) as a sorted sublist. The first record of \(L\) is placed in \(B\). As we scan the \(i\)th record, \(i > 1\), we conduct a binary search on \(B\) to see if its key is already present. If so, we go on to scan the next record. If not, we \textit{ROTATE} the appropriate segment of \(L\) so that \(B\)'s rightmost record occupies position \(i-1\). We then insert the new record into \(B\).

As soon as \(B\) is filled, we invoke \textit{ROTATE} to make \(B\) a prefix of \(L\). Fig. 1 illustrates how this process modifies our example list of 20 elements. We have used only \(O(1)\) extra space, \(O(n)\) exchanges and \(O(n \log 2^k = nk)\) comparisons.
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To facilitate discussion, suppose that \(n\) is of the form \(2^k + 2^k\) for some positive integer \(k\). We assume that no single key is represented more than \(2^k\) times. Consequently, we can use blocks of size \(2^k\) since there are more than \(2^k\) distinct keys available for the buffer. (No laborious discussion of implementation details is necessary. If \(n\) is not of the proper form, we merely determine the value of \(k\) for which \(2^{2k} + 2^k < n < 2^{2k+1} + 2^{k+1}\). Our restriction becomes that no single key is represented more than \(2^{k-1}\) times, insuring blocks of size \(2^{k+1}\), which will do.) Figure 1a depicts such a list with \(k = 2\) and \(n = 20\). Only record keys are listed, denoted by capital letters. Subscripts are included to keep track of duplicate keys as the algorithm progresses.

The first step of the algorithm is to fill an internal buffer of size \(2^k\) with records having distinct keys. Thus we seek to convert \(L\) into the form \(BA\), where \(B\) is the buffer and \(A = L - B\) such that \(STABLESORT(L) = STABLEMERGE(B, STABLESORT(A))\). To do this, we perform a left-to-right scan of \(L\), 'growing' \(B\) as a sorted sublist. The first record of \(L\) is placed in \(B\). As we scan the \(i\)th record, \(i > 1\), we conduct a binary search on \(B\) to see if its key is already present. If so, we go on to scan the next record. If not, we \textit{ROTATE} the appropriate segment of \(L\) so that \(B\)'s rightmost record occupies position \(i-1\). We then insert the new record into \(B\).

As soon as \(B\) is filled, we invoke \textit{ROTATE} to make \(B\) a prefix of \(L\). Fig. 1 illustrates how this process modifies our example list of 20 elements. We have used only \(O(1)\) extra space, \(O(n)\) exchanges and \(O(n \log 2^k = nk)\) comparisons.

In the second step of the algorithm, we use \(B\) to conduct the first \(k+1\) passes of a merging sort. We first employ the rightmost buffer element to conduct a left-to-right pass of \(A\), producing a sequence of sorted two-record sublists as we go. The second merging pass is done with the rightmost two remaining buffer elements, this time producing sorted four-element sublists, and so on. The size of \(B\) ensures that this simple strategy suffices for \(k\) passes, each doubling the length of the sorted sublists. (Since \(2^k = \sum_{i=1}^{k} 2^{i-1} + 1\), pass \(i\) is performed with \(2^{i-1}\) buffer elements for \(1 \leq i < k\), but in pass \(k\) we use \(2^{k-1} + 1\) elements, one more than we really need.) Now that \(B\) is reassembled as a suffix of \(L\), we proceed to use it in a right-to-left fashion to perform merging pass \(k+1\).
Therefore BA has been transformed into BC, where C contains $2^{k-1}$ sorted sublists, each of size $2^{k+1}$. See Figure 2. No more than $O(1)$ space and $O(nk)$ time has been used.

For the third step of the algorithm, it is helpful to think of C as a collection of $2^k$ sorted blocks, each of size $2^k$. In pass $k + 2$, we use $B$ to obtain $2^{k-1}$ sublists, each of size $2^{k+1}$ as follows. Let $X$ and $Y$ denote a pair of sublists in C to be merged. We first locate the block of $X$ whose head contains the smallest key in $X$. Let $X_1$ denote this block. Let $Y_1$ denote the corresponding block of $Y$. (Note: We will search $X$ and $Y$ for these and all remaining merging blocks as they are needed. Although blocks will always be sorted internally, they will in general become unordered within a sublist with respect to each other. This turns out to be advantageous in the long run, requiring but a single BLOCKSORT after the final pass rather than a series of BLOCKSORTs at each pass that would result in a great deal of unnecessary record movement.) $X_1$ and $Y_1$ are now merged into the buffer's block until it is filled. Whenever a block is filled, we must determine the next block to fill, as follows. If the buffer is now contained within one block, then that block is filled next. Otherwise, the buffer must be split into two pieces, one in a block of $X$ and the other in a block of $Y$. If one piece is a suffix for its block (both cannot be), then we resume the merge at that block. If not, then each piece must be a prefix for its block, and we resume the merge at the block with the smaller tail, ties broken in favour of the $X$ block. After all blocks of $X$ and $Y$ are merged in this manner, the buffer (now in one block) is moved back to its original position and we begin to merge the next pair of sublists in the same fashion.

This procedure is repeated in every subsequent pass, each time with half as many sublists, each sublist with twice as many blocks, until pass $2k$, which is the last. See Figure 3. In this step, we have used at most constant extra space and each of the $k - 1$ passes needs only linear time.

After pass $2k$, BC has been replaced by BD, where D (like C) contains $2^k$ sorted blocks, each of size $2^k$. However, we can now complete our stable sort of $L$ by stably sorting $B$, sorting $D$ with a stable BLOCKSORT, and stably merging $B$ with $D$. See Figure 4. Thus the entire strategy runs in $O(n \log n)$ time and $O(1)$ extra space.
We observe that major factors that make this scheme so much faster than a direct merge-sort implementation are these: (1) we extract the internal buffer only once, not at every merge operation, (2) we use the buffer in a novel and very efficient fashion for passes 1 through \( k + 1 \) as we break it into advantageously-sized pieces and pass them across the file, and (3) we avoid unnecessary record movement by delaying the use of BLOCKSORT until the final step.

5.3 Constant of Proportionality Bounds

As in Section 4.5, we focus on key comparisons and record exchanges, concentrating on the constant of proportionality for the leading (this time, \( O(n \log n) \)) time complexity term.

Filling the buffer requires no more than \( n \log_2 \sqrt{n} \) comparisons and only a linear number of exchanges. (When \( n \) is not of the special form, this is the only step whose time complexity may increase, since a bigger buffer is used. Even so, the buffer's size is no more than doubled, thereby affecting at most the linear term.) The first merging pass needs at most \( n/2 \) comparisons and \( n \) exchanges. In general, pass \( i \), \( 1 \leq i \leq k + 1 \), needs at most \( (n - n/2^i) \) comparisons and \( n \) exchanges. The last merging pass, pass \( 2k \), needs at most \( n + n/2 + O(\sqrt{n}) \) comparisons (to merge, \( n/2 + O(\sqrt{n}) \) to search for the correct blocks) and \( n \) exchanges. In general, pass \( 2k + 1 - j \), \( 1 \leq j \leq k - 1 \), needs at most \( (n + n/2^i) + O(\sqrt{n}) \) comparisons and \( n \) exchanges. Therefore, we can balance these leading terms, deriving a cost for the merging passes bounded above by \( 2kn < n \log_2 n \) comparisons and \( n \log_2 n \) exchanges. Linear time suffices for the final merging and sorting steps. We conclude that we are guaranteed a worst-case key-comparison and record-exchange grand total not greater than \( 2.5 n \log_2 n \).

This worst-case total compares favourably with average-case key-comparison and record-exchange totals for popular unstable methods: quick-sort's average-case figure is a little more than \( 1.4 n \log_2 n \); heap-sort's is about \( 2.3 n \log_2 n \). (These values are derived from the analysis in Ref. 14, where we count a single record movement at one third the cost of a two-record exchange.)

6. DIRECTIONS FOR CONTINUED RESEARCH

We have presented relatively straightforward and efficient stable merging and sorting strategies that simultaneously optimize both time and space (to within a constant factor). The upper bounds we have derived on constants of proportionality are probably overly pessimistic, representing extreme and possibly unrealizable cases hardly representative of expected behaviour. On the other hand, we again remind the reader that we have brushed aside lower-order terms that can be significant in practice, especially for small files.

Given the obvious importance of merging and sorting, a next logical step along this general line of investigation might be a thorough testing of careful implementations of these algorithms. A great number of factors would likely be relevant to such an empirical study, including the frequency distribution of keys, the percentage of duplicate keys present, the initial sortedness of files, the complexity term. Optimistically, we observe that even simpler, more effective optimal time and space strategies are very possible. Also, the design and analysis of time-space optimal parallel algorithms is a subject of obvious importance for future study. As block rearrangement strategies become more widely known, we hope that their practical potential for merging, sorting, duplicate-key extraction and related file-processing operations will begin to be better understood.
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The commercial use of three-dimensional
integrated circuit (IC) technologies is not yet
with us despite the fact that suitable device
structures are beginning to emerge. The organisa-
tion of a three-dimensional IC in-
volve the use of vertical layers of devices
separated by insulation planes, and can be
seen as a development of the use of the silicon-
on-insulate structures already encountered in
conventional two-dimensional technologies. Potential benefits include higher packing den-
ity and speed. This book is not concerned
with the development of new technologies of
this class, but rather seeks to address the
question of how to develop an IC layout strategy that fully exploits the potential of the
structure, given that it is available.

The book represents the author's doctoral
thesis and is one of a few published annually
on the basis of selection by a review panel set
up jointly by the Conference of Professors of
Computer Science and the British Computer
Society. The panel's aim is to select for wider
dissemination British PhD research theses of
outstanding calibre, both in content and
technical significance. The author presents,
as might be expected given the book's pedigree, a
most readable and informative view of the
emergence of the three-dimensional tech-
ologies, setting this account into the context
of conventional two-dimensional processes.

The presentation of the many positive benefits
of these technologies is balanced by a thorough
analysis of their drawbacks and fabrication
problems, including yield, heat dissipation
and electrical parasitic effects. The industry
has shown an extraordinary ability over three
decades to overcome problems of exactly this
type, and it seems entirely reasonable to
suppose that these limitations will be dealt
with effectively in time. Harter establishes the
additional complexity and richness of con-
nectivity available to the user and then
considers the development of appropriate
layout methods. One of the results of his
investigation is a very comprehensive devel-
oment and evaluation of a novel abutment-
based layout scheme, which can be viewed as
a generalisation of the two-dimensional abut-
ment system commonly used in silicon com-
pilers and cell-based automatic or semi-
automatic design environments. Issues such as
vertical scaling and the optimum number of
layers that should be used are addressed. If.
indeed, the taxing processing problems intro-
duced are eventually overcome, and if the
ever-growing need for on-chip capacity is not
more effectively by one of the other novel
process developments, this work will form a
most important starting point for the practical
use of three-dimensional device technologies.

As a research monograph the book is not,
of course, an undergraduate text but can be
recommended wholeheartedly to the re-
searcher and practising engineer working in the
field. The style adopted by the author also
makes the book accessible to the manager
who is looking for a comprehensive overview
of this topic, which promises much for future
generations of advanced, high-density ICs.

Very full referencing is provided for the reader
who wants to take any particular topic further.
Finally, as a model of how to write a PhD
thesis, the book is exemplary; at once deep,
thorough and far-sighted, the author does not
fail to address the downsides as well as the
upsides of his topic and presents reflections
that are all the more substantial and valuable
as a result.

R. E. MASSARA
University of Essex

F. BRACKX and D. CONSTALES
Computer Algebra with LISP and REDUCE
Kluwer Academic Dordrecht, The Nether-

In recent years the heavy memory demands
of computer algebra (CA) systems have ceased
to be a serious handicap. The resulting ready
availability of such systems, more than 20
years after their genesis, has at last stimulated
authors and publishers to bring out texts on
the field. Like another recent book of which I
am a co-author, this one deals with Reduce;
which is one of the two CA systems, both
Lisp-based and still under development, to
survive from the 1960s (the other being
MaCyma). Reduce, like its competitors, has
merits and demerits, and certain unique
features: no one system is best for all purposes.
The book is based on lecture courses given
at various European universities, and is clearly
intended to introduce Reduce to novices. It
begins with a brief introduction to CA,
defining it and contrasting it with conventional
programming languages, and includes a some-
what inaccurate description of other CA
languages.

Reduce is written in Rlisp, which is essen-
tially an extension of Standard Lisp written
in an ALGOL-like syntax. Reduce itself has