ISO observations of 3–200 µm emission by three dust populations in an isolated local translucent cloud
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Abstract

We present ISOPHOT spectrophotometry of three positions within the isolated high-latitude cirrus cloud G 300.2−16.8, spanning from the near- to far-infrared (NIR to FIR). The positions exhibit contrasting emission spectrum contributions from the unidentified infrared bands (UIBs), very small grains (VSGs) and large classical grains, and both semi-empirical and numerical models are presented. At all three positions, the UIB spectrum shapes are found to be similar and the large grain emission may be fitted by an equilibrium temperature of ~17.5 K. The energy requirements of both the observed emission spectrum and optical scattered light are shown to be satisfied by the incident local interstellar radiation field (ISRF). The FIR emissivity of dust in G 300.2−16.8 is found to be lower than in globules or dense clouds and is even lower than model predictions for dust in the diffuse interstellar medium (ISM). The results suggest physical differences in the ISM mixtures between positions within the cloud, possibly arising from grain coagulation processes.
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1 INTRODUCTION

1.1 UIBs and G 300.2−16.8

A wide range of Galactic astrophysical objects exhibit infrared (IR) emission spectra clearly arising from multiple components in the solid and gas phases. Emission in the so-called unidentified infrared bands (UIBs or UIR bands, also termed infrared emission features, or IEFs) is significant in a wide range of sources. It often makes up as much as 20–30 per cent of the total IR emission and is thought to arise as a result of the presence of carbonaceous material of some kind. Although solid-phase carbonaceous grain components have been suggested, e.g. hydrogenated amorphous hydrocarbon (HAC; Jones, Duley & Williams 1990), quenched carbonaceous composites (QCC; Sakata & Wada 1989) or coal (Papoular et al. 1989), the bands are still widely attributed to gas-phase material. Typically, large free-floating aromatic species such as polycyclic aromatic hydrocarbons (PAHs) are proposed (Léger & Puget 1984; Allamandola, Tielens & Barker 1985) and are usually thought to be ionized or to feature modified hydrogenation states. PAHs are excited by incident UV/visual radiation and subsequently re-emit in the IR at the specific UIB wavelengths. Observations have revealed that the bands are ubiquitous, appearing towards a range of regions such as planetary nebulae (PNe), H II regions and reflection nebulae around early-type stars. The presence of the 3.3- and 6.2-µm bands was mapped by AROME (a balloon-borne astronomy experiment investigating polycyclic aromatic hydrogenated molecules in space)
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observations of the diffuse Galactic disc emission (Giard et al. 1988; Ristorcelli et al. 1994) and the full spectrum between 5 and 11.5 µm by ISOPHOT and Infrared Telescope in Space (IRTS) spectrophotometry towards the inner Galaxy (Mattila et al. 1996; Onaka et al. 1996; Tanaka et al. 1996). Kahanpää et al. (2003) recently observed the inner Galaxy (|l| ≤ 60°, |b| ≤ 1°) UIB spectrum from 5–11.5 µm along 49 sightlines using ISOPHOT data. IRTS results for several areas at |b| ≤ 4° both in the inner and outer Galaxy have been presented by Sakon et al. (2004). The band strengths have also been mapped along the disc of an edge-on spiral galaxy (NGC 891) similar to the Milky Way (Mattila, Lehtinen & Lemke 1999) and subsequently in other spiral galaxies (Lu et al. 2003).

The first discovery and measurement of the UIB emission in high-latitude cirrus clouds was via their broad-band IRAS 12-µm detections (Low et al. 1984; Boulanger, Baud & van Albada 1985; see Verter et al. 2000 and references therein). However, the first spectrally resolved measurements of the bands towards an individual isolated cirrus cloud (G 300.2−16.8) externally heated by the interstellar radiation field (ISRF) were made by Lemke et al. (1998, hereinafter L98) using the ISOPHOT instrument (Lemke et al. 1996) on board the ESA ISO (Infrared Space Observatory) spacecraft (Kessler et al. 1996).

The cloud G 300.2−16.8 is thought to be at the same distance of 150 ± 20 pc from the Sun as the Chamaeleon clouds in general

1 This paper was based on observations made with ISO, an ESA project with instruments funded by ESA member states (especially the PI countries: France, Germany, the Netherlands and the UK) and with the participation of ISAS and NASA.
suggesting variations in the local dust composition. Nevertheless, ISO data presented in L98 supported the detection of a UIB spectrum with a shape similar to that of a high ISRF environment. The comparatively high Galactic latitude ($b = -16.8 \degree$) minimizes the risk of confusion with unrelated structures along the sightline.

In this paper, we present an analysis of the three dust components and their variation within a single cloud. Section 2 details the observations and our data reduction methods and Section 3 summarizes the results. In Section 4, we use United States Naval Observatory-B1.0 (USNO-B1.0) and 2-micron All Sky Survey (2MASS) archive data to derive the extinction properties of the sightlines. Section 5 describes our first attempts to model the emission across the broad ISO wavelength range, using both semi-empirical and physical numerical models. In Section 6, we consider the energy budget of the cloud, and we estimate FIR opacities and column densities in Section 7. Section 8 offers some conclusions and discusses some of the astrophysical implications of this work and we conclude with a summary of the key points in Section 9.

2 OBSERVATIONS AND REDUCTIONS

The observations were carried out during ISO revolutions 708 and 718 [1997 October 24 and 1997 November 3; for observation target dedicated times (TDTs) see Table 1]. The observed on-source and reference positions match those in L98, with the three ON positions selected to coincide with the well-identified IRAS 12-, 25- and 100-µm maxima (see Fig. 1).

Observations were performed in 10 filters that are listed in Table 1, along with the ISO photometric (PHT-P) aperture diaphragm sizes or the ISO camera (PHT-C) camera field sizes. The integration time was 32 s in all cases. The sparse map observing templates [astronomical observation templates (AOTs) 17/18/19: PHT-P and 37/38/39: PHT-C] were used (Klaas et al. 1994) and a separate sparse map was obtained using each filter. Because the sky brightness changes in the mid-IR bands by only a few per cent between the different ON and REF positions in a given map, these modes were used to minimize detector drift effects that dominate the errors at these wavebands.

2.1 Reduction procedure

The data reduction was performed using the ISO PHOT INTERACTIVE ANALYSIS PROGRAM (IAP) version V9.0 (Gabriel 2000). Essentially, the same reduction steps were applied as described in L98.

2.2 Calibration

Our method utilizes the zodiacal light (ZL) as a calibration source. The basic technique was already used in L98 and has been described in more detail by Acosta-Pulido & Abrahám (2001). The first and last measurements of each sparse map were paired with a measurement of the on-board fine calibration source 1 (FCS1) (Lemke et al. 1996), which was heated to give a signal corresponding to the expected sky brightness, yielding a first calibration. We then used the zodiacal emission values from COBE/DIRBE to generate responsibility corrections for the resultant REF-position fluxes at wavelengths of 3–60 µm. The 60-µm cut-off point was chosen because the ZL no longer dominates the emission continuum longward of this wavelength. The photometric responsibility correction factors were determined by using the ISO ZL template spectrum (5.9–11.7 µm) of Leinert et al. (2002) most closely matching the G 300.2–16.8 position (spectrum 8). The spectrum was rescaled to match the colour-corrected monochromatic COBE/DIRBE fluxes at 3.5, 5, 12 and 25 µm. This was fitted using a blackbody function,
Table 1. Observational ISOPHOT data and accompanying error estimates.

<table>
<thead>
<tr>
<th>Filter</th>
<th>$\lambda_C$ (µm)</th>
<th>$\Delta \lambda$ (µm)</th>
<th>Aperture</th>
<th>Ref.</th>
<th>TDT range</th>
<th>$S_\nu$ (MJy sr$^{-1}$)</th>
<th>$\Delta S_\nu$ (MJy sr$^{-1}$)</th>
<th>$\sigma_{INT}$</th>
<th>$\sigma_{EXT}$</th>
<th>$\sigma_{EXT}/\Delta S_\nu$</th>
<th>Absolute accuracy (per cent)</th>
<th>Filter-to-filter relative accuracy (per cent)</th>
<th>Adopted combined accuracy (per cent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1,3.29</td>
<td>3.3</td>
<td>0.22</td>
<td>180 diam.</td>
<td>L98</td>
<td>27600501−27600511</td>
<td>$6.85^b$</td>
<td>$0.81^b$</td>
<td>0.42$^b$</td>
<td>0.08$^b$</td>
<td>9</td>
<td>20</td>
<td>10</td>
<td>19</td>
</tr>
<tr>
<td>P1,3.60</td>
<td>3.59</td>
<td>0.22</td>
<td>180 diam.</td>
<td>L98</td>
<td>27600512−27600522</td>
<td>$6.78^b$</td>
<td>$0.96^b$</td>
<td>0.01$^b$</td>
<td>0.06$^b$</td>
<td>4</td>
<td>20</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>P1,7.70</td>
<td>7.64</td>
<td>0.84</td>
<td>180 diam.</td>
<td>L98</td>
<td>27100423−27100433</td>
<td>$6.18^b$</td>
<td>$1.28^b$</td>
<td>0.04$^b$</td>
<td>0.13$^b$</td>
<td>10</td>
<td>20</td>
<td>10</td>
<td>21</td>
</tr>
<tr>
<td>P1,10</td>
<td>9.99</td>
<td>1.86</td>
<td>180 diam.</td>
<td>L98</td>
<td>27100457−27100467</td>
<td>$12.49^b$</td>
<td>$0.66^b$</td>
<td>0.03$^b$</td>
<td>0.09$^b$</td>
<td>14</td>
<td>20</td>
<td>10</td>
<td>24</td>
</tr>
<tr>
<td>P1,11.3</td>
<td>11.36</td>
<td>0.77</td>
<td>180 diam.</td>
<td>L98</td>
<td>27100440−27100450</td>
<td>$15.31^b$</td>
<td>$1.37^b$</td>
<td>0.09$^b$</td>
<td>0.12$^b$</td>
<td>9</td>
<td>20</td>
<td>10</td>
<td>19</td>
</tr>
<tr>
<td>P1,11.5</td>
<td>11.89</td>
<td>6.51</td>
<td>180 diam.</td>
<td>TW</td>
<td>70801676−70801681</td>
<td>$6.85$</td>
<td>$0.81$</td>
<td>0.42</td>
<td>0.08$^b$</td>
<td>9</td>
<td>20</td>
<td>10</td>
<td>19</td>
</tr>
<tr>
<td>P1,12.8</td>
<td>12.83</td>
<td>2.33</td>
<td>180 diam.</td>
<td>L98</td>
<td>27100479−27100489</td>
<td>$16.45^b$</td>
<td>$1.06^b$</td>
<td>0.02$^b$</td>
<td>0.09$^b$</td>
<td>8</td>
<td>20</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td>P1,16</td>
<td>15.14</td>
<td>2.86</td>
<td>180 diam.</td>
<td>L98</td>
<td>21700434−21700439</td>
<td>$17.29^b$</td>
<td>$0.67^b$</td>
<td>0.16$^b$</td>
<td>0.17$^b$</td>
<td>25</td>
<td>20</td>
<td>10</td>
<td>35</td>
</tr>
<tr>
<td>P2,20</td>
<td>21.08</td>
<td>9.43</td>
<td>180 diam.</td>
<td>TW</td>
<td>70801301−70801311</td>
<td>$20.43^b$</td>
<td>$0.80^b$</td>
<td>0.09$^b$</td>
<td>0.12$^b$</td>
<td>14</td>
<td>20</td>
<td>10</td>
<td>24</td>
</tr>
<tr>
<td>P2,25</td>
<td>23.81</td>
<td>9.18</td>
<td>180 diam.</td>
<td>TW</td>
<td>70801340−70801344</td>
<td>$22.60^b$</td>
<td>$1.22^b$</td>
<td>0.08$^b$</td>
<td>0.24$^b$</td>
<td>20</td>
<td>20</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>C1,60</td>
<td>60.8</td>
<td>23.9</td>
<td>135×135</td>
<td>TW</td>
<td>70801340−70801344</td>
<td>$19.89^b$</td>
<td>$0.78^b$</td>
<td>0.09$^b$</td>
<td>0.17$^b$</td>
<td>22</td>
<td>20</td>
<td>10</td>
<td>32</td>
</tr>
<tr>
<td>C1,70</td>
<td>80.1</td>
<td>49.5</td>
<td>135×135</td>
<td>TW</td>
<td>70801346−70801351</td>
<td>$18.02$</td>
<td>$0.12$</td>
<td>0.06</td>
<td>0.20</td>
<td>2</td>
<td>25</td>
<td>20</td>
<td>33</td>
</tr>
<tr>
<td>C1,100</td>
<td>103.5</td>
<td>43.6</td>
<td>135×135</td>
<td>TW</td>
<td>70801334−70801339</td>
<td>$21.08$</td>
<td>$13.59$</td>
<td>0.07</td>
<td>0.20</td>
<td>2</td>
<td>25</td>
<td>20</td>
<td>33</td>
</tr>
<tr>
<td>C2,120</td>
<td>119</td>
<td>47.3</td>
<td>181×181</td>
<td>TW</td>
<td>70801352−70801357</td>
<td>$29.30$</td>
<td>$16.17$</td>
<td>0.10</td>
<td>0.20</td>
<td>2</td>
<td>25</td>
<td>20</td>
<td>27</td>
</tr>
<tr>
<td>C2,135</td>
<td>150</td>
<td>82.5</td>
<td>181×181</td>
<td>TW</td>
<td>70801358−70801363</td>
<td>$39.22$</td>
<td>$22.71$</td>
<td>0.07</td>
<td>0.30</td>
<td>2</td>
<td>25</td>
<td>20</td>
<td>27</td>
</tr>
<tr>
<td>C2,200</td>
<td>204.6</td>
<td>67.3</td>
<td>181×181</td>
<td>TW</td>
<td>70801364−70801369</td>
<td>$40.91$</td>
<td>$24.04$</td>
<td>0.19</td>
<td>0.48</td>
<td>2</td>
<td>20</td>
<td>10</td>
<td>22</td>
</tr>
</tbody>
</table>

Column descriptions: (1) filter name; (2) central wavelength, $\lambda_C$; (3) filter width, $\Delta \lambda$; (4) aperture size and shape; diam. denotes the diameter of a circular aperture, 135×135 arcsec and 181×181 arcsec denote a square aperture; (5) reference L98 is Lemke et al. (1998); TW denotes this work; (6) TDTs of observations; (7) mean total sky surface brightness, $S_\nu$, averaged over the three ON positions; (8) mean (ON−REF) surface brightness, $\Delta S_\nu$, averaged over the three ON positions; (9) mean PIA-propagated internal error, $\sigma_{INT}$, as described in Section 2.4; (10) mean external error, $\sigma_{EXT}$, as described in Section 2.4; (11) $\sigma_{EXT}$ as a fraction of $\Delta S_\nu$; (12) absolute accuracy (see Klaas et al. (1994)); (13) filter-to-filter relative calibration accuracy; (14) adopted combined accuracy. For the zodiacal light (ZL)-calibrated PHT-P data, this is taken to be $\sigma_{EXT} +$ filter-to-filter relative calibration accuracy. For the PHT-C data, in the absence of an independent (ZL) calibration curve, this is taken to be $\sigma_{EXT} +$ absolute accuracy. 

Notes. $^a$Upper limit only (see L98). 
Values listed for the P1 and P2 bands are after ZL calibration. 
$^c$The filter-to-filter relative calibration accuracy values listed for the C2 data were used to produce the error estimates in parentheses. These were used when estimating uncertainties on FIR temperatures (see Section 5.1 and Table 3). These smaller values are justified for this purpose, as these three sets of measurements all use the same detector configuration and only differ in the filter used, and are thus not susceptible to cross-detector calibration uncertainties. The quoted values are based on an estimate of upper limits on remaining uncertainties as a result of responsivity variations.
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which was extrapolated out to 60 µm, and taken as the actual reference ZL levels. Fig. 2 shows the zodiacal emission spectrum out to 25 µm, the COBE/DIRBE measurements (Hauser 1996) and our new photometry. The L98 data have been recalibrated using the improved ZL templates, again accounting for position and observation times. The derived scaling factors were applied to our colour-corrected (ON–REF) photometry.

2.3 Signal drift and foreground subtraction

We display the observation sequences for the 10 sparse maps in Fig. 3. In all 10 of the filter bands, there is a clear excess signal in the ON positions. The detector drift has been modelled in one of two ways. For the cases where more than one measurement was made at each reference position, the background emission baseline was fitted using a function of the same form as that used in L98, otherwise a linear fit to the reference position data points was used. Subtraction of these fitted lines yielded the cloud emission. Photometric data were then corrected using standard ISO colour correction tables, to produce monochromatic fluxes directly comparable to those presented in L98. For filters with reference wavelengths greater than 20 µm, this was done by fitting either one or two modified blackbody functions of the form \( \nu^2 B_\nu \), and using the derived temperatures in conjunction with interpolated ISOPHOT colour correction lookup tables. No colour corrections were applied at the shorter wavelengths (\( \lambda \leq 16 \) µm. For the C100 and C200 data, the surface brightness was determined from all of the detector array elements (3 × 3 for C100 and 2 × 2 for C200) in an attempt to optimally match the apertures used for the P1 and P2 measurements and hence minimize any possible systematic errors resulting from the sampling area.

2.4 Error analysis

2.4.1 Statistical errors

Statistical errors for the new data have been estimated by two methods, as in L98:

(i) internal errors, \( \sigma_{\text{int}} \), for each measurement are obtained from the ISOPHOT interactive analysis (PIA), and their means are given in column 9 of Table 1;
The absolute calibration accuracy also depends on the absolute statistical accuracy of the G 300.2\,16.8 reference position measurements of the shape of the zodiacal emission spectrum and the L98 7.3- and 7.7-\mic meter differences POS\textsubscript{i}. These error estimates were obtained from the comparison of two independent measurements for O1, O2, O3 and R2 in the 10–25 \mic meter filters, and of three independent measurements of a reference position (R1 or R2) in the 7.3–7.7 and 60–200 \mic meter filters.

For observation sequences that included two measurements of each ON position, the external errors were determined by using the differences of the three pairs of observations. After subtracting the ZL background (modulated by detector drift effects), the two surface brightness measurements, \( S_A \) and \( S_B \), taken at each of the four positions POS\textsubscript{i} (ON1, ON2, ON3 and the final pair of R2 measurements) were used to calculate the standard error of one measurement:

\[
\sigma_{\text{EXT}} = \sqrt{\frac{\sum_{i=1}^{4} (S_A - S_B)^2 / 8.}
\]

These values were then reduced by a factor of \( 1/\sqrt{2} \) to obtain the standard error of the mean of the two measurements.

For the remaining bands, only one measurement was available for each ON position; external standard errors were therefore estimated in all but two of these cases from the scatter of the three measurements of the reference positions R1 and R2. These error estimates also include any detector drift effects and intrinsic differences between R1 and R2, and are therefore upper limits. Drift effects dominated the L98 7.3- and 7.7-\mic meter-band measurements and so, for these final two cases, external errors were instead estimated from the scatter of the three ON measurements. The resulting external error estimates, expressed in MJy sr\textsuperscript{−1}, are listed in column 10 of Table 1.

### 3 ISOPHOT RESULTS

The observed in-band power of the cirrus emission at the three ON positions is given in Table 2, combining the recalibrated data of L98 with the new data. Within errors, there is no disagreement between the pairs of P1,7.3 measurements, despite the difference in aperture sizes.

Figs 4 and 5 show the photometric data for the three observed positions as spectral energy distributions. Qualitative differences in the relative strengths of the UIBs to the mid-IR and FIR grain emission are immediately apparent. The spectrum at position ON1 clearly exhibits relatively strong UIBs, with the 7.7- and 11.3-\mic meter bands demonstrating the importance of their carriers at this position. The UIBs are clearly the dominant factor that gives rise to a blue 12/100 \mic meter IRAS colour at ON1. At the ON2 position, the strongest of the UIBs (at 7.7 \mic meter) and the thermal FIR emission peak are at approximately the same level. Although still weaker than either of these, the mid-IR fluxes between 20 and 60 \mic meter are at their relative maxima here, again in accordance with the high 25-\mic meter IRAS value.

The spectrum of position ON3 is dominated by the FIR thermal emission from the larger dust grains and the UIBs are comparatively weak. Another notable feature of the data is the clear presence of some form of underlying continuum emission, centred on a position longwards of \( \sim 10 \) \mic meter.

## 4 OPTICAL EXTINTION AND SCATTERED LIGHT

When describing the ISM in G 300.2–16.8, knowledge of the \( A(V) \) and \( R(V) \) values are needed, where \( R(V) = A(V)/E(B - V) \). Star count data, i.e. the number of stars per square degree \( N(m) \) brighter than magnitude \( m \), in the \( B \) and \( I \) bands have been extracted from the USNO-B1.0 archive (Monet et al. 2003). We have used data from the second epoch Science and Engineering Research Council (SERC)-J (\textit{B} band) and SERC-I (\textit{I} band) surveys. The value of the extinction \( A \) is derived with the formula

\[
A = (1/k)\log(D_{\text{ref}}/D),
\]

where \( k \) is the slope of the log \( N(m) \) versus \( m \) relationship, and \( D_{\text{ref}} \) and \( D \) are the stellar number densities at the reference area and at the cloud area. The values of \( k \) and \( D_{\text{ref}} \) have been determined from the reference area.

We have used 4700 and 8100 Å for the effective wavelengths of the \( B \) and \( I \) bands respectively (Gullixson et al. 1995). The observed combined errors for the average ON minus REF cloud signal listed in the last column (14) of Table 1 were obtained by arithmetically adding the statistical external errors (column 11) and the filter-to-filter systematic (calibration) errors (column 12).

When estimating the filter-to-filter accuracies at \( \lambda \geq 60 \) \mic meter and the absolute accuracies at all wavelengths, the results of the Klaas et al. (2002) investigation of ISOPHOT accuracies were adopted. The estimated absolute accuracies are given in column 12 of Table 1. We note here that although the absolute accuracies for \( \lambda \geq 60 \) \mic meter are \( \sim 20–25 \) per cent, the filter-to-filter uncertainties for a single detector (e.g. C2) may be substantially smaller as a result of the elimination of most of the sources of error (see del Burgo et al. 2003, Section 4). This issue is important in constraining the FIR temperature fits (see Section 5.1 and Table 3). Unlike the shorter-wavelength data, the absence of any independent calibration curve to aid cross-calibration for the \( \lambda \geq 60 \) \mic meter data dictated that the adopted combined errors for the average ON minus REF cloud signal listed in the last column (14) of Table 1 be obtained by arithmetically adding the statistical external errors (column 11) and the absolute errors (column 12).

![Figure 2. Calibration of ISOPHOT photometry with COBE/Diffuse Infrared Background Experiment (DIRBE). The open squares represent the average of the COBE/DIRBE surface brightnesses at both REF positions for both observing dates. The filled circles represent the new photometry data after standard FCS1 calibration only. The solid curve represents the PHT-S and COBE/DIRBE-based averaged zodiacal light (ZL) spectrum adopted in this work. The dashed curve represents the ZL spectrum from L98. The small filled triangles represent the L98 photometry data after their standard FCS1 calibration only. The better agreement of the new data and the new ZL spectrum reflects improvements in both the normal FCS1 calibration and the techniques used in establishing the ZL spectrum.](https://academic.oup.com/mnras/article-abstract/356/3/810/990553)
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Figure 3. Observed surface brightness in the different ISOPHOT filters prior to ZL recalibration and colour correction. The on-target and reference positions are designated as O1, O2, O3 and R1, R2, respectively. The measured values are plotted in the same sequence as they were measured. The dashed lines show fitted background zero levels. These were generally linear, except for the 11.5-, 20- and 25-µm filters, which used a fitted curve representing the detector drift. The surface brightness is given in the physical units (MJy sr\(^{-1}\)). The error bars shown indicate the internal statistical errors as obtained from the standard PIA reductions only. The time constants of the detector drift curves depend on the signal level, being smaller in the FIR detectors and when the signal is larger.

The 2MASS \(JHK_s\) data can be used to derive NIR colour excesses of stars visible through G 300.2–16.8 and hence derive NIR extinction. We have applied the optimized multiband technique of Lombardi & Alves (2001). Stellar density for the stars, which are detected at all three bands is constant throughout the map, with an average of 2.4 stars arcmin\(^{-2}\).

The intrinsic colours of stars in the reference areas have the mean and standard deviations \((J - H)_0 = 0.45 \pm 0.19\) and \((H - K_S)_0 = 0.12 \pm 0.21\). For the ratio of visual extinction to colour excess, we have used \(A(V)/E(J - H) = 9.90\) and \(A(V)/E(H - K_S) = 14.70\), which correspond to \(R(V) = 3.05\).

The pixel size of the extinction map was chosen to be 1.5 arcmin. The value of the extinction in each map pixel was derived from the
Table 2. Positions, IRAS filter band ratios, extinctions and in-band emission powers of the cirrus cloud (bands + continuum) as observed with *ISOPHOT* in the different filter bands. Visual extinctions quoted here are based on the 2MASS mapping described in Section 4. The in-band powers are obtained here by multiplying the monochromatic fluxes by the filter widths and are relative to a zero level determined at the reference positions (REF1: \( \alpha = 11^{h}46^{m}18^{s}.9, \delta = -78^{\circ}46^{\prime}37^{\prime\prime}; \) REF2: \( \alpha = 12^{h}06^{m}23^{s}.4, \delta = -79^{\circ}22^{\prime}07^{\prime\prime}; \) J2000). The error estimates given in parentheses include (external) statistical errors and a relative filter-to-filter error or absolute accuracy (see column 14 of Table 1).

<table>
<thead>
<tr>
<th>Position</th>
<th>ON1</th>
<th>ON2</th>
<th>ON3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha, \delta ) (J2000.0)</td>
<td>( 11^{h}52^{m}08^{s}.3 )</td>
<td>( 11^{h}48^{m}24^{s}.4 )</td>
<td>( 11^{h}55^{m}33^{s}.8 )</td>
</tr>
<tr>
<td>( -79^\circ09^\prime32^\prime.5 )</td>
<td>( -79^\circ17^\prime59^\prime.7 )</td>
<td>( -79^\circ20^\prime54^\prime.0 )</td>
<td></td>
</tr>
<tr>
<td>( A(V) )</td>
<td>( 1.8 \pm 0.2 )</td>
<td>( 1.9 \pm 0.2 )</td>
<td>( 2.9 \pm 0.2 )</td>
</tr>
<tr>
<td>( A(V) ) (ON - REF) (^a)</td>
<td>( 1.2 \pm 0.2 )</td>
<td>( 1.3 \pm 0.2 )</td>
<td>( 2.3 \pm 0.2 )</td>
</tr>
</tbody>
</table>

\(^a\)Upper limits for bands + continuum, taken from Table 3 of L98. \(^b\)0.5 arcsec aperture. \(^c\)This work; 99 arcsec aperture.

Individual extinction values of stars by applying the sigma-clipping smoothing technique of Lombardi & Alves (2001) and using a Gaussian with FWHM = 4.0 arcmin as a weighting function for the individual extinction values. There are two sources of variance in the extinction map; variance of the intrinsic colours \((J - H)_0\) and \((H - K)_0\), and variance of the observed magnitudes of the field stars. In the \(A(V)\) map, the former source dominates with values of \(-0.15\) mag 1\,er per pixel, while the latter source typically gives \(-0.05\) mag 1\,er per pixel. The visual extinction map is shown in Fig. 7. This produced extinction values at the three ON positions of:

\( A(V)(\text{ON1}) = 1.8 \pm 0.2, \)
\( A(V)(\text{ON2}) = 1.9 \pm 0.2, \)
\( A(V)(\text{ON3}) = 2.9 \pm 0.2. \)

In order to constrain the energy budget of G 300.2—16.8, we have used optical \(B-J\) and \(R\)-band surface photometry of the cloud. G 300.2—16.8 appears on the same European Southern Observatory (ESO)/SERC sky survey plates as the Thumbprint nebula (TPN). The \(R\)- and \(B\)-band photometry data presented in Fitzgerald, Stephens & Witt (1976) and Lehtinen et al. (1998) for the TPN were used to convert the photographic density values for G 300.2—16.8 into \(R\)- and \(B\)-band surface brightnesses.

In addition, the \(UBVRIJK\) surface photometry data for the TPN in Lehtinen et al. (1998) were taken as a template with which to estimate the \(UBVRIJK\) spectral energy distributions (SEDs) for the G 300.2—16.8 positions (see Fig. 10). The different optical depths, \(\tau_z\), for the TPN and G 300.2—16.8 positions were taken into account.
3–200 µm emission in an isolated local translucent cloud

Figure 5. Background-subtracted ISOPHOT photometry of the unidentified infrared band (UIB) wavelength range at the ON1, ON2 and ON3 positions (filled circles). The two IRAS fluxes are included for comparison (open circles). ISOPHOT data at $\lambda \geq 20$ µm have been colour corrected. The horizontal bars reflect the effective filter band widths.

by applying scaling factors of $(1 - e^{-\tau})$, and scaled to provide a best fit to the brightnesses at $B_J$ and $R$. The $\tau$ values for G 300.2–16.8 were determined from the measured $A(V)$ values using $R(V) = 3.05$. From a comparison between the extinction-adjusted TPN template and the photometric values for G 300.2–16.8, the following can be concluded.

(i) The surface brightness SED template from the TPN reproduces the $B_J$ and $R$ measurements of G 300.2–16.8 very well. It therefore appears reasonable to also use the TPN-based template as a first approximation for G 300.2–16.8 shortwards of the $B_J$ and longwards of the $R$ band.

(ii) Using this purely empirical approach, we are not assuming that the dust scattering properties in G 300.2–16.8 and the TPN are the same. There could also be a contribution by the extended red emission (ERE) that, because of the consistency of the $B_J$- and $R$-band values, would have to be at similar relative levels in these two objects. Consequently, the resultant values were assumed to broadly represent the optical surface brightness of G 300.2–16.8.

5 SPECTRAL MODELLING

5.1 Semi-empirical UIR band and FIR dust emission models

Based on the observed spectral energy distributions, modelling of the UIB emission is possible, if spectral feature profiles as observed in other Galactic emission regions are assumed. A number of types of line profile have previously been used by various authors attempting to describe the UIB spectrum, including Gaussian and Drude profiles (see table 7 of Li & Draine 2001b for a summary). Boulanger (2000) and Mattila et al. (1999) found that astronomical spectra of the UIR bands could be well fitted to within ISOPHOT–ISOCAM-CVF resolutions using Cauchy/Lorentzian distribution functions. The advantage of the use of these profiles in model fits
Figure 6. Extinctions obtained from star counts using the $B_J$- and $I$-band data of the USNO-B1.0 archive (Monet et al. 2003). The slopes for $R(V) = 3.05$ and $R(V) = 5.0$ are shown as dashed lines for comparison. The slope of the fitted line (continuous line) suggests $R(V) \sim 3.1$ for G 300.2$^\circ$16.8.

Figure 7. $A(V)$ map obtained from the 2MASS $JHK_s$ colour excesses of stars visible through G 300.2$^\circ$16.8 via the multiband colour excess method. The pixel size is 1.5 arcmin with a Gaussian FWHM = 4.0 arcmin used as a weighting function for the individual extinction values. The contours are from $A(V) = 0.5$ to 3.5 mag in steps of 0.5 mag, with the contour or the local maximum near the centre of the field (near ON3 in G 300.2$^\circ$16.8) at the 3.0 level.
The 3.29-, 7.7-, 11.3- and 12.7-μm bands are covered by individual filters, which are sufficiently narrow as to enable a good characterization of the band heights. In contrast, the broad P7.3 filter spans a wavelength range encompassing the 6.2-, 7.7- and 8.6-μm bands, but still provides some constraints on emission. The model spectra are derived from the assumption of a Cauchy profile for each of the six expected major UIB bands. In addition to these, a continuum baseline function of the form 

\[ F(\lambda) = \frac{C200}{\lambda^2} \]

in the middle range of the spectrum (\( \sim 2-\mu m \)). It can be clearly seen from Fig. 8 that in all three cases, the UIB heights are adjusted to best fit the photometry. In all three cases, a semi-empirical model of the 12.7-μm continuum level 2.3 ± 0.4, 3.4 ± 0.5, 2.6 ± 0.4.

Table 3. Results of semi-empirical model fitting. Overall errors on the peak heights are estimated to be ~20 per cent, with relative band-to-band errors ~1-5 per cent. \( F(\lambda) \) values are quoted in units of 10^{-12} W cm^{-2} μm^{-1} sr^{-1}.

<table>
<thead>
<tr>
<th>Band</th>
<th>Feature</th>
<th>Fit parameter</th>
<th>ON1</th>
<th>ON2</th>
<th>ON3</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.3-μm</td>
<td>Central λ (μm)</td>
<td>3.29</td>
<td>3.29</td>
<td>3.29</td>
<td></td>
</tr>
<tr>
<td>Band</td>
<td>Width(μm)</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( F(\lambda) ) height</td>
<td>≤1.47</td>
<td>≤1.47</td>
<td>≤1.47</td>
<td></td>
</tr>
<tr>
<td>6.2-μm</td>
<td>Central λ (μm)</td>
<td>6.27</td>
<td>6.27</td>
<td>6.27</td>
<td></td>
</tr>
<tr>
<td>Band</td>
<td>Width(μm)</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( F(\lambda) ) height</td>
<td>9.5</td>
<td>7.6</td>
<td>4.7</td>
<td></td>
</tr>
<tr>
<td>7.7-μm</td>
<td>Central λ (μm)</td>
<td>7.68</td>
<td>7.68</td>
<td>7.68</td>
<td></td>
</tr>
<tr>
<td>Band</td>
<td>Width(μm)</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( F(\lambda) ) height</td>
<td>12.3</td>
<td>9.8</td>
<td>6.0</td>
<td></td>
</tr>
<tr>
<td>8.6-μm</td>
<td>Central λ (μm)</td>
<td>8.40</td>
<td>8.40</td>
<td>8.40</td>
<td></td>
</tr>
<tr>
<td>Band</td>
<td>Width(μm)</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( F(\lambda) ) height</td>
<td>3.5</td>
<td>2.8</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>11.3-μm</td>
<td>Central λ (μm)</td>
<td>11.35</td>
<td>11.35</td>
<td>11.35</td>
<td></td>
</tr>
<tr>
<td>Band</td>
<td>Width(μm)</td>
<td>0.27</td>
<td>0.27</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( F(\lambda) ) height</td>
<td>4.6</td>
<td>2.9</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>12.7-μm</td>
<td>Central λ (μm)</td>
<td>12.64</td>
<td>12.64</td>
<td>12.64</td>
<td></td>
</tr>
<tr>
<td>Band</td>
<td>Width(μm)</td>
<td>1.18</td>
<td>1.18</td>
<td>1.18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( F(\lambda) ) height</td>
<td>2.4</td>
<td>1.6</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>7.7/11.3-μm</td>
<td>Band ratio</td>
<td>2.7 ± 0.4</td>
<td>3.4 ± 0.5</td>
<td>2.6 ± 0.4</td>
<td></td>
</tr>
<tr>
<td>10-μm continuum level</td>
<td>[average of ( F(\lambda) ) over 9.5–10.5 μm range]</td>
<td>2.3 ± 0.4</td>
<td>3.1 ± 0.6</td>
<td>1.8 ± 0.4</td>
<td></td>
</tr>
<tr>
<td>Classical temperatures:</td>
<td>equilibrium</td>
<td>17.4 ±1.8</td>
<td>17.4 ±1.7</td>
<td>17.5 ±1.6</td>
<td></td>
</tr>
<tr>
<td>temperature, T (K)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. \(^*\) Adopted from L98.

we present here a first approximation of a three-component numerical model for G 300.2–16.8. A detailed numerical model will be presented in a subsequent paper.

The numerical modelling code based on the Monte Carlo method (see Juvela & Padoan 2003 for full details) was applied. Spherical symmetry was assumed and clumping effects were neglected. The numerical model was applied to a grid of spherically symmetric concentric shells. As a result of the simple nature of the model, the library method of Juvela & Padoan (2003) was not used.

The solar neighbourhood ISRF of (Mathis, Mezger & Panagia 1983, hereafter MMP) as modified by Lehtinen et al. (1998) was adopted. The model clouds were discretized into 50 shells. The density was constant within the innermost 10 per cent of the cloud radius and in the outer parts the density decreased following power law \( n \sim r^{-1.0} \). For each one of the three positions, ON1, ON2 and ON3, a separate cloud model was adopted, centred on each position in turn.

The dust properties were based on the Li & Draine (2001b) model. The dust consists of silicate grains (sizes \( a > 3.5 \) Å), graphite grains (\( a > 50 \) Å) and PAHs (from \( a = 3.5 \) to \( 50 \) Å) with optical properties corresponding to warm ionized medium. We have treated larger graphite grains (\( a > 50 \) Å) and smaller graphite grains including the PAHs (from \( a = 3.5 \) to \( 50 \) Å) as separate populations. As in Li & Draine, below 50 Å there is a smooth transition from the optical properties of graphite grains to PAH properties. The Li & Draine model was modified by removing emission features around

5.2 Physical modelling

An alternative approach to the semi-empirical fit described in Section 5.1 is to construct a quantitative physical model of the cloud. Although a full numerical analysis is beyond the scope of this paper,
Figure 8. A modified blackbody fit of the form $\nu^2 B_\nu(T)$ to the 120–200 $\mu$m data points is shown as a black line spanning the 40–250 $\mu$m wavelength range. Cauchy band profiles fitted to the 6.2–12.7 $\mu$m unidentified infrared bands (UIBs) are shown in red. A Li & Draine (2001b) style silicate continuum is shown in blue for the 6.2–20 $\mu$m range and a combination of these is shown as a black line for 3–20 $\mu$m.

20 $\mu$m as a result of the lack of any such observed features in ISO short wavelength spectrometer (SWS) spectra. Between 15 and 36 $\mu$m, the absorption and scattering cross-sections were replaced with values obtained with linear interpolation.

Monte Carlo methods were used to simulate the radiation field in the cloud. Temperature distributions of the grains were calculated in each cell based on the simulated intensity of the field (see Juvela & Padoan 2003). The dust emission spectrum, consisting of some 300 frequency points, was calculated towards the centre of the model cloud and finally convolved with ISOPHOT filter profiles for direct comparison with observations.

The grain size distributions were modified in order to find the best correspondence between the model predictions and the observations. The size distributions of silicate grains and larger graphite grains were modified by a factor $\propto a^{-\Delta \gamma}$, i.e. by changing the exponent of the size distribution by $\Delta \gamma$. The value of $\Delta \gamma$ was limited to a range ($-1.5, +1.5$). PAHs and small graphite grains below 50 Å were treated as a separate population for which the shape of the size distribution was not modified. The total abundance of each of the three grain populations was treated as a free parameter.

Fig. 9 shows the fits and Table 4 lists the obtained model parameters. The models preferred distributions with large graphite grains with $\Delta \gamma$ close to the allowed maximum value of 1.5 in all cases. The average size of the silicate grains was correspondingly decreased. The abundance of PAHs shows a strong variation, ranging from an overabundance by a factor of $\sim 3$ at the halo position ON1 to an underabundance by a factor of $\sim 2$ at the centre position ON3. The derived visual extinction values giving the best fit agree with the $A(V)$ (ON – REF) values derived in Section 4 to within $\leq 26$ per cent.

In our modified Li & Draine-type model, the PAHs cannot explain the 10-$\mu$m continuum level as it stands. Excluding the unlikely
either extra carbon absorption or small silicates must be invoked, in
e.g. their fig. 8) suggests that the silicates provide a peak at 10 \( \mu \)m, which initially looks like a 22-\( \mu \)m carbon absorption coefficient is increased, which effectively smooths the continuum near 16 \( \mu \)m; or

(ii) the silicates are largely responsible for the 10-\( \mu \)m continuum level, while also producing a dip near 16 \( \mu \)m, which initially looks like a 22-\( \mu \)m emission feature in the photometry.

 possibility of another strong emission feature longwards of 20 \( \mu \)m, either extra carbon absorption or small silicates must be invoked, in the following ways:

(i) the 10-\( \mu \)m carbon absorption coefficient is increased, which effectively smooths the continuum near 16 \( \mu \)m; or

(ii) the silicates are largely responsible for the 10-\( \mu \)m continuum level, while also producing a dip near 16 \( \mu \)m, which initially looks like a 22-\( \mu \)m emission feature in the photometry.

Inspection of the components of the plots in (Li & Draine 2001b, e.g. their fig. 8) suggests that the silicates provide a peak at 10 \( \mu \)m, resulting in an integrated ISRF (0.091–8 \( \mu \)m) intensity of scattered radiation, \( I_{\text{scat}} \), for the three positions. The resultant energy budgets for the three sightlines, ON1, ON2, and ON3, are summarized in Table 5. The corresponding spectral energy distributions are shown in Fig. 10.

### 6 ISRF AND THE ENERGY BUDGET

The ISRF is the heating source of the dust grains in clouds lacking internal heating sources. The grains absorb photons in the UV to NIR range and subsequently emit photons at mid-IR to FIR wavelengths corresponding to their temperature.

The energy emitted by the large grains, \( I_{\text{emitted}} \), was obtained by integrating the modified blackbody fits from Section 5.1 over the wavelength interval 60–1000 \( \mu \)m. We define \( I_{\text{UIB}} \) and \( I_{\text{MIR}} \) to be the areas under the empirical UIB curve and the observed 20–60 \( \mu \)m filter fluxes, respectively. Given that the dust albedo is non-zero, some of the unabsorbed radiation is scattered from the cloud by the dust particles, producing optical and NIR surface brightness. Taking the estimated optical SEDs obtained in Section 4 and integrating them over the wavelength range 0.36–2.2 \( \mu \)m, we obtained the intensity of scattered radiation, \( I_{\text{scat}} \), for the three positions. The resultant energy budgets for the three sightlines, ON1, ON2, and ON3, are summarized in Table 5. The corresponding spectral energy distributions are shown in Fig. 10.

The solid ISRF lines in Fig. 10 represent the unattenuated local ISRF according to MMP as modified by Lehtinen et al. (1998): the intensities between 1.25–2.2 \( \mu \)m were derived using the COBE/DIRBE all-sky data at the \( J \), \( H \) and \( K \) bands, and the resulting ISRF intensities at these bands were 20–50 per cent higher than the MMP ones, resulting in an integrated ISRF (0.091–8 \( \mu \)m) intensity of 20.4 \( \times 10^{-7} \) W m\(^{-2} \)sr\(^{-1} \), some 15 per cent larger than the MMP value of 17.3 \( \times 10^{-7} \) W m\(^{-2} \)sr\(^{-1} \).

However, not all of the total incident ISRF intensity is relevant to the energy balance of the cloud: only the extincted part of the ISRF contributes. Consequently, we have estimated the fraction of the ISRF that suffers extinction in the cloud by taking into account the wavelength and spatial dependence of the optical depth through the cloud. The average radial dependence of extinction was derived using the 2MASS extinction data displayed in Fig. 7. A cloud diameter (\( \phi \)) of 0.8° centred on position ON3 was adopted. Effective

<table>
<thead>
<tr>
<th>PAH</th>
<th>X</th>
<th>2.84</th>
<th>1.13</th>
<th>0.54</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphite</td>
<td>X</td>
<td>0.57</td>
<td>0.31</td>
<td>0.73</td>
</tr>
<tr>
<td>Δγ</td>
<td>1.47</td>
<td>1.48</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td>Silicate</td>
<td>X</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Δγ</td>
<td>-1.50</td>
<td>-1.38</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>A(V)∗ (mag)</td>
<td>0.89</td>
<td>1.39</td>
<td>1.76</td>
<td></td>
</tr>
<tr>
<td>Silicate abundance</td>
<td>1.50</td>
<td>3.25</td>
<td>2.09</td>
<td></td>
</tr>
</tbody>
</table>

Note. *These values correspond to the A(V) (ON - REF) values listed in Table 2.

Figure 9. Results of the physical modelling. The solid line shows the model spectra computed using the parameters listed in Table 4. The filled squares with the error bars are the observations and the open circles are the model predictions obtained by convolving the model spectrum with the corresponding filter profiles. The remaining curves show the components of the model spectrum: silicates (dashed line), large graphite grains (dash-dotted line) and small graphite grains including polycyclic aromatic hydrocarbons (PAHs; dotted line).

Table 4. Parameters resulting from the physical modelling of the three source positions. The grain size distributions relative to the Li & Draine (2001b) model were modified by scaling the abundance by a factor \( X \) and by changing the exponent of the size distribution, \( \propto (a)^{\Delta \gamma} \). The allowed range for the values of \( \Delta \gamma \) was (−1.5, 1.5). For polycyclic aromatic hydrocarbons (PAHs), only the abundance was changed. The abundances are given relative to the silicate component. The total dust column density resulting from the model fit is given as \( A(V) \) [\( R(V) = 3.05 \) has been used]. The final row gives the total silicate abundance requirement, i.e. a factor by which the Li & Draine (2001b) model abundances have to multiplied.
Table 5. Summary of the energy budget.

<table>
<thead>
<tr>
<th>ISM component and wavelength integration range</th>
<th>Surface brightness (10^{-7} W m^{-2} sr^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scattered radiation, I_{scat}</td>
<td>ON1</td>
</tr>
<tr>
<td>(0.36–2.2 μm)</td>
<td>4.0 ± 1.0</td>
</tr>
<tr>
<td>UIB emission, I_{UIB}</td>
<td>3.6 ± 0.7</td>
</tr>
<tr>
<td>(6–18 μm)</td>
<td></td>
</tr>
<tr>
<td>VSG MIR emission, I_{MIR}</td>
<td>1.4 ± 0.3</td>
</tr>
<tr>
<td>(21–60 μm)</td>
<td></td>
</tr>
<tr>
<td>Large grain emission, I_{large}</td>
<td>3.6 ± 0.7</td>
</tr>
<tr>
<td>(60 – 1000 μm)</td>
<td></td>
</tr>
<tr>
<td>Total radiation, I_{tot} (scattered + emitted)</td>
<td>12.7 ± 2.7</td>
</tr>
<tr>
<td>Estimated T_{tot} for φ = 0:8 area</td>
<td>10.4 ± 2.4</td>
</tr>
<tr>
<td>Average T_{tot} for φ = 0:8 area</td>
<td>10.8 ± 2.5</td>
</tr>
<tr>
<td>Total ISRF. I_{ISRF}(0.091 – 8 μm)²</td>
<td>20.4</td>
</tr>
<tr>
<td>Extincted ISRF. I_{ISRF}(0.091 – 8 μm)</td>
<td>12.2</td>
</tr>
</tbody>
</table>

Note. *(MMP Mathis et al. 1983) as modified by Lehtinen et al. (1998)*

extinction factors were then derived by calculating the term in square brackets in equation (5) of Lehtinen et al. (1998). The ISRF spectrum was then reduced in accordance with these extinction factors and the resulting extincted ISRF intensity, I_{ISRF}^{ext}, is shown as a dotted line in Fig. 10 and its total intensity, integrated over 0.091–8 μm, in the bottom row of Table 5.

The quantity to be compared with the extincted ISRF intensity is not, however, the integrated surface brightness at any individual position of the cloud, but the mean surface brightness over the cloud face, T_{tot}(φ), integrated over all wavelengths (for details, see equations 5 and 6 of Lehtinen et al. 1998). In order to account for this, we have approximated G 300.2–16.8 as a spherical cloud of diameter 0.8’ (cf. Fig. 1) and determined from the two ESO/SERC and four IRAS maps the mean surface brightness within this boundary. The background level, determined at our reference positions, has been subtracted. The ratios of the mean surface brightness to the surface brightness values at the three ON positions are given in Table 6. Using these ratios, i.e. ESO/SERC B_7 and R for I_{scat}, IRAS 12 μm for I_{UIB}, IRAS 25 and 60 μm for I_{MIR}, and IRAS 100 μm for I_{large}, we have derived the three estimates for the total mean radiation T_{tot} (row 6) and the average of the three estimates in row (7). The IRAS maps are thus being used to obtain an estimate for the spatial distribution over the cloud face, while the ISO/PHOT data are used to determine its spectral distribution. Within the error limits, T_{tot} is seen to be in good agreement with the extincted ISRF (0.091–8 μm) intensity.

To ensure that this result did not strongly depend on the selected cloud boundary, we also repeated this procedure using cloud diameters of 0.7 and 0.9’. For all three boundaries tested, the ratios T_{tot}/I_{ISRF} were obtained. They were 0.99 ± 0.05, 0.89 ± 0.05 and 0.88 ± 0.05 for 0.7’, 0.8’ and 0.9’, respectively. This suggests that a 0.8 boundary is a reasonable assumption and that T_{tot} and I_{ISRF} are equal within the error limits. We will discuss the details of the energy budget in Section 8.6.

7 FAR-INFRARED OPACITY

We derive the ratio between the FIR optical depth τ_{opt}(λ) and the optical extinction τ_{opt}/A(V), as well as the average absorption cross-section per H atom, σ_H^A = τ(λ)/N(H). If this ratio can be assumed to be the same from cloud to cloud, one can estimate the total cloud masses by using only the observed FIR fluxes and the dust temperature derived from these fluxes (Hildebrand 1983).

In the case of optically thin emission (τ_{opt} ≪ 1) and an isothermal cloud, the observed surface brightness is

\[ I(λ) \approx \tau(λ)B(λ, T_{dust}) \propto λ^{-α}B(λ, T_{dust}) \]

We have derived the optical depths for α = 2 and for the T_{dust} values as given in Table 3. The resulting values of τ_{200} are listed in Table 7.

Using the NIR extinction values derived in Section 4 or the equivalent A(V) values as given in Table 2, we can derive values for I_{200}/A(V) and T_{30}/A(V), as given in Table 7.

We can also use the extinction for estimating the total hydrogen column densities, N(H + H_2). As a starting point, we adopt the value of N(H + H_2)/E(B − V) = 5.8 × 10^{21} cm^{-2} mag^{-1} for diffuse clouds (Bohlin, Savage & Drake 1978), together with R(V) = 3.05 to obtain N(H + H_2)/A(V) = 1.90 × 10^{21} cm^{-2} mag^{-1}. We thus derive for G 300.2–16.8 the total hydrogen column densities as shown in Table 7 and from these we calculate the values of σ_H, as listed in the last line of Table 7.

8 DISCUSSION

8.1 ON1, ON2, ON3 in comparison with diffuse ISM sightlines

Our three observed ON positions in G 300.2–16.8 cover a wide range of IRAS band ratios, I_{12μm}/I_{25μm} and I_{12μm}/I_{100μm}, comparable to almost the whole range of these parameters as observed in a large sample of high-latitude diffuse and translucent clouds by Laureijs (1989). In this respect, the three SEDs for ON1, ON2 and ON3 may be considered as representative templates for diffuse/translucent sightlines in general. The three SEDs and their differences clearly suggest the presence of at least three MIR–FIR emitting dust components, with the UIBs strongest at ON1, the VSG emission making its largest relative contribution at ON2 and the large, classical grains dominating the IR emission spectrum at ON3.

The emission spectra derived from our data may be compared with those of previous studies, such as the Dwek et al. (1997) SEDs produced using COBE data. The Dwek et al. data were successfully modelled by them using a three-component model. In their work, PAHs provided the 3.5–4.9 μm emission in their models, the MIR-range emission was provided by VSGs, and at wavelengths above 140 μm, the emission was dominated by T = 17–20 K graphite and 15–18 K silicate grains, in general agreement with our observations. Their model featured lower elemental abundance requirements than preceding work: they only required ~20 per cent of the total carbon to be in PAHs and ~60–70 per cent in graphite, but all of the silicon was locked in silicate grains. Their SED represented an average over a mixture of several high-latitude diffuse and translucent ISM clouds. Subsequent work by Verner et al. (2000) indicated notable cloud-to-cloud variations in the mid-IR emission of high-latitude translucent clouds, which they attributed to abundance and composition differences in the grains. The spatial resolution of our ISO data has permitted us to detect similar such variations within a single cloud.

A comparison of the models with the shape of other Galactic UIB spectra from the literature further illustrates the similarities and differences of the sightlines. Fig. 11 compares the ON1, ON2 and ON3 with the observed average of the six strongest UIB spectra of Kahanpää et al. (2003) and the strongest spectrum of
3–200 µm emission in an isolated local translucent cloud

Figure 10. Spectral energy distributions for ON1, ON2 and ON3. The components contributing to the energy balance in the different wavelength ranges are indicated: $I_{\text{iscat}}$ is the scattered UV–NIR light, $I_{\text{UIB}}$ is the unidentified infrared band (UIB) emission, $I_{\text{MIR}}$ is the very small grain (VSG) MIR contribution and $I_{\text{emit}}$ results from the big grains. The total interstellar radiation field (ISRF) in the solar neighbourhood is also shown both before and after extinction effects (solid and dashed lines, respectively). The data points marked on each of the $I_{\text{iscat}}$ lines represents the emission in the $BJ$ and $R$ bands, obtained by plate calibration with the Thumbprint nebula (TPN; see Section 4).

Table 6. Surface brightness ratios $I(\phi = 0.8)/I(\text{ON1})$. The estimated errors are 10 per cent.

<table>
<thead>
<tr>
<th>Wavelength band</th>
<th>ON1</th>
<th>ON2</th>
<th>ON3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$BJ$</td>
<td>1.00</td>
<td>0.98</td>
<td>0.88</td>
</tr>
<tr>
<td>$R$</td>
<td>0.82</td>
<td>0.65</td>
<td>0.63</td>
</tr>
<tr>
<td>IRAS 12 µm</td>
<td>0.65</td>
<td>0.66</td>
<td>1.29</td>
</tr>
<tr>
<td>IRAS 25 µm</td>
<td>0.80</td>
<td>0.56</td>
<td>0.86</td>
</tr>
<tr>
<td>IRAS 60 µm</td>
<td>0.83</td>
<td>0.58</td>
<td>0.47</td>
</tr>
<tr>
<td>IRAS 100 µm</td>
<td>0.89</td>
<td>0.69</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Table 7. Visual extinction, optical depth and average absorption cross-sections per H nucleon for ON1, ON2 and ON3. $\tau_{200}$ is calculated under the assumption that $\tau_{\lambda} \propto \lambda^{-2}$.

<table>
<thead>
<tr>
<th></th>
<th>ON1</th>
<th>ON2</th>
<th>ON3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A(V)$</td>
<td>1.8 ± 0.2</td>
<td>1.9 ± 0.2</td>
<td>2.9 ± 0.2</td>
</tr>
<tr>
<td>$N(H) \ (10^{21} \text{cm}^{-2})$</td>
<td>3.5 ± 0.4</td>
<td>3.7 ± 0.4</td>
<td>5.66 ± 0.4</td>
</tr>
<tr>
<td>$I_{200}(\nu)$ (MJy sr$^{-1}$)</td>
<td>16.6 ± 3.4</td>
<td>20.8 ± 4.3</td>
<td>35.2 ± 7.2</td>
</tr>
<tr>
<td>$\tau_{200}(10^{-4})$</td>
<td>1.9 ± 0.2</td>
<td>2.4 ± 0.2</td>
<td>4.0 ± 0.4</td>
</tr>
<tr>
<td>$I_{200}/A(V)$ (MJy sr$^{-1}$)</td>
<td>9.2 ± 2.1</td>
<td>11.0 ± 2.5</td>
<td>12.1 ± 2.6</td>
</tr>
<tr>
<td>$\tau_{200}/A(V)$ (10$^{-4}$ mag$^{-1}$)</td>
<td>1.1 ± 0.2</td>
<td>1.3 ± 0.2</td>
<td>1.4 ± 0.2</td>
</tr>
<tr>
<td>$\sigma_{200} = \tau_{200}/N(H)$ (10$^{-25}$ cm$^2$ H nucleon$^{-1}$)</td>
<td>0.6 ± 0.1</td>
<td>0.7 ± 0.1</td>
<td>0.7 ± 0.1</td>
</tr>
</tbody>
</table>

Onaka et al. (1996). Although the general shapes of the spectra are indeed similar, there are two notable differences in the 8–11 µm range between our data and the other spectra. First, the central position of the 8.6-µm UIB appears to be at a slightly shorter wavelength than previously observed. This arises as a result of our basing of the model on the Boulanger (2000) ISOCAM spectrum taken very close to ON1, which appears to show such properties. Furthermore, the lack of a narrow ISOPHOT filter band covering this feature means that the properties of the band in our model are not well constrained, hence, our model should only be taken as an approximation of the wavelength of this band. The second, more significant difference

8.2 UIB properties

The UIB strengths have already been discussed in L98 and the present study confirms their results. Results obtained from the semi-empirical modelling of Section 5.1, listed in Table 3, suggest that the spectra can be fitted using a scalable continuum and a set of six Cauchy profiles, in good agreement with the CVF data of Boulanger (1998). Despite the differences in the continuum-subtracted band heights between positions ON1 and ON3, the ratio of the 7.7- and 11.3-μm UIB heights is similar, indicating that the relative carrier abundances are similar within errors. The 7.7/11.3 μm ratio at ON2 is rather higher than for the other two positions, but still within 30 per cent. Given the non-uniqueness of the underlying continuum used, together with the overall uncertainties on the photometry measurements, the spectrum does not appear significantly different.

Furthermore, the UIB spectra appear to be similar to those seen in other interstellar environments (see e.g. table 7 of Li & Draine 2001b for a comparison).

8.3 Mid-IR continuum: PAHs versus silicates

Our measured 10-μm continuum level in G 300.2−16.8 has been confirmed by Boulanger (2000) and also reflects the continuum level in the Polaris cirrus cloud (Boulanger et al. 2000). The presence of an underlying continuum between the UIBs at 10 μm bears directly on the flux levels at 16 and 20 μm. On the basis of our observations, it appears that the 10-μm continuum level correlates more closely with the mid-IR emission at 16–25 μm, rather than the UIBs (see Fig. 8 and Table 2). Under the assumption of a Li & Draine (2001b) type model, there appear to be two alternative explanations for this continuum, which does not appear in the Li & Draine (2001b) diffuse ISM results. The first is enhanced PAH emission through either a greater proportion of carriers, or enhanced particle emissivity. The second possibility is an excess of very small silicate particles.
In our physical modelling, the size distributions of silicate and graphite grains were modified by a factor $a^{\Delta r}$, and the models preferred a large number of small silicate grains that accounted for much of the 10-µm continuum. There was a smooth change to PAH optical properties around $a \sim 50$ Å for graphite grains. Graphite grains above the 50-Å limit do not provide any significant continuum at 10 µm. For the PAHs, both the optical properties and the shape of the size distribution were kept constant. Additional continuum at 10 µm could therefore only be provided in the models by small silicate grains. We might also consider the possibility that the increased continuum level could be produced equally well by small graphite grains ($\lesssim 10$ Å). At positions ON2 and ON3, this would better account for the 16-µm observations that were underestimated in the numerical models (Fig. 9). However, (spherical) graphicitic grains smaller than 10 Å would be difficult to incorporate on physical grounds. In the bulk form of graphite, the distance between graphene sheets is $\sim 3.35$ Å and the size of a unit cell carbon hexagon is $\sim 2.46$ Å. These are both already a significant fraction of the proposed grain size and, for grains this small, some other assumptions (e.g. the heat capacities used or the assumption of a continuous energy spectrum) are also no longer strictly correct. Irrespective of the material forming these grains, however, the qualitative conclusion about the continuum level should still be valid.

Li & Draine (2001a) presented models with which they addressed the possible contribution to the diffuse emission spectrum at $\lambda \approx 10$–30 µm attributable to ultrasmall ($a < 15$ Å) silicate dust grains. They also attempted to place upper limits on the presence of ultrasmall silicates via their contribution to the UV extinction curve. They estimated that as much as 10 per cent of the available interstellar silicon could be in ultrasmall silicates without violating any observational constraints.

In the physical models of Section 5.2, the relative amount of silicate was increased with respect to the amount of graphite. The final row of Table 4 summarizes the silicon abundance requirements of the models as a multiple of the Li & Draine (2001b) diffuse ISM requirement. The models all incorporate more silicate by a factor of $1.5$–$3.3$ than the Li & Draine (2001b) model. Furthermore, under the assumption of MgFeSiO$_4$ grains with a density $3.5$ g cm$^{-3}$, the Li & Draine (2001b) models also have a silicon abundance requirement of $4.85 \times 10^{-3}$, already higher than the solar silicon abundance of $3.6 \times 10^{-5}$. The amount of silicate needed could be reduced by changing the models, e.g. by employing a stronger radiation field. A separate population of small silicate (or graphite) grains might help to address the issue. Nevertheless, the availability of the amount of silicon needed will remain a problem.

Whatever the nature of the particles involved, there is now clear evidence of underlying emission that cannot be modelled using a first-order polynomial, as has been done previously: there are differences between the baseline levels of the $6.2/7.7/8.6$- and $11.3/12.7$-µm groups. Even using a simple semi-empirical model, it is clear that this continuum appears to peak between 10 and 17 µm. Although a modelled silicate continuum has been used in the semi-empirical fitting in Section 5.1, we re-emphasize here that this is only an example of a possible fit and does not necessarily suggest the presence of an excess of ultrasmall silicate grains.

### 8.4 The large classical grains

Both the simple empirical fitting and the analytical Li & Draine (2001b) type model are able to characterize the broader aspects of the big grain populations in G 300.2$-$16.8. In all three sightlines, the grain emission in the long-wavelength ISOPHOT bands can be described by particles radiating at a stable temperature of $\sim 17.5$ K (Table 3). These temperatures are in good agreement with Verter et al. (2000), who used DIRBE to survey and model eight translucent molecular clouds and reported temperatures of $\sim 16$–$18$ K for the big grains. The study of high-latitude clouds by del Burgos et al. (2003) indicates a warm dust component with a temperature of $\sim 17.5$ K. Earlier work by Dwek et al. (1997) also suggested that, for wavelengths greater than 140 µm, their model was dominated by emission from $T \sim 17$–$20$ K graphite and $15$–$18$ K silicates. Li & Draine (2001b) also report temperatures of $13$–$22$ K for a mixture of graphicitic and silicate grains between 0.01 and 0.2 µm. For the large grains, our numerical modelling adopted the properties described in Li & Draine (2001b). In our physical SED models, the graphite component dominates over the silicate component at wavelengths greater than $\sim 60$ µm; thus, we would expect our $\sigma^H_2$ values to be closer to that of graphite, which is also the case.

The listed $\sigma^H_2$ estimates for G 300.2$-$16.8 were obtained using the methods of Hildebrand (1983). Li & Draine (2001b) have calculated absorption cross-sections for a diffuse dust model. The resulting $\sigma^H_2$ values are shown in Table 8 for each of the grain components, i.e. graphite and silicate particles, as well as for the total mixture. For comparison with the observations, one must take into account that the observationally determined cross-section is a weighted sum of the graphite and silicate cross-sections, the weighting factor for the warmer graphite particles being larger than the one for the cooler silicates. This leads to the situation that in the Li & Draine (2001b) model, the contributions to the high-latitude emission spectrum by graphite and silicate grains are almost equal at $\lambda \sim 90$–150 µm (see their fig. 8). The effective cross-section as determined from the observed SED will thus be between the graphite and silicate values (see Mezger, Mathis & Panagia 1982 for details). It can be seen that the Li & Draine (2001b) calculated cross-sections are in reasonable agreement with our estimates for G 300.2$-$16.8.

It appears, however, that the dust population composition towards G 300.2$-$16.8 does not simply reflect the classic diffuse ISM

---

**Table 8.** Comparison of the 200-µm optical depth-to-A(V) ratio and average absorption cross-section per H-atom nucleon for a range of interstellar medium (ISM) environments.

<table>
<thead>
<tr>
<th>Object</th>
<th>$\tau_{200}/A(V)$</th>
<th>$\sigma^H_2$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(10$^{-4}$ mag$^{-1}$)</td>
<td>(10$^{-25}$ cm$^2$ H nucleon$^{-1}$)</td>
<td></td>
</tr>
<tr>
<td>G 300.2$-$16.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ON1</td>
<td>1.1 ± 0.2</td>
<td>0.6 ± 0.1</td>
<td>This work</td>
</tr>
<tr>
<td>ON2</td>
<td>1.3 ± 0.2</td>
<td>0.7 ± 0.1</td>
<td></td>
</tr>
<tr>
<td>ON3</td>
<td>1.4 ± 0.2</td>
<td>0.7 ± 0.1</td>
<td></td>
</tr>
<tr>
<td>Diffuse ISM</td>
<td>2.5</td>
<td>1.4</td>
<td>Dwek et al. (1997)</td>
</tr>
<tr>
<td>Thumbprint nebula (globule)</td>
<td>5.3</td>
<td>2.5$^{+3.2}_{-1.4}$</td>
<td>Lehtinen et al. (1998)</td>
</tr>
<tr>
<td>L183 (dense cloud)</td>
<td>3.4$-$3.8</td>
<td></td>
<td>Juvela et al. (2002)</td>
</tr>
<tr>
<td>Model (molecular clouds)</td>
<td>2.7</td>
<td></td>
<td>Hildebrand (1983)</td>
</tr>
<tr>
<td>Model (diffuse ISM)</td>
<td>1.0 (silicates)</td>
<td>0.53 (graphite)</td>
<td>Li &amp; Draine (2001b)</td>
</tr>
</tbody>
</table>

picture. In Table 8, we also compare the ratios $\tau_{200}/A(V)$ and $\sigma^H/V = \tau_{200}/N(H)$ in G 300.2−16.8 with a number of other interstellar clouds and dust models. While the Li & Draine (2001b) $\sigma^H$ values are generally consistent with our data, we note that the data in Table 8 suggest that our sightlines are different from the diffuse ISM. While it is unsurprising that the $\tau_{200}/A(V)$ and $\sigma^H$ values for the denser environments are much higher than for G 300.2−16.8, we also note that the Dwek et al. (1997) diffuse ISM values are almost twice our G 300.2−16.8 estimates. This suggests that the large grain population contribution is different for our sightlines and that, in general, smaller grains dominate in this region.

8.5 UIB/VSG/large grain emission variations

Extinction mapping and modelling of G 300.2−16.8 by Laureijis et al. (1989) suggested that the variations of the relative emission strengths in the IRAS 12-, 25-, 60- and 100-µm bands between the centre and edge of the cloud cannot be solely attributed to ISRF attenuation effects, and they instead proposed that the variations are attributable to real abundance variations of the carrier populations. Modelling of the IR emission of G 300.2−16.8 by Bernard et al. (1993) also indicated that strong IRAS colour variations could not be attributed to radiative transfer effects alone. Their models instead suggested the presence of a halo of small dust particles and/or PAHs, with their densities decreasing towards the cloud interiors and giving way to the dominance of larger grains. This general picture is supported by our observations: ON3 is near the central part of the cloud, and ON1 and ON2 sample different halo positions.

More recently, surveys of MIR−FIR/submillimetre dust emission have been conducted using data from the PRONAOS/SPM (Programme National d’Astronomie Submillimétrique/spectro photomètre multibande, a balloon-borne telescope) in conjunction with IRAS and COBE/DIRBE data for several sightlines (see Stepnik et al. 2003 for a review). Bernard et al. (1999) observed the high-latitude cirrus cloud MCLD 123.5 +24.9, which exhibited lower large grain equilibrium temperatures than other similar objects and an MIR emission deficit measured at 60 µm. The IRAS colours of this object already suggested an excess of cold dust, and the low temperature was attributed to a change in the dust properties and grain coagulation. Similar results for a molecular filament in the Taurus complex, coupled with the detection of corresponding submillimetre enhancement, led Stepnik et al. (2003) to postulate that the effects there can be modelled by VSG-big grain coagulation into large fluffy aggregates.

Although G 300.2−16.8 is at high Galactic latitude and does not show a 60-µm emission deficit in our data, we conclude that it is not a normal cirrus cloud. It has a relatively high average large grain temperature of $\sim$17.5 K for its estimated $A(V)$ at all three observed positions and appears to exhibit a comparatively large number of small grains. The clear differences in the relative contributions to the emission spectrum by the UIBs, VSGs and large grains between the sightlines may be attributable to two scenarios:

(i) either the relative component population differences were established during the original cloud formation; and/or

(ii) ongoing processing may give rise to material exchange between the populations (e.g. coagulation or fragmentation processes).

Distinguishing between these two possibilities may prove difficult, however, and might require statistical sampling of a number of clouds to conclusively determine whether anticorrelations exist between the components. Nevertheless, we note that for ON3, the increased large grain emission is accompanied by lowered UIB emission, which might suggest the accretion of the UIB carrier species on to large grains. Given that larger FIR emissivity appears to be needed for position ON3 (and possibly also for ON2) than is required for ON1, grain growth would seem plausible.

8.6 Energy budget and the ISRF

Within the error limits, the total surface brightness of G 300.2−16.8, integrated from the UV to FIR wavelengths, was seen to be equal to the mean solar neighbourhood ISRF intensity (0.091–8 µm), extinguished in the cloud (see Section 6 and Table 5). This supports the scenario in which G 300.2−16.8 is solely heated by the external ISRF (0.091–1.25 µm). No associated stars are known of in G 300.2−16.8, which could supply any noticeable additional heating radiation.

In the physical modelling of the SEDs in Section 5.2, the MMP ISRF as modified by Lehtinen et al. (1998) was adopted and a good agreement was found with the observed SEDs of positions ON1–ON3 not only with respect to their shape, but also with the absolute flux level. This indicates that the adopted ISRF intensity is of the correct magnitude to supply the heating power to the cloud. There are, however, other free parameters in the physical modelling, such as the line-of-sight dust column density (producing extinction) and the albedo of the grains, which can account for an error in the assumed ISRF intensity. The extinction by diffuse dust in the envelope and intercloud region of the Chamaeleon dark cloud complex may be expected to attenuate the ISRF incident on G 300.2−16.8 by $\sim$10–15 per cent. Taking this attenuation into account would increase the $A(V)$ estimates obtained from the physical modelling by $\sim$10–15 per cent, thus bringing them into better agreement with the directly observed $A(V)$ values.

The direct estimation of the energy balance, as presented in Section 6, does not depend on the detailed radiative transfer and dust modelling. Besides the adopted SED of the ambient ISRF, only observed quantities are involved, i.e. the extinction profile of the cloud and the UV-to-FIR surface brightness averaged over the cloud face. In this simple form, the approach is valid for clouds with spherical symmetry. This appears to be a reasonable assumption for G 300.2−16.8 (see Figs 1 and 7). The incident ISRF intensity is not isotropic, but shows a strong concentration towards the Galactic equator. For the cloud emission at mid-IR and FIR wavelengths, this causes no complications because the cloud emission is isotropic. However, at the UV-to-NIR wavelengths where the predominantly forward-directed scattering dominates, the surface brightness of the cloud depends on the viewing direction: a cloud of small-to-moderate optical depth is brighter when viewed in the direction of the Galactic plane as compared with a viewing direction towards high Galactic latitudes. In the case of G 300.2−16.8, the viewing direction is towards an intermediate Galactic latitude, $b = -16.8^\circ$, which means that the effective ISRF intensity for scattering is close to the average ISRF intensity over the sky (see Lehtinen & Mattila 1996 for details).

An interstellar cloud for which both the extinction profile and the UV-to-FIR surface brightness are measured can be used as a probe of its ambient ISRF intensity. This way, one could probe the ISRF within $\sim$1 kpc of the Sun in different environments, such as stellar associations or clusters with enhanced ISRF. The location of G 300.2−16.8 in the Chamaeleon dark cloud complex is not expected to imply any significant enhancement of the ISRF: the young stars in Cha I and II clouds are mostly of low luminosity and many of them are still embedded in their parental cloud. The analysis of the energy balance of the TPN, a globule also located in the Chamaeleon

complex, gave the same result, i.e. that its ambient radiation field can be well represented with the average solar neighbourhood ISRF (see Lehtinen et al. 1998).

9 SUMMARY

(i) We have presented multiwavelength ISO imagometry of three differing sightlines corresponding to IRAS 12-, 25- and 100-μm photometry peaks within the G 300.2-16.8 high latitude translucent cloud. The data cover the NIR-FIR wavelength range and demonstrate the need for at least three ISM components: UIB carriers, transiently heated VSGs and large classical grains at thermal equilibrium.

(ii) 2MASS $JHK_s$ colour excesses of stars visible through the cloud were used to construct an extinction map. Star counts in the $B_2$ and $I$ bands indicated a reddening law compatible with the diffuse dust $R(V)$ value.

(iii) The UIB section covered by filter photometry was fitted semi-empirically using a typical model silicate continuum and six Cauchy curves. An underlying continuum peaking around 15–16 μm was found to be necessary. The emission by large grains was well fitted for all three sightlines with a modified blackbody curve of $T\sim 17.5$ K. This is warmer than expected, but not incompatible with other observations of diffuse and translucent clouds. Emission was detected in the MIR range, which was attributed to non-thermal emission by transiently heated small grains.

(iv) Under the assumption of simple spherical geometry, numerical modelling of the data, based on the work of Li & Draine (2001b), was performed. The models were able to fit the spectra plausibly. The differences in the SEDs cannot be explained by radiation field variations or radiative transfer effects. Abundance variations are required to explain the differences between, for example, the UIB carrier contributions to the cloud centre (ON3) and halo (ON1) spectra. Some very small silicate grains appear to be required by the models, with a greater quantity of silicon (and carbon) than is allowed by some current cosmic abundance estimates, but this is true of other existing models as well (e.g. Li & Draine 2001b).

(v) The FIR opacity per nucleon, measured by the quantity $\sigma^N = \tau_{200}/N(H)$, assumes values in G $300.2-16.8$ that are lower than some of the recently obtained values for globules and dense molecular clouds. The estimated values of $\tau_{200}/A(V)$ are also smaller than those obtained from recent diffuse ISM models, suggesting an enhancement of the small grain population.

(vi) Within errors, the energy of the sum of the optical scattered light and emission from the UIBs, VSGs and large grains can be supplied by the local ISRF. The relative amounts of the UIB, VSG and large grain emission vary as expected from the original IRAS photometry: UIB emission is strongest on ON1, the mid-IR VSG emission peaks on ON2 and the large grain emission dominates on ON3. It is not yet clear whether material is transferred between the three populations and statistical sampling of a range of clouds may be required to address this issue in the future. The variations between the three sightlines appear to be a result of abundance variations of the three (or more) carrier populations within the cloud and this may be the result of grain coagulation processes.
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