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ABSTRACT

One-month-ahead streamflow forecasting is important for water utilities to manage water resources such as irrigation water usage and hydropower generation. While deterministic streamflow forecasts have been utilized extensively in research and practice, ensemble streamflow forecasts and probabilistic information are gaining more attention. This study aims to examine a multivariate linear Bayesian regression approach to provide probabilistic streamflow forecasts by incorporating gridded precipitation forecasts from climate models and lagged monthly streamflow data. Principal component analysis is applied to reduce the size of the regression model. A Markov Chain Monte Carlo (MCMC) algorithm is used to sample from the posterior distribution of model parameters. The proposed approach is tested on gauge data acquired during 1961–2000 in North Carolina. Results reveal that the proposed method is a promising alternative forecasting technique and that it performs well for probabilistic streamflow forecasts.

INTRODUCTION

Streamflow forecasting has been researched extensively in the water and hydrological engineering literature for the past several decades (Salas et al. 1980; Bartolini & Salas 1993; Lettenmaier & Wood 1995; Lima & Lall 2010) due to its importance in managing water resources systems, e.g. dam operation, water supply and irrigation planning. Generally, forecasting techniques can be characterized as one of the following two types depending on its output format: (1) deterministic (e.g. Hsu et al. 1995; Zealnd et al. 1999); and (2) probabilistic and ensemble streamflow prediction (EPS) (e.g. Day 1985; Werner et al. 2004; Grantz et al. 2005; Vrugt et al. 2006; Wood & Lettenmaier 2006; Johnell et al. 2007; Wood & Schake 2008; Wei & Watkins 2011; Najafi et al. 2012). Although deterministic streamflow forecasts have been utilized in water resource planning and management, the utility of ensemble and probabilistic streamflow forecasts are gaining attention (Maurer & Lettenmaier 2004; Golembesky et al. 2009; Eum & Kim 2010; Alemu et al. 2011). Wang (2012) used streamflow ensembles to investigate different water usage scenarios in deciding water allocation for different users. This study aims to examine multivariate linear Bayesian regression approach to provide probabilistic streamflow forecasts by incorporating gridded precipitation forecasts from climate models, as well as lagged monthly streamflow data.

There are many factors influencing monthly streamflow time series, including all the processes which contribute to the overall water movement cycle, e.g. precipitation, evaporation and infiltration. In building a statistical forecasting model, the components that are found significantly correlated with streamflow are often chosen as predictors. Autocorrelation in monthly streamflow data can often be detected due to storage effect of the basin. Hence, lagged streamflow time series are usually potential predictors for monthly streamflow forecasts (Piechota & Dracup 1999). Recently, studies have found that monthly forecasted precipitation is also highly correlated with streamflow data (e.g. Sankarasubramanian et al. 2008; Block et al. 2009) and the correlation value varies temporally and spatially. Given the large number of potentially correlated predictors that are available, principal component
analysis (PCA) is an appealing approach for reducing the number of parameters in the regression model (Sankarasubramanian et al. 2008). Many similar studies (e.g. Grantz et al. 2005; Moradkhani & Meier 2010) addressed predictor selection and reduction dimension.

In this study, PCA is first applied to reduce problem dimension. Further, the Bayesian approach is applied to estimate the parameters of the multivariate linear regression model. From a classical frequentist point of view, the model that is regarded the best fit is the one for which the set of model parameters produces the minimum difference between observation and model output. In contrast, the Bayesian approach regards the model parameter as ‘random variables’ with uncertainty. Prior information about such random variables can be incorporated; meanwhile, observed streamflow data are used as ‘evidence’ to update prior information. The Bayesian approach therefore enjoys the advantage of incorporating prior information of the model parameters and streamflow data to obtain the posterior distribution for model parameters of interest. The Bayesian approach has been applied in water resources and hydrological engineering (e.g. Vrugt et al. 2008; Jin et al. 2010; Wang & Harrison 2013) and has gained popularity due to advances in computing techniques and its advantage of naturally propagating uncertainty of model parameters to prediction distribution.

In this study, predictors for streamflow forecasting are first identified and then PCA is used to reduce the dimension of the regression problem. Bayesian multivariate linear regression is applied to estimate the regression parameters and, finally, the constructed linear regression is utilized to provide streamflow forecasts. As a general procedure proposed in this study, it is tested for monthly streamflow forecasting.

The objectives of this study are to: (1) propose a Bayesian linear regression approach for monthly streamflow forecasts; and (2) examine the performance of the proposed approach in a case study of streamflow prediction in North Carolina (NC), USA. Analysis of streamflow data presents several challenges, including non-normality and collinearity. In the following methodology section, we describe the Box–Cox transformation to deal with non-normality, PCA to deal with collinearity and finally the Bayesian linear regression used to make predictions. There follows a description of the data sources used in this study. The proposed method is applied to a streamflow gauge in North Carolina and the results are described, followed by a concise discussion and final conclusions.

**METHODOLOGY**

**Box–Cox transformation**

The Box–Cox transformation (Box & Cox 1964) is used to transform a time series which is non-normally distributed to approximate the normal distribution. The Box–Cox transformation is applied to the original time series $y_i$ according to:

$$y_i^{(\lambda)} = \begin{cases} \frac{y_i^\lambda - 1}{\lambda}, & \text{if } \lambda \neq 0 \\ \log(y_i), & \text{if } \lambda = 0 \end{cases}$$

where $y_i, \{i = 1, 2, \ldots, n\}$ is the original time series and $y_i^{(\lambda)}, \{i = 1, 2, \ldots, n\}$ is the transformed dataset. The parameter is estimated by maximizing the log-likelihood function. It can be easily implemented in Matlab function `boxcox`. After the Box–Cox transformation is applied to obtain the new time series, hypothesis tests, e.g. the Kolmogorov–Smirnov test, can be used to test the normality of transformed time series.

**Principal component analysis**

PCA (Shaw 2003; Abdi & Williams 2010) is a dimension reduction technique for building predictive models. It aims to replace a large number of correlated predictors with a small number of representative uncorrelated predictors, known as the principal components (PCs). Mathematic derivation and illustrative examples of the feature of PCA can be easily found in the literature (e.g. Joliffe 1996). The main advantage of such an approach is dimension reduction.

**Bayesian linear regression**

A multivariate linear regression model can be defined:

$$Y = X\beta + \Phi$$

where $Y = [y_1, y_2, \ldots, y_p]$ is the dependent variable; $X$ is the $n \times p$ design matrix and the first column are all 1s; $\beta = [\beta_1, \beta_2, \ldots, \beta_p]$ are the parameters to be estimated.
is the regression coefficient vector and the first element corresponds to the intercept; and \( \Phi \) is error with elements following the normal distribution with mean 0 and variance \( \sigma^2 \).

The unknown parameters in Equation (2) are the regression coefficients and error, denoted \( \theta = (\beta, \sigma^2) \). In Bayesian context, these unknowns are treated as random variables rather than fixed values. The basic formula for Bayesian theorem is (e.g. Gelman et al. 1995; Carlin & Louis 2009):

\[
P(\theta | Y) = \frac{P(Y | \theta)P(\theta)}{\int P(Y | \theta)P(\theta) d\theta}
\]

The prior distribution reflects knowledge about \( \theta \) before observing data. In a Bayesian analysis, this uncertainty is quantified with a probability distribution \( P(\theta) \). The likelihood term \( P(Y | \theta) \) is the distribution of the data given model parameters. In the case of Bayesian linear regression, the likelihood is derived by Equation (2). The denominator is an integration of the product over sample space. At the heart of a Bayesian analysis is the posterior distribution, \( P(\theta | Y) \) which represents the current state of knowledge after observing the data. Bayes’ Theorem provides a mathematically coherent way to update the prior based on the data to obtain the posterior. Evaluating the posterior is a challenging aspect of a Bayesian analysis, especially when the dimension of sample space is larger than 20 (Gilks et al. 1996). Markov Chain Monte Carlo (MCMC) was developed to avoid the calculation of the integration in the denominator of the right-hand side of Equation (3). It is used to sample directly from the posterior distribution \( P(\theta | Y) \) and extract information about \( \theta \) based on these samples.

The MCMC algorithm is used to draw dependent samples, \( \theta^{(1)}, \theta^{(1)}, \theta^{(2)}, \ldots \) such that, after some point, the subsequent samples follow the posterior distribution, \( P(\theta | Y) \). The initial portion of the chain, referred to as the burn-in, is discarded and the inference is based on the rest of the chain. There are numerous MCMC algorithms in the literature, but most of them are developed from Metropolis–Hasting sampling (Hastings 1970) and Gibbs sampling (Gelfand & Smith 1990). The Gibbs sampling approach is applied here due to its simplicity and the characteristic of the problem defined in this paper.

Gibbs sampling is a convenient algorithm when the priors are conjugate. A prior is called a conjugate prior if the posterior belongs to the same family of the prior probability distributions. One major advantage of using conjugate priors is that an analytical expression can be derived for the posterior and samples can be easily drawn from it (Carlin & Louis 2009). To facilitate the following discussion, a reparameterization of \( \sigma^2 \) is used and its reciprocal is defined as \( \tau \). A typical conjugate prior for the parameters is:

\[
P(\theta) = P(\beta, \tau) = P(\tau)P(\beta | \tau)
\]

where \( P(\tau) \) is a gamma distribution with parameter \( a \) and \( b \):

\[
P(\tau) \propto \tau^{a-1}e^{-bt}
\]

and \( P(\beta | \tau) \) is a normal distribution:

\[
P(\beta) \propto \exp \left( -\frac{1}{2\sigma^2} \sum_{j=1}^{p} \beta_j^2 \right)
\]

Using such priors ensures that the posterior distribution is analytically derived and samples can be drawn using a Gibbs sampler. Gibbs sampling proceeds by selecting initial values for all parameters, and then updating the parameters one at a time from their full conditional distributions which assume that all other parameters are temporarily fixed. After choosing parameters \( a, b \) and \( \sigma^2 \) for prior distribution of \( \tau \) and \( \beta \), Gibbs sampling is implemented in the following steps:

1. Assign initial values to regression parameters \( \beta^{(0)} \) and \( \tau^{(0)} \).
2. Sample \( \beta^{(j+1)} \mid \tau^{(j)} \) from its conditional density for \( \beta^{(j+1)} \sim N(M, V) \) where

\[
V = \left( X^T X + I_p \frac{1}{\sigma^2} \right)^{-1}
\]

\[
M = \tau^{(j)} V X^T Y, \text{ where } I_p \text{ is the } p \times p \text{ identity matrix with 1s on the main diagonal and zero everywhere else.}
\]

3. Sample \( \tau^{(j+1)} | \beta^{(j+1)} \) from its conditional density for

\[
\tau^{(j+1)} = \Gamma \left[ \frac{\eta}{2} + a, \left( Y - X\beta^{(j+1)} \right)^T \left( Y - X\beta^{(j+1)} \right) + b \right]
\]

4. If \( j \) is less than pre-designated iterations \( J \), go to step 2. Otherwise, stop sampling.
Note that in step 2, the updated value of $\beta$ is used to obtain the sample of $\tau$ and the updated $\tau$ value is used in step 3 to obtain the sample for $\beta$. Convergence diagnostics are applied to determine whether the algorithm has converged and, if it is valid, to make any inference about the posterior distribution of model parameters based on MCMC samples. The Gibbs sampling algorithm is fundamentally different from an optimization algorithm. Rather than stopping once the optimal value has been reached, after the algorithm has converged it is run for many more iterations to produce representative samples from the posterior. It is therefore common practice to run the algorithm for a fixed number of iterations and then retain all samples after a burn-in period.

The posterior mean of MCMC chain of each regression parameter can be used to provide single-value streamflow forecasts if only interested in deterministic streamflow forecasts. Ensemble streamflow forecasts can be obtained if each set of MCMC samples in the posterior distribution is utilized to run the linear regression model. This can also be used to develop probabilistic streamflow forecasts, e.g. probabilistic forecasting of streamflow falling into ‘below normal’ (BN), ‘normal’ (N) or ‘above normal’ (AN) categories.

**DATA**

**Streamflow data**

Monthly streamflow data for USGS gauge number 02102000 are downloaded from surface water USGS portal (http://waterdata.usgs.gov/nwis). The drainage area contributing to this gauge is 1,434 square miles (3,714 km$^2$) and it is located 1 mile (1.61 km) upstream of Lockville dam, which is usually operated for hydroelectricity generation. The location of the gauge is represented as a triangle in Figure 1. Streamflow forecasting is of great importance for planning hydroelectricity generation. In this study, we focus on the dataset during the period 1961–2007. As shown in Figure 2, data are heavily right skewed. The whole dataset is split into two: data from the years 1961–1996 are used for calibration and from years 1997–2007 for model validation.

**Climate forecasts**

For climate forecasts, we consider one-month-ahead retrospective precipitation forecasts from ECHAM4.5 (the European Centre for Medium-Range Weather Forecasts, Hamburg; Roecker et al. 1996) forced with constructed

---

**Figure 1**

(a) Correlation between streamflow data at the gage represented by a triangle and retrospective monthly precipitation data at neighboring grids or resolution 2.5° × 2.5°. (b) The watershed contributing to the streamflow gauge.
analogue sea-surface temperatures (SSTs) (Li & Goddard 2005). These retrospective forecasts are available for 7 months ahead and are updated every month from January 1957. Gridded monthly precipitation forecasts for nine grids of 2.5° latitude × 2.5° longitude were downloaded from http://iridl.ldeo.columbia.edu.

RESULTS AND ANALYSIS

Box–Cox transformation

Figure 3(b) shows that the transformed data after a Box–Cox transformation with \( \lambda = 0.159 \) is approximately normal and it passes the Kolmogorov–Smirnov test of normality. There are two advantages of using the Box–Cox transform: one is that it avoids negative streamflow values once it is being transformed back to the original space; the other is that normally distributed time series of streamflow satisfy the assumption of Equation (2).

Principal component analysis

Lagged streamflow data are usually significantly correlated with current-month streamflow due to system memory effect for watersheds where groundwater or surface water storage plays an important role in the hydrological cycle. Figure 3 shows the correlation between monthly streamflow and lag-1 streamflow time series.
streamflow, as well as monthly streamflow and lag-2 streamflow time series. Correlation values are 0.56 and 0.27 respectively, both of which are significant at 5% significance level.

It is obvious that precipitation is usually well correlated with streamflow. However, if precipitation observation is used to build the regression model for streamflow forecasting, precipitation observation data cannot be obtained until the end of the month of interest. This poses a challenge in using observed precipitation for streamflow forecasting purposes. To alleviate this problem, precipitation forecasts may be used as an approximation to precipitation observation (e.g. Piechota & Dracup 1999). Recent studies have shown that climate forecasted precipitation is correlated with streamflow data for places where climate models have good performance (e.g. Sankarasubramanian et al. 2008). Figure 1(a) shows the correlation between one-month lead time precipitation forecasts from ECHAM4.5 at neighboring grids and the concurrent monthly streamflow data. For seven out of nine grids, there is significant correlation between the streamflow data and the retrospective precipitation forecasts with a minimum correlation value of 0.214 and a maximum of 0.578.

In total, nine variables are identified as the predictors for the monthly streamflow series. These are lag-1 streamflow, lag-2 streamflow and ECHAM4.5 forecasted monthly precipitation over seven neighboring grids of the streamflow guage. To reduce the model dimension, PCA is applied to those nine variables.

As shown in Figure 4(a), the first three PCs explain 64.2, 15.3 and 12.3% of the totally variance exhibiting in the nine variables. Over 90% of the variance can be explained by those PCs; they are therefore identified as the three predictors for monthly streamflow forecasting. The dimension is reduced significantly from nine to three by choosing three PCs and abandoning the rest. Apart from the dimension reduction, correlation among PCs is zero since they are orthogonal to each other. Figure 4(b) shows the coefficients of the variables contributing to the PCs. The absolute values of the coefficients represent the contribution to the PCs. For example, lag-1 streamflow data, lag-2 streamflow data, precipitation forecasts over grid 1, grid 2 and grid 3 are the major components of the first PC (PC_1), while the other variables have negligible contribution to PC_1.

Markov Chain Monte Carlo diagnostic

A MCMC chain is composed of samples from all iterations. As an example, Figure 5 shows the samples from iteration 1,000 to iteration 1,500. Before drawing conclusions about the posterior distribution of interested parameters from a MCMC chain, it is necessary to examine its convergence. A converged MCMC chain indicates that the samples are from the posterior distribution of the estimated parameters. There are many different ways to analyze the convergence of the chain (Cowles & Carlin 1996), some of which calculate the statistics from the samples of the chain. MCMC samples for parameters which pass the convergence diagnostics; they can be used to infer posterior distributions. Figure 6 shows
the running mean of the five parameters. The total length of the MCMC chain is 20,000 and the first 1,000 iterations are treated as ‘burn-in’. The last 19,000 samples are used to draw conclusions about the regression parameters.

Figure 7 shows the histogram of the posterior samples for each parameter. The posterior mean of the MCMC samples is often suggested as the best estimate of a parameter (Carlin & Louis 2009), and is shown as the vertical line in each panel of Figure 7. Similar to the confidence interval in classical statistics approach, Bayesian sampling can offer a credible interval. The difference in the calculations of confidence interval and credible interval is that the latter is obtained with both prior information, e.g. prior probabilities, and data, e.g. streamflow observations. The 95% credible intervals are represented as the two dashed lines in each panel. For example, a 95% credible interval for \( \beta_1 \) indicates that 95% of the mass of the probability density resides between 11.71 and 12.16.

To provide monthly streamflow forecasts, the posterior mean of the regression parameters can be used if we are only interested in deterministic streamflow forecasts. This study aims to investigate the capacity of the regression model to offer probabilistic forecasting. All posterior samples of regression parameters are therefore used to provide one-month-ahead streamflow forecasts and ensemble streamflow forecasts, comprising 19,000 individual forecasting members. By doing so, we account for uncertainty in the regression parameters.

**Streamflow forecast performance**

Streamflow data for 1996–2007 are used for validation purposes. Starting from January 1996, monthly streamflow forecasts are based on the calibrated regression model built using data from 1961 to 1995 via the Bayesian MCMC approach. For example, streamflow forecasting for January
1996 is based on observations from the last two months and retrospective monthly precipitation forecasts for January 1996, all of which are used to construct the three PCs. When forecasting streamflow for February 1996, streamflow data from January 1996 is incorporated in constructing the PCs.

As described in the previous section, all posterior samples of regression parameters are used to provide one-month-ahead streamflow forecasts and ensemble streamflow forecasts comprising 19,000 individual forecasting members. Each forecast is transformed back to the original space, and this can be easily done via Equation (1). The mean value of the probabilistic streamflow forecasts can be used as deterministic forecasts (Figure 8), whereas there are two additional outputs derived from ensemble forecasts. One is the credible interval as shown in Figure 8; the 95% credible interval is the range between 2.5% percentile and 97.5% of the ensemble forecasts for a specific month. The other is probabilistic forecasts of streamflow residing in different categories, such as below normal (BN), normal (N) and above normal (AN). These three categories are divided by 33% percentile and 67% percentile of the long-term mean of the month of interest. Figure 9 shows the probabilistic forecasts for each category over the validation period.

There are many different ways to verify probabilistic forecasts (Wilks 2006); ranked probabilistic score (RPS) is chosen in this study due to its simplicity. RPS summarizes the sum of square of errors in the cumulative probabilities of the given categorical forecast and the observed category, which has an assigned value of 1. The lower the value of RPS, the smaller is the error between accumulative probabilities and observed category. When RPS is 0, this indicates perfect forecasts. For example, 100% of the probability mass resides in the BN category and the observation is BN. For three-category forecasts used in this study, the upper boundary of RPS is 2 when none of the probability mass resides in the observation category. A base model is climatology, where the same amount of probability mass is assigned for each of the three categories. Figure 10 shows the average RPS for different months over all years for the proposed method and climatology.
Comparison with other models

This study aims to examine the proposed Bayesian regression method which explicitly incorporates precipitation forecasts from climate models to provide streamflow forecasts.

In the comparison below, the proposed approach is referred to as model A. It is compared with another three models, namely models B, C and D. Model B is the same except that the ordinary least squares (OLS) approach (and not Bayesian) is applied to obtain regression coefficients. Model C is the same as model B except that PCA is not used and all the nine predictors are represented in the design matrix. To examine the utility of precipitation forecasts from ECHAM4.5, only lagged streamflow data are used as predictors in model D to build the regression. Model settings and solving techniques are listed in Table 1.

Long-term bias, which is the difference between the average of streamflow observation during the validation period and the average of streamflow forecasts, is of importance to evaluate a regression model. Long-term bias is 149.5, 207.7, 226.6 and 292.6 for models A, B, C and D, respectively.

The Nash–Sutcliffe efficiency coefficient is often used to assess the predictive performance of a hydrological model and it is calculated:

\[ E = 1 - \frac{\sum_{t=1}^{T} (Q_t - \hat{Q}_t)^2}{\sum_{t=1}^{T} (Q_t - \bar{Q}_0)^2} \]  

where \( Q_t \) is observed streamflow; \( \hat{Q}_t \) is streamflow prediction, \( \bar{Q}_0 \) is averaged streamflow during validation period and \( T \) is the total number of forecasting periods. Nash–Sutcliffe coefficients are 0.40, 0.42, 0.41 and 0.26 for models A, B, C and D, respectively. There is therefore no substantial difference between the first three models, while model D has the poorest performance.

Similar to the Nash–Sutcliffe efficiency coefficient, the coefficient of determination \( r^2 \) is often used to indicate how much variance evident in the streamflow data during the validation period could be explained by the regression model. Correlation value \( r \) is shown in Table 1, and it can be seen that model A is of the highest correlation and model D is of the lowest correlation.

Table 1 | Different models considered in this study

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictors</th>
<th>PCA</th>
<th>Solving technique</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Lag-1 and lag-2 streamflow, precipitation forecasts from 7 grids</td>
<td>Yes</td>
<td>Bayesian MCMC</td>
<td>0.72</td>
</tr>
<tr>
<td>B</td>
<td>Lag-1 and lag-2 streamflow, precipitation forecasts from 7 grids</td>
<td>Yes</td>
<td>OLS</td>
<td>0.70</td>
</tr>
<tr>
<td>C</td>
<td>Lag-1 and lag-2 streamflow, precipitation forecasts from 7 grids</td>
<td>No</td>
<td>OLS</td>
<td>0.69</td>
</tr>
<tr>
<td>D</td>
<td>Lag-1 and lag-2 streamflow</td>
<td>No</td>
<td>OLS</td>
<td>0.58</td>
</tr>
</tbody>
</table>

DISCUSSION

One advantage of the Bayesian approach is that prior information of the parameters of interest, e.g. mean and variance for the multivariate normal distribution of \( \beta_0 \), \( \beta_1 \), \( \beta_2 \) and \( \beta_3 \) can be easily incorporated into consideration. One question raised is whether this approach is robust, such that it is not sensitive to the availability of prior information? There are at least two different decisions to make: one is the form of probability density function for prior, e.g. gamma distribution for \( \tau \) and normal distribution for \( \beta \); the other is the parameters of the probability density function once a specific function is chosen. In this study, two parameters \( (a \ and \ b) \) of the gamma distribution of \( \tau \), as well as prior mean and variance of the normal distribution for \( \beta \), are tested for different values. We find that results are not sensitive to the choice of priors for these data.

The main purpose of this study is to investigate the scheme providing adaptive monthly streamflow forecasts. This scheme enjoys the flexibility of extending to streamflow forecasts over different temporal scales, e.g. seasonal and annual, since probabilistic streamflow has its own application in water resources planning and management. There are many different ways to further fine-tune the Bayesian linear regression model, e.g. selecting different predictors for different forecasting months (Wei & Watkins 2011; Schepen et al. 2012). In the forecast verification section,
a general assessment is therefore made other than calibrating the regression model for each month.

CONCLUSION

In this study, an alternative scheme of probabilistic monthly streamflow forecasts is investigated. This scheme incorporates lagged streamflow data, as well as retrospective climate forecasts of gridded precipitation. PCA is applied to reduce problem dimension and illuminate correlation among the predictors. The first three PCs explain more than 90% of the variance exhibiting in predictors, and are used as predictors. At the same time, the Box-Cox transform is applied to the original monthly streamflow data and the transformed dataset follow approximate normal distribution. The Bayesian approach is used to estimate the parameters of the linear regression model. The conjugate prior for the parameters of interest is used and this facilitates convergence diagnostics: A comparative review. Journal of the American Statistical Association 91 (434), 885–904.
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