Impact of climate change on Cannonsville Reservoir thermal structure in the New York City water supply
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ABSTRACT

Global Circulation Model values of mean daily air temperature, wind speed and solar radiation for the 2081–2100 period are used to produce change factors that are applied to a 39 year record of local meteorological data to produce future climate scenarios. These climate scenarios are used to drive two separate, but coupled models: the Generalized Watershed Loading Functions-Variable Source Area model in order to simulate reservoir tributary inflows, and a one-dimensional reservoir hydrothermal model used to evaluate changes in reservoir thermal structure in response to changes in meteorological forcing and changes in simulated inflow. Comparisons between simulations based on present-day climate data (baseline conditions) and future simulations (change-factor adjusted baseline conditions) are used to evaluate the development and breakdown of thermal stratification, as well as a number of metrics that describe reservoir thermal structure, stability and mixing. Both epilimnion and hypolimnion water temperatures are projected to increase. Indices of mixing and stability show changes that are consistent with the simulated changes in reservoir thermal structure. Simulations suggest that stratification will begin earlier and the reservoir will exhibit longer and more stable periods of thermal stratification under future climate conditions.
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SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGCM</td>
<td>Canadian General Circulation Model</td>
</tr>
<tr>
<td>CMIP5</td>
<td>Coupled Model Intercomparison Project phase 3</td>
</tr>
<tr>
<td>ECHAM</td>
<td>European Centre Hamburg Model</td>
</tr>
<tr>
<td>GCM</td>
<td>General Circulation Model</td>
</tr>
<tr>
<td>GDP</td>
<td>Gross Domestic Product</td>
</tr>
<tr>
<td>GISS</td>
<td>Goddard Institute of Space Studies</td>
</tr>
<tr>
<td>GWLF-VSA</td>
<td>Generalized Watershed Loading Functions-Variable Source Area</td>
</tr>
<tr>
<td>IPCC</td>
<td>Intergovernmental Panel on Climate Change</td>
</tr>
<tr>
<td>SRES</td>
<td>Special Report on Emissions Scenarios</td>
</tr>
<tr>
<td>WDC</td>
<td>West Delaware Cannonsville</td>
</tr>
<tr>
<td>A</td>
<td>plane area of the reservoir basin</td>
</tr>
<tr>
<td>A_s</td>
<td>surface area of the lake</td>
</tr>
</tbody>
</table>

Lake and reservoir water temperatures respond to meteorological forcing, and these temperatures have a significant influence on the water quality and ecology of the corresponding aquatic ecosystems (Wetzel 1983; Samal et al. 2004a, b, 2010; Samal & Mazumdar 2005a, b). Changes in weather have direct effects on reservoir thermal characteristics, since reservoir thermal structure responds to the integrated effects of changes in the solar radiation, air temperature and wind speed. In order to describe the physical response of a reservoir to changes in external forcings, an adequate representation of the physical processes that structure water temperatures is important. These processes include vertical mixing, attenuation of penetrating radiation and stratification. Changes in local or regional climatic conditions, in particular, air temperature and the wind speed during winter have a significant influence on ice phenology (Scott & Huff 1996; Livingstone 1997; Skowron 2003; Borowiak & Baranczuk 2004), and variations in climate also influence the seasonal cycle of heat accumulation and loss in lakes and the duration and stability of summer thermal stratification. Further, the influence of large-scale climatic fluctuations on the regional coherence of surface water temperatures of European lakes has been demonstrated by Livingstone & Dokulil (2001). The impacts of ongoing climate change have been estimated to cause a systematic increase in lake surface temperature at a rate estimated to be about 0.02–0.035 °C per year, as described by Dabrowski et al. (2004). Huang et al. (2010) discussed the impact of net surface heat flux and wind speed on lake water surface temperature using a three-dimensional hydrodynamic model driven by both observed and modeled forcing at seasonal and synoptic time scales. The results revealed that differences in the simulations using observed and model forcing were mainly due to the difference in wind stress instead of the surface net heat fluxes. Various authors have suggested that surface water temperatures are highly correlated with regional-scale air temperatures, and that thermal characteristics (such as the onset and loss of stratification, intensity and duration of stratification, thermal stability and thermocline depth) are also related to regional
climatic conditions (Livingstone 2003; Coats et al. 2006). These physical controls influence the vertical distribution of nutrients and oxygen concentrations throughout the water column (Robertson & Imberger 1994; MacIntyre et al. 1999).

Experimental observations integrated with numerical modeling play a key role in describing the physical processes responsible for changes in stratification characteristics, since measurements and modeling can be used to test the sensitivity of the lakes and reservoirs to both observed and projected changes in the climate. Stefan et al. (1998) projected future lake water temperatures in response to a scenario of doubled atmospheric CO2. The simulation results showed that ice formation was delayed and the ice cover period was shortened, resulting in differences in the seasonal patterns of water temperatures. A variety of one-dimensional models have been used to explore the potential impact of climate change on the dynamics of lakes and reservoirs, including studies undertaken by Hondzo & Stefan (1991), Markensten & Pierson (2007), Jones et al. (2009) and MacKay et al. (2009). These studies included sensitivity analyses run over long time scales to examine the imposed variability in thermal characteristics. Several studies have been carried out using climate-change scenarios obtained from General Circulation Models (GCMs), as described by Stefan et al. (1998), Arvola et al. (2010) and Lee et al. (2011). Different one- and two-dimensional hydrothermal models have been used for simulations in different regions of the globe (Peeters et al. 2002; Bell et al. 2006; Komatsu et al. 2006; Samal et al. 2009). A recent study on Lake Tahoe considering three GCMs show that the lake continues to be warmer and more stable with reduced mixing under future period (Sahoo et al. 2011). More examinations of variations in hydrothermal structure associated with forcing data derived from multiple GCM/emission scenarios in lakes and reservoirs are required.

The climatic processes influencing thermal structure also affect watershed hydrology, which, in turn, has a direct influence on the reservoir water balance and mixing. Vertical thermal profiles are affected differently under conditions of short versus long hydraulic retention times, also being dependent on the density-determined depth of the inflow current (Soballe et al. 1992). The combined effects of inflow and thermal structure modify the distribution of nutrients and phytoplankton and influence the overall mixing regime in lakes and reservoirs (Wetzel 1983; Thornton 1990; An 2001). Therefore, characteristics of watershed hydrology, such as streamflow volume and temperature, can play an important role in structuring the vertical distribution of water temperatures in a reservoir. As such, future changes in watershed hydrology have the potential to impact the water balance and hydrodynamics of a reservoir. Fortunately, integration of climate change, watershed dynamics and reservoir physics is possible, and the resulting changes can be simulated using a coupled system of watershed hydrologic and reservoir hydrothermal models.

In this study, downscaled GCM data at the watershed scale were used to produce reservoir-specific future climate scenarios. These scenarios allowed the application of a watershed hydrologic model to simulate inflows to a reservoir and a one-dimensional reservoir hydrothermal model to predict reservoir water temperatures under different emission scenarios. Comparisons between simulations based on present-day climate (baseline conditions) and future simulations (change-factor adjusted baseline conditions) are used to evaluate the development and breakdown of thermal stratification, as well as a number of metrics that describe reservoir thermal structure, stability and mixing.

### MATERIALS AND METHODS

#### Study area and data acquisition

Cannonsville Reservoir (latitude 42°03′46″, longitude −75°22′24″) is located 190 km northwest of New York City, and is a drinking water reservoir owned and operated by the New York City Department of Environmental Protection. The reservoir receives inflows from a 1,160 km² watershed. Two major tributaries, the West Branch of the Delaware River and Trout Creek enter the two arms of the basin and drain 79 and 5% of the watershed area, respectively (Figure 1). The reservoir outflow occurs via a spillway located adjacent to the dam, and release ports at the base of the dam are used to control flow fractionation between downstream and one of the three drinking water intake structures.
The morphometric details of the reservoir are presented in Table 1. The detailed descriptions of the reservoir’s hydrology and operation have been published elsewhere (Owens et al. 1998). This reservoir had been originally classified as eutrophic (Effler et al. 1998), but as a result of improved waste water treatment and watershed management, it is now considered mesotrophic. In order to evaluate water quality management programs, Cannonsville Reservoir has been the focus of monitoring and modeling studies, and was an obvious choice for investigating the impact of climate change on the intrinsic dynamics of the reservoir, particularly in regards to nutrients and phytoplankton.

### Model data

In order to drive the coupled modeling system used to produce simulations of reservoir thermal structure, two sources of meteorological data were used. To drive the one-dimensional reservoir hydrothermal model, data representative of the local conditions at the reservoir were needed. For this purpose, hydro-meteorological data from a 39 year record measured at local airports and later from a meteorological station at the reservoir dam were used. The on-site meteorological station was established in late 1994. Comparison of the 1995 measurements at the reservoir and at local airports indicated that the only significant differences on a given day were for wind speed and air temperature. As a result, the measured wind speed and air temperature at local airports were adjusted using a regression equation to estimate the wind.
speed and air temperature at the reservoir (Gelda et al. 1998). In order to drive the Generalized Watershed Loading Functions-Variable Source Area (GWLF-VSA) watershed model that was used to simulate future inflow to the reservoir (described in detail in the next section), records of watershed-wide air temperature and precipitation were developed based on meteorological stations within and adjacent to the reservoir watershed boundaries. Watershed precipitation data input to GWLF-VSA were averaged based on Thiessen polygon weighting, and air temperatures are averaged using inverse distance weighting.

Historical records of watershed average, and local reservoir meteorology were used as inputs to our watershed and reservoir models, and the outcome of these simulations represent historical conditions of hydrological (inflow, water surface elevation, outflow, tributary temperature) and meteorological forcings (air temperature, dew point temperature, mean solar radiation, wind speed, cloud cover) on reservoir thermal structure. To verify the results of the reservoir hydrothermal model, we made use of temperature profiles that have been measured at six locations of the reservoir (Figure 1) at 1 m intervals from the surface to the near-bottom since 1992 in each ice-free month of the year.

**Future climate scenarios**

GCMs are advanced tools that simulate climatic conditions on earth for future periods based on the Intergovernmental Panel on Climate Change (IPCC) emission scenarios that account for possible future changes in anthropogenic forcings. Daily GCM simulation results from three GCMs were downloaded for the grid box closest to the centroid of the watershed. GCM simulations were obtained from the output of the three GCMs available from the World Climate Research Programme’s Coupled Model Intercomparison Project phase 3 (CMIP3) dataset, including the Canadian Coupled General Circulation Model (CGCM), European Centre Hamburg Model (ECHAM GCM) and the Goddard Institute of Space Studies General Circulation Model (GISS GCM). These three models have all data needed to drive both the reservoir and watershed models used in this study, and also have these data available at the daily time step needed to run our models. In the initial phase of our work to evaluate the effects of climate change on the New York City water supply, we made use of the three models listed above. Ongoing work will make use of all models in the CMIP3 data archive that have the required data at a daily time step. The scenarios include a baseline scenario and three future emission scenarios (A1B, A2 and B1) for one future time slice (2081–2100). A brief description of the emission scenarios considered in this study is summarized in Table 2.

Daily GCM simulation results from the grid boxes overlying the New York City water supply watershed area were used to develop change factors that were in turn used to adjust local meteorological records to produce future scenarios to drive our models. Change factors were calculated from the differences between simulations of baseline (1981–2000) and future (2081–2100) time periods associated with the three GCMs and three emission scenarios. Single monthly change factors were developed, by pooling all of the data in a scenario for any given month and then

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th>IPCC name</th>
</tr>
</thead>
<tbody>
<tr>
<td>720 ppm CO₂ maximum (SRES A1B)</td>
<td>Atmospheric CO₂ concentrations reach 720 ppm in the year 2100 in a world characterized by low population growth, very high GDP growth, very high energy use, low land-use changes, medium resource availability and rapid introduction of new and efficient technologies.</td>
<td>SRES A1B</td>
</tr>
<tr>
<td>850 ppm CO₂ maximum (SRES A2)</td>
<td>Atmospheric CO₂ concentrations reach 850 ppm in the year 2100 in a world characterized by high population growth, medium GDP growth, high energy use, medium/high land-use changes, low resource availability and slow introduction of new and efficient technologies.</td>
<td>SRES A2</td>
</tr>
<tr>
<td>550 ppm CO₂ maximum (SRES B1)</td>
<td>Atmospheric CO₂ concentrations reach 550 ppm in the year 2100 in a world characterized by low population growth, high GDP growth, low energy use, high land-use changes, low resource availability and medium introduction of new and efficient technologies.</td>
<td>SRES B1</td>
</tr>
</tbody>
</table>
calculating a scenario monthly mean. For air temperature, additive monthly change factors were calculated as the difference between the monthly means of a given future scenario and the baseline scenario. For all other meteorological variables (precipitation, solar radiation and wind speed), monthly multiplicative change factors were calculated as the ratio of the mean monthly future to mean monthly baseline values. These change factors were then used to adjust a 39 year record of meteorological observations that was based on local measurements made at the reservoir (for the reservoir model), and another set of measurements that were representative of the entire reservoir watershed as a whole (for the watershed model). Additive change factors associated with a future scenario were added to the daily temperature data in the month corresponding to the change factor. In the case of multiplicative factors, the daily data were multiplied by the change factor associated with a given month. The detailed method of producing the future climate-change data is described elsewhere (Anandhi et al. 2011). The variations of air temperature, wind speed and mean solar radiation for the baseline and other three emission scenarios are presented in Figure 2.

![Figure 2](https://iwaponline.com/wqrj/article-pdf/47/3-4/389/163547/389.pdf)
Description of the modeling framework

Future scenarios of air temperature and precipitation were used to drive both the GWLF-VSA watershed model to simulate the future reservoir inflows, and a one-dimensional hydrothermal model to simulate vertical water temperatures over historical data sets and future scenarios for the reservoir (Figure 3).

Reservoir model application

The one-dimensional reservoir model used to simulate thermal profiles under different climate scenarios consists of three components: (1) a hydrothermal sub-model (Owens 1998), (2) nutrient sub-models and (3) a phytoplankton sub-model based on the PROTECH model (Reynolds et al. 2001). In this paper, we focus solely on the output of the one-dimensional hydrothermal sub-model that is based on the heat conservation equations, water volume and turbulent kinetic energy (Harleman 1982; Samal et al. 2009) that assumes temperature, vertical water motion and mixing are all uniform in the horizontal plane and vary only in the vertical direction over time. These conservation equations are solved using an implicit integration method on a depth grid of 1 m with a time step of 30 minutes.

The one-dimensional heat conservation equation is given by:

\[
\frac{\partial T}{\partial t} + W \frac{\partial T}{\partial z} = \frac{1}{A} \frac{\partial}{\partial z} \left( AK \frac{\partial T}{\partial z} \right) + \frac{1}{\rho c A} \frac{\partial}{\partial z} \left( A \frac{T}{T_E} k_s \right) + \sum \frac{q_1}{A} (T_1 - T)
\]

(1)

where \(T\) is water temperature, \(t\) is time, \(w\) is the vertical velocity, \(z\) is the vertical position (positive upward), \(A\) is the plane area of the reservoir basin, \(K\) is the turbulent diffusion coefficient, \(\rho\) and \(c\) are the density and specific heat of water, \(\varphi_s\) is the flux of solar radiation in the water column, \(q_1\) is the inflow per unit vertical distance and \(T_1\) is the inflow temperature.

The vertical velocity is determined from the areally averaged continuity equation for the basin given by:

\[
w = \frac{1}{A} \int_0^z (q_1 - q_0) dz
\]

(2)

where \(q_0\) is the outflow per unit vertical distance. The quantities \(q_1\) and \(q_0\) are determined by inflow and withdrawal/inflow that are described below.

The boundary condition at the reservoir water surface is:

\[-K \frac{\partial T}{\partial z} = (T - T_E) k_s + \frac{\beta \varphi_{so}}{\rho c} \]

(3)

where \(k_s\) is a surface heat transfer coefficient, \(T_E\) is the equilibrium temperature, \(\beta\) is the fraction of the net solar radiation, \(\varphi_{so}\) absorbed at the water surface. Expressions for water surface heat flux due to atmospheric radiation, back radiation, evaporation and conduction terms have been summed and linearized, resulting in the term \((T - T_E) k_s\). During ice conditions, the expressions for \(k_s\) and \(T_E\) are modified to account for the presence of ice and to allow calculation of ice thickness (Ashton 1986; Owens & Effler 1996).

The flux of solar radiation in the water column \(\varphi_s\) is related to \(\varphi_{so}\) by:

\[\varphi_s = (1 - \beta) \varphi_{so} e^{-k_s(z - z_s)}\]

(4)
where $k_d$ is the diffusion attenuation coefficient of solar radiation and $z_s$ is the Secchi depth.

The turbulent vertical diffusivity, $K$, as incorporated in the conservation Equation (1), quantifies the mixing between adjacent layers in the water column. This model assumes that diffusion is driven by wind shear at the water surface and is damped in the water column by stable stratification. The vertical diffusivity is a function of both depth and time and is computed as:

$$K = C_H A_S u^3 T N^r$$

where $C_H$ is an empirical coefficient ($=0.0004$), $A_S$ is the surface area of the reservoir, $u_*$ is the shear velocity due to wind stress at the water surface and set to zero with ice cover, $V_T$ is the total reservoir volume, $N$ is the square root of the local buoyancy frequency in the water column defined by $N^2 = -(g/ρ)(∂ρ/∂z)$ and $r$ is an empirical coefficient ($=0.3$). The coefficients $C_H$ and $r$ were adjusted in calibration so that lower water temperatures agreed with measurements. The detailed verification and testing of the one-dimensional hydrothermal model for this Cannonsville Reservoir is described elsewhere (Owens 1998).

**Watershed model**

The watershed model used in this study is the GWLF-VSA model, which is a lumped-parameter model based on the original GWLF model (Haith & Schoemaker 1987) that simulates daily stream flow discharge and monthly sediment and nutrient loads at a watershed scale. Future climate scenarios derived from the same GCMs and using the same change-factor methodology were also used to drive the GWLF-VSA (Schneiderman et al. 2007) in order to simulate reservoir tributary inflow.

The Cannonsville Reservoir hydrothermal model is driven by site-specific bathymetric, hydrologic and meteorological data. The daily hydrologic parameters (inflow, water surface elevation, outflow, tributary temperature) are created by preprocessing the watershed model runs using a simple preprocessor program. The programs calculated inflow water temperature based on a simple regression model with air temperature, and when simulating inflows associated with future climate scenarios, the reservoir preprocessor also estimated reservoir spill, and if needed, adjusted reservoir operation to prevent drawdown to below critical levels.

**Model calibration and validation**

The model was calibrated using long-term (1986–2004) observed temperatures for the epilimnion and hypolimnion layers. Calibration was conducted to adjust the model parameters within their feasible range in order to minimize the root mean square error between measured and simulated temperature (Huang & Liu 2010). The same calibrated parameters were then used to predict the thermal profiles under future climate scenarios. The details of the feasible rage of model parameters and calibrated values are given in Table 3. Thermal profile data collected at the site of maximum depth (1WDC in Figure 1) during the years 1995–1999 are shown in Figure 4, and are compared to simulated data. It can be observed that predicted results are very similar to the observed data, and that the variations in surface temperature as well as epilimnetic and hypolimnetic temperature are well predicted by the model. Surface water temperature is an especially useful indicator of climate change since the meteorological forcing at the air-water interface is more sensitive to changes in surface meteorology.

<table>
<thead>
<tr>
<th>Model parameter</th>
<th>Calibrated values</th>
<th>Feasible range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Wind mixing</td>
<td>1.3000</td>
<td>1–1.5</td>
</tr>
<tr>
<td>2 Chlorophyll multiplier</td>
<td>0.0004</td>
<td>0–0.05</td>
</tr>
<tr>
<td>3 Diffusion exponent</td>
<td>0.3000</td>
<td>0.2–0.6</td>
</tr>
<tr>
<td>4 Maximum difference</td>
<td>5.0000</td>
<td>4.5–5.0</td>
</tr>
<tr>
<td>5 Evaporation constant</td>
<td>0.0004</td>
<td>0.003–0.005</td>
</tr>
<tr>
<td>6 Evaporation multiplier</td>
<td>0.0025</td>
<td>0.001–0.005</td>
</tr>
<tr>
<td>7 Atmospheric turbidity</td>
<td>2.2000</td>
<td>2–3</td>
</tr>
<tr>
<td>8 Surface adsorption fraction</td>
<td>0.4000</td>
<td>0.3–0.7</td>
</tr>
<tr>
<td>9 Ice albedo</td>
<td>0.4000</td>
<td>0.4–0.7</td>
</tr>
<tr>
<td>10 Ice extinction</td>
<td>2.0000</td>
<td>1.8–2.2</td>
</tr>
<tr>
<td>11 Ice transfer</td>
<td>0.0500</td>
<td>0.01–0.1</td>
</tr>
<tr>
<td>12 Ice emissivity</td>
<td>0.9500</td>
<td>0.9–0.99</td>
</tr>
</tbody>
</table>
Non-dimensional parameters and other metrics

Stratification and mixing indices (Schmidt stability, \(St\) (\(Jm^{-2}\)), bouyancy frequency (\(s^{-2}\)), thermodline depth (m), lake number (\(Ln\)) and Wedderburn number (\(W\))) on a daily basis were derived from the daily simulated water temperature profiles and daily wind speed under the different climate scenarios (baseline, A1B, A2 and B1) using the lake analyzer program (Read et al. 2011) developed by the Global Lake Ecological Observatory Network (http://www.gleon.org/).

Schmidt (1928) first defined \(St\), which is the resistance to mechanical mixing due to the potential energy in the stratification of the water column. It was later modified by Hutchinson (1957), who described the strength of density stratification.

This stability index was further described by Idso (1973) to reduce the effects of lake volume on the calculation, resulting in the energy requirement on an areal basis:

\[
St = \frac{g}{A_S} \int_0^{z_D} (z - z_s) \rho_z A_z dz
\]

where \(A_z\) is the area of the lake at depth \(z\), \(g\) is the acceleration due to gravity, \(A_S\) is the surface area of the lake, \(\rho_z\) is the density of water at depth \(z\), \(z_D\) is the maximum depth of the

**Figure 4** | Model comparison results of the vertical water temperature profiles in Cannonsville Reservoir.
lake and \( z_v \) is the depth to the center of volume of the lake, written as:

\[
z_v = \int_0^{z_0} z A_z dz / \int_0^{z_0} A_z dz \tag{7}
\]

St increases due to gradual warming of the surface waters, and as the so-called center of gravity of the system moves deeper into the water column as a result of vertical differences in density.

\( \text{Ln} \), defined by Imberger & Patterson (1990), is an index of the dynamic stability of the water column accounting for the extent of deep turbulent mixing. A higher \( \text{Ln} \) indicates that the deep turbulent mixing is minimal, and lower values of \( \text{Ln} \) represent a higher potential for increased diapycnal mixing, which increases the vertical flux of mass and energy across the metalimnion through the mechanism of non-linear waves (MacIntyre et al. 2009).

\( \text{Ln} \) is given by:

\[
\text{Ln} = \frac{g \cdot \text{St} \cdot (z_e + z_h)}{2 \rho_w u^2 A_s^2 z_v} \tag{8}
\]

where \( \text{St} = \text{St} \cdot A_s / g \) is the Schmidt stability with Idso’s (1973) surface area correction removed (Equation (5)) and \( z_e \) and \( z_h \) are the depths to the top and bottom of the metalimnion, respectively (see Read et al. 2011).

\( W \), introduced by Thompson & Imberger (1980), describes the likelihood of upwelling events under stratified conditions.

\( W \) has frequently been used as a parameter to describe potential upwelling events in lakes (for example, Stevens & Lawrence 1997; MacIntyre et al. 2002; Lamont et al. 2004). \( W \) can be written as:

\[
W = \frac{g' z_e^2}{u^2 L_s} \tag{9}
\]

where \( g' = g \cdot \Delta \rho / \rho_h \) is the reduced gravity due to the change in density (\( \Delta \rho \)) between the hypolimnion (\( \rho_h \)) and epilimnion, \( z_e \) is the depth to the base of the mixed layer, \( L_s \) is the lake fetch length and \( u^* \) is the water friction velocity due to wind stress, given by:

\[
u^* = \sqrt{\frac{\tau_w}{\rho_{epi}}} \tag{10}
\]

where \( \rho_{epi} \) is the average density of the epilimnion and \( \tau_w \) is the wind shear on the water surface.

\( \text{Ln} \sim 1 \) indicates that the wind is just sufficient to force the seasonal thermocline to be deflected to the surface at the upwind end of the lake (Robertson & Imberger 1994). When \( \text{Ln} > 15 \), stratification is strong (assumed in the case of deep lakes) and dominates the forces introduced by surface wind energy. For \( \text{Ln} < 1 \), stratification is weak with respect to wind stress, and the extensive turbulent mixing due to internal shear is predominant in the hypolimnion. \( W \sim 1 \) represents the threshold for upwelling of water located in the upper depths of the thermocline. When \( W < 1 \), full mixing can occur at the near-surface boundaries and in the interior due to non-linear waves (Boegman et al. 2005a, b). Recent laboratory measurements and analyses carried out by MacIntyre (2008) described that soliton formation and wave breaking near the boundaries of lakes is expected when \( 1 < W < 3 \). The Brunt–Väisälä buoyancy frequency (\( N^2 \)) is the maximum frequency at which the propagation of internal waves can be supported by the density stratification. This is equal to the frequency at which a water parcel would oscillate, when shifted vertically out of its equilibrium position. The buoyancy frequency defined by \( N^2 = (g/\rho)(\partial \rho / \partial z) \), represents the local stability of the water column based on the resistance of the density gradient to the propagation of internal waves. Thermocline depth on a daily basis is estimated as the depth in the water column where the greatest density gradient with respect to depth is found.

RESULTS AND DISCUSSION

Climate scenarios

In the present study, data from three GCMs (CGCM3, ECHAM and GISS) were used to develop future climate
scenarios using a common change-factor methodology (Anandhi et al. 2011). A 39 year record of historical (baseline) meteorological data, and the future scenarios based on these historical data were in turn used to drive our reservoir hydrothermal model for baseline, and each of three emission scenarios (A1B, A2 and B1) for the 2081-2100 future periods. The spatial averaging associated with the large GCM grid cells make some form of downscaling a necessity. The simple change-factor approach used here is a compromise that allows small-scale variability inherent in the local records to be retained, while still producing future scenarios that reflect the broader changes suggested by the GCM data. Change-factor methodology does allow for changes in the seasonality of the meteorological data, since separate change factors are applied for each month. However, change-factor methodology does not allow the timing or frequency of meteorological events to change. Other methods of downscaling such as statistical downscaling or use of regional climate models are under investigation as part of our ongoing climate-change assessment. However, given that change-factor methodology is widely used (Anandhi et al. 2011), is simple to apply and not computationally demanding, it was a good choice for our first attempt to evaluate the impacts of climate change on reservoir thermal structure. The climate-change scenarios suggest substantial changes in future air temperatures, but very little change in solar radiation or wind speed. Median annual air temperature would increase by nearly 50% in the A2 scenario in comparison to baseline. Solar radiation and wind speed were less affected in the future scenarios, with the median annual changes in the range 1–3%, with no consistent differences between baseline and future scenarios.

Model simulations

Simulations using the reservoir hydrothermal sub-model allowed daily vertical profiles of simulated water temperature for the baseline and future climate scenarios to be produced. These were analyzed to examine changes in reservoir thermal structure and further processed using the lake analyzer tool to estimate the different reservoir hydrodynamics indices described above. Comparisons between simulations based on present-day climate data (baseline conditions) and future simulations (change-factor adjusted baseline conditions) are used to evaluate the development and breakdown of thermal stratification, as well as a number of metrics that describe reservoir thermal structure, stability and mixing. Simulations are presented as isopleths of temperature in Figure 5. These were created by averaging the daily temperature profiles (day 1–365) associated with the baseline simulation ($n = 39$ years; $n$ is the number of years and $y$ is the year) and daily pooled data associated with the GCM scenarios ($n = 39~y × 3$ GCMs), and therefore represent the average pattern of thermal structure simulated as occurring over the baseline and future scenarios. The data analyzed here are affected by the combined effects of meteorological forcing on the reservoir itself, and changes in watershed inflows and reservoir water balance. Separate sensitivity runs were made to separate these two separate effects, and these showed that direct meteorological forcing was responsible for almost all simulated changes in reservoir thermal structure. Despite the small Effect of watershed inputs of reservoir thermal structure, we based the analysis below on simulations that accounted for both potential climate-change influences, in order to be complete, and since in the future, we plan to also examine the impacts of nutrient loading on reservoir water quality, which will clearly be impacted by processes operating in the watershed.

The temperature isopleths in Figure 5 show that in the future, the onset of stratification will begin earlier and end later, resulting in a longer period of stratification, particularly under the A1B and A2 emission scenarios that predict greater increases in atmospheric CO$_2$. The vertical extent of stratification is deeper, and epilimnetic and hypolimnetic temperatures are also warmer during the future scenarios, and again these changes are more pronounced for the A1B and A2 scenarios. The median depth of the thermocline is projected to increase by 25% for A1B and 37% for A2 scenario in Cannonsville Reservoir under future climate.

Comparing all climate scenarios shows that between 32 and 80% of a year undergoes stronger and deeper stratification, as defined by the temperature difference between surface and bottom ($ΔT = T_s - T_b$) that ranged between 9 and 22 °C (Figure 6). Other investigations have discussed the sensitivity of surface and epilimnetic water temperature to warming trends as the surface water is exposed to incoming solar radiation and long-wave radiation from the
atmosphere, whereas the hypolimnion is isolated from these sources of heat (Livingstone 2003; Peeters et al. 2007; Samal 2006; Boehrer & Schultze 2008; Hampton et al. 2008). Further, the warming and cooling of hypolimnetic temperature depends on lake morphometry (Gerten & Adrian 2000) and season (Ambrosetti & Barbanti 1999; Straile 2002).

In the scenarios projecting the higher levels of future emissions (A1B and A2), the mean surface water temperature is increased by approximately 10–12% and the near-bottom temperature is also substantially increased (Table 4). Hondzo & Stefan (1995) showed a reduction in hypolimnetic temperatures for some stratified North American lakes under future climate scenario. Our present findings suggest that the hypolimnetic temperature in this reservoir would increase in both A1B (12%) and A2 (14%) scenarios, and that this would occur concurrently with an earlier onset of stratification and longer duration of stratification (Figure 6; Table 4: 7 days for A1B and 12 days for A2). This implies that under a longer period of stratification, a larger amount of heat is transferred into deeper water under future climate conditions.
Reservoir indices

St increased in all future scenarios and was maximum in the A1B and A2 scenarios due to gradual warming of the surface waters, and the corresponding increases in vertical differences in density. Changes in buoyancy frequency suggest that the extent of deep turbulent mixing is reduced during the A1B and A2 scenarios as compared with present climate conditions. This is in agreement with the higher St during these scenarios (see Figure 7), since stronger stratification counteracts the forces introduced by the surface wind energy. A sensitivity test, which increased the daily wind speed by up to 6%, had only minor effects on simulated water temperature or St. The mean St calculated over the multiple years of the baseline and future scenario simulations was found to increase by 32% for A1B scenario and 40% for A2 scenario in the reservoir, whereas the buoyancy frequency showed an increase of 38% for A2 scenario in comparison to A1B scenario (29%).

$W$ and Ln, which are based on water column stability, wind shear and basin dimension, explain the potential for convective or shear-driven mixing events during periods of thermal stratification, displayed a high amount of variability in the reservoir. Estimations of Ln and $W$ strongly depend

Table 4 | Changes in thermal stratification characteristics and reservoir hydrodynamic indices between baseline conditions and the future (2080–2100) time period

<table>
<thead>
<tr>
<th>Thermal characteristics and indices</th>
<th>A1B</th>
<th>A2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of stratification (days)*</td>
<td>07</td>
<td>12</td>
</tr>
<tr>
<td>Surface temperature (%)*</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>Near-bottom temperature (%)*</td>
<td>06</td>
<td>14</td>
</tr>
</tbody>
</table>

*The values in the table are based on scenario averages of calculations made during the period of thermal stratification.

Reservoir indices

St increased in all future scenarios and was maximum in the A1B and A2 scenarios due to gradual warming of the surface waters, and the corresponding increases in vertical differences in density. Changes in buoyancy frequency suggest that the extent of deep turbulent mixing is reduced during the A1B and A2 scenarios as compared with present climate conditions. This is in agreement with the higher St during these scenarios (see Figure 7), since stronger stratification counteracts the forces introduced by the surface wind energy. A sensitivity test, which increased the daily wind speed by up to 6%, had only minor effects on simulated water temperature or St. The mean St calculated over the multiple years of the baseline and future scenario simulations was found to increase by 32% for A1B scenario and 40% for A2 scenario in the reservoir, whereas the buoyancy frequency showed an increase of 38% for A2 scenario in comparison to A1B scenario (29%).

$W$ and Ln, which are based on water column stability, wind shear and basin dimension, explain the potential for convective or shear-driven mixing events during periods of thermal stratification, displayed a high amount of variability in the reservoir. Estimations of Ln and $W$ strongly depend
on the wind forcings, which are quite variable and less amenable to the change-factor downscaling used to produce the future climate scenarios. Despite this, both indices increased in value under the future climate scenarios in comparison to present conditions (see Table 4), suggesting that the reservoir will experience a stronger and longer period of stratification with a weakened likelihood of substantial diapycnal mixing during the stable stratification period. Low values of Ln tend to occur when the wind field is stronger during the transitions between warm and cold air masses in and around the reservoir area. The stability increased rapidly in this deep reservoir when Ln increased to a value more than 15 and the turbulence at the base of the mixed layer was suppressed. The percent of the year having Ln < 15 is estimated to decrease in A2 scenario, further indicating that climate change will lead to strong epilimnetic and hypolimnetic warming, and increased stratification of the water column under future emission scenarios.

Vertical variations in lake and reservoir water temperatures control the transport dynamics of dissolved and suspended particulate matter via density stratification. Accordingly, changes in the timing and strength of stratification can have a strong influence on water quality. The stable and the stronger stratification for the A1B and A2 scenarios could potentially reduce the extent of vertical mixing. Projections of warmer hypolimnetic water temperature and longer duration of stratification under future conditions are indicated by the metrics shown in Figure 7 and in Table 4. While hypolimnetic microbial activity will be influenced by a variety of factors, there is a general expectation that increased hypolimnetic temperature could potentially result in an increase in rates of hypolimnetic microbial activity occurring over a longer time and potentially increased depletion of hypolimnetic dissolved oxygen.

CONCLUSIONS

The simulation results of the effects of climate warming on the reservoir’s thermal structure indicate that thermal structure is sensitive to projected future changes in meteorological conditions, with warmer future conditions resulting in earlier and longer periods of summer stratification, particularly under the A1B and A2 emission scenarios that predict greater increases in atmospheric CO₂. The one-dimensional model used in the present analysis performed well in predicting historical temperature.
profiles (1966–2004), and also realistically simulated seasonal patterns of thermal stratification. Changes in the timing and intensity of stratification are important characteristics of all future scenarios. Comparing all climate scenarios shows that between 32 and 80% of a year stronger and deeper stratification will occur, as defined by the temperature difference between the surface and bottom ($\Delta T = T_s - T_b$) that ranged between 9 and 22 °C. Substantial increases in both surface and bottom temperatures were predicted under different future climate scenarios. The hypolimnetic temperature in this reservoir (located in Eastern USA) increased in both the A1B (12%) and A2 (14%) scenarios due to the early onset and longer duration of stratification (7 days for A1B and 12 days for A2) under future scenarios that are representative of the climate expected under different IPCC emission scenarios during the 2081–2100 future period. Such an increase in hypolimnetic temperature implies that increased amounts of heat will be transferred into deep water.

The mean St calculated over the entire period of simulation was greatest for A1B and A2 scenarios as compared to baseline and B1 scenarios. Future increases in Ln and W indicate that deep turbulent mixing will be reduced during A1B and A2 scenarios as compared with the present climate conditions, which is in agreement with higher St (St is a component in Ln). The stronger stratification dominates the forces introduced by the surface wind energy. The percent of the year having Ln < 15 is estimated to decrease in the future A2 scenarios, indicating that climate change leads to strong epilimnetic and hypolimnetic warming and increased stratification. When W and Ln are both large, the reservoir as a whole may be defined as a continuously stratified system with limited vertical mixing throughout the system.

These projections of warmer water temperature and longer duration of stratification under future conditions, as indicated by these metrics, could potentially result in an increase in the heat flux to the hypolimnion and reduced availability of dissolved oxygen. The application of a watershed model coupled to a hydrothermal model driven by the future climate scenarios has been shown to successfully simulate the variability in the hydrothermal characteristics, such as onset and decay of stratification, duration of summer stratification and in the magnitude and change in the thermocline depth. This is a useful tool for predicting the effects of climate change on the dynamics and coupling of lentic and lotic systems.
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