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Abstract United States health care is engaged in an ambitious project to make its clinical and administrative records “100% electronic.” Substantial benefits are expected in both clinical care delivery and medical research (especially for public health surveillance and outcomes/effectiveness studies). Substantial costs also potentially accrue, beyond the large outlays for an expanded computer and telecommunications infrastructure. Privacy and confidentiality are obviously at risk if such systems cannot be made secure. Limited empirical evidence currently available suggests health information systems security may not be very good, at least in the “average” institutional setting. Privacy-focused critics of electronic record-keeping are sometimes accused of taking Luddite stands, insufficiently attentive to IT’s benefits. It may also be fair to worry about a certain Panglossian tendency in “industry” commentary, insufficiently attentive to potential problems. Better federal and state laws structuring health data use will help; the industry must also attend more candidly to the technical uncertainties.

Review

The United States has had a hard time translating notions of health care equity into public policy for system-wide reform. On the efficiency side of the problem, however, there is now frenetic, predominantly private activity aimed at promoting “correct” behavior. Under the banner of “managed care” come structures of co-payments and deductibles for consumers; a fine-tuning amongst fee-for-service, capitation, salary, and incentive regimes for producers; and all manner of market “intermediary” institutions. Worldwide, there is a fervid quest for better information about the costs and benefits associated with the available range of drugs, devices, and procedures, so that the “correct” rates of application can be known. Limited attention to such technology assessment—particularly of the “is this worth what it costs” variety—was until rather recently a common, unacknowledged feature of health care. High rates of expenditure growth and the embarrassing discoveries of large practice variations forced the industry to admit that there was “insufficient evidence” about most interventions’ “diagnostic, therapeutic, and ultimate health effects.”

New information technology (IT) applications are expected to play a key role in reducing the knowledge...
Weighing Alternatives Seriously

Performance predictions for unprecedentedly large, ambitious information system designs are not uncommonly wide of the mark. Consider the U.S. military’s difficulties in implementing its own $2.8 billion worldwide electronic medical record (EMR) system. In fact, IT benefits specifications can be elusive even when the design mark is hit. Productivity and investment return are notoriously difficult to measure for computer and telecommunications investments, particularly in service industries like health care. As a National Research Council study put it, “[p]ayoffs . . . are likely to be uncertain in both scale and timing . . . [e]xpected value is often not quantifiable or even estimable, let alone predictable.” These frustrating uncertainties have often led to limited or nonexistent IT cost–benefit analyses. The U.S. government’s IT cost–benefit practice has been notably lackluster despite the requirements of law and regulation.

In the case of EMR systems, improved clinical decision making logically flows from faster access to richer patient-specific data. Yet the fraction of patients for whom the improvement will be substantial, particularly enough to justify the large associated costs, is not yet known. The very sick, intensively cared for particularly enough to justify the large associated costs, is not yet known. The very sick, intensively cared for particularly enough to justify the large associated costs, is not yet known.

In the interim, patients’ entirely rational confidentiality fears may cause them to increasingly withhold sensitive information from their health care providers. Such nondisclosure presents obvious personal risks, since it could materially affect the course of care. Equally, physicians may feel forced into keeping some types of data out of patient records (or keep duplicate, private records of sensitive information). Incomplete or inaccurate records have the potential to contaminate the knowledge base for outcomes research and surveillance. Sorting out privacy and confidentiality requirements—and putting in the security mechanisms to ensure they are met—is thus not just an engineering puzzle or an ethical “nicety.” It is a matter that potentially conditions the abilities of the clinical and research apparatuses of health care to perform appropriately.
ords? Most critically, could we preserve a right for patients to “opt out” of some data uses without unacceptable compromises to data quality?

Given what is at stake, one might expect a cautionary, experimental approach to such questions. Instead, nationally and even globally networked databanks of cradle-to-grave records constitute the modal aspiration. (“Master patient indices” are planned to link these data repositories, at least until a “universal health identifier” can be put in place.) The prevailing belief is that the medical benefits of such systems outweigh security risks and that the health sector is too far behind in its “automation” to go slow now. That belief may well be correct, but it seems grounded on rather thin empirical evidence to date. Moreover, we know little about the actual state of health care information systems security today, about the nature and scope of both legal and illegal information traffic, or about the discriminatory behaviors that occur based on that information. In short, we have a limited “threat model” on which to ground systems design, even though we have seen the problem coming for a long time.14

For health care generally, technology assessment lagged behind sector growth, in part because of historical factors: Until late in this century, practitioners could offer few interventions, fewer still that did much good; nothing cost very much, at least as measured by today’s standards; and reimbursement regimes provided little incentive for self-discipline. Yet practitioners now pay a steep price for their technology assessment failings. Managed care controls have been increasingly imposed from the “outside,” by public and private payers, in sometimes very unpleasant ways. Health care IT applications have lagged behind sector growth as well, especially compared with industries like banking and finance, with isolated systems and limited functionality the norm.15 Now that the sector is “catching up” it should resist the temptation to give short shrift to careful assessment of IT itself. Information technology’s importance in “leveraging” other efficiencies, its significant monetary costs, and its implications for privacy and discrimination all argue for flint-eyed technology assessment. Practitioners otherwise risk losing control over health care IT, as they have, to no small degree, been supplanted in their direction of health care technology generally.

Practitioners’ Views: One Example

Yet a sometimes subtle Panglossian tendency characterizes many “insider” IT evaluations. Consider an article in the March/April 1996 edition of this journal, entitled “Privacy, Confidentiality, and Electronic Medical Records,” by Randolph Barrows, Jr., MD and Paul Clayton, PhD.16 The authors are affiliated with the Center for Medical Informatics at Columbia—Presbyterian Medical Center (New York), an institution renowned for its advanced implementations of health care information systems, and are themselves prominent in the field of health care IT. JAMIA itself is aimed, by its own description, at a readership oriented to “the practice of informatics.” The attention of such an audience for privacy and confidentiality concerns is surely welcome. Unfortunately, the article raises more concerns than it settles.

Barrows and Clayton laudably emphasize the importance of trust and confidentiality in health care interactions and the critical need for preservation of both. They discuss the “significant economic, psychologic, and social harm that can come” when personal information is disclosed, and they briefly itemize the “incomplete and inconsistent” current legal protections for privacy in the United States. While “applicable security technologies exist,” borrowed from the banking and military sectors, the authors note that “experience is lacking” about the transferability and effectiveness of these regimes for the health environment. They discuss the intolerance within many health care facilities of inconveniences associated with security practices, and they remark that even their own institution had difficulty making sound administrative policies to complement technical safeguards. Indeed, though Columbia—Presbyterian appears to be a model of good IT security, the authors note that many institutions could not meet the proposed 1995 information management standards of the Joint Commission on Accreditation of Health Care Organizations (JCAHO). Consequently, the JCAHO requirements were “downsized” with the “stated intention of a more gradual deployment.”

While “awareness of risks and of possible technical solutions is increasing,” the authors would appear to be describing a rather precarious environment, at least in the short run. The picture does not improve when one focuses on the details of some of the technical fixes. Barrows and Clayton deem “tight” prospective access restrictions—a “need to know,” mandatory access control model—as largely incompatible with the dynamic health care environment.17 Columbia—Presbyterian itself implements a limited access control matrix (classifying users as attending physicians, residents, medical students, hospital nurses, and so forth), with differing access privileges granted for each group. But the authors admit this offers fairly limited protection given the large number of users in each category: “[P]rohibition of access by most medical
users to most data on most patients is often not practical,” they note. Instead the security model is based on "need-to-show" controls, with users disciplined by the potential requirement to show, after the fact, why their access to a particular patient’s information was appropriate.

Good post hoc need-to-show security requires an appropriate audit trail facility, whereby significant system events are logged. Since such logging data are voluminous, they must be analyzed by computer-based techniques to have a reasonable chance of detecting problems; no human could parse them unassisted. And what of such tools, according to the authors?

Statistical techniques lend themselves to anomaly detection but are inadequate to detect all types of intrusions and do not prevent users from gradually training their usage profiles, so that activity previously considered anomalous might be regarded as normal. Expert-systems and model-based techniques lend themselves to misuse detection, but specification of the ordering on facts, for the pattern matching of events, has been deleteriously inefficient. . . . Each system is out of necessity . . . somewhat ad hoc and custom designed. . . . [N]o commercially available audit-analysis tool kit yet exists, and there is as yet no known application of software tools for audit analysis in the health care sector [emphasis added].

After the basic mechanics of identification and authentication (e.g., by user IDs and passwords), event logging and audit are the most important line of defense against access violations. But at least for now, in the average health care institution, it would seem to be a weak line.

The situation is little better with encryption. Barrows and Clayton note that “for practical purposes, due to the embedding of sensitive data in text objects” all health data should be encrypted. Encryption is also the embedding of sensitive data in text objects” all and Clayton note that “for practical purposes, due to the potential requirement to show, after the fact, why their access to a particular patient’s information was appropriate.

As with audit trail mechanisms, a requirement for ad hoc implementation usually guarantees a low rate of utilization, since one-off designs are expensive (and requisite expertise can be unavailable at any price). Thus it is perhaps unsurprising that Ernst & Young’s 1995 information security survey found only about one-quarter of some 1300 reporting U.S. institutions regularly used encryption to protect data. The rate for the 134 health care respondents in the survey was even less impressive: only one in ten.

Given a precarious legal environment, a lagging and arguably recalcitrant institutional environment, and on-going availability and implementation deficits for critical security technologies, one might conclude there is cause for concern and a lot of caution. Barrows and Clayton conclude: “[S]ubstantial advantages to the electronic record exist, and it seems prudent to move ahead with implementations of electronic records.” We may worry that the real conjunction in this sentence is a “therefore,” not an “and”—the vision of “substantial advantages” pressing the notion of “prudence.” Particularly given the incentives inherent in our private, risk-based system of health care finance, arguably no country presents as unsafe an environment for health data as does the United States today.

Relative Risks: Paper Versus Electrons

To be sure, security with paper systems has rarely been remarkably good, despite the long-standing requirements of certification bodies like the JCAHO. Indeed, this is something proponents of EMRs almost always bring up in short order. Paper’s typical problems are well known: inadequate access validation and “logging” procedures by file clerks to control and trace which records are sent where; defective physical security for central repositories, and for individual records as they move within and among institutions; and the omnipresence of the photocopier and fax machine to reproduce documents. While this may be a partial defense of moving on to electronic systems, which at least will (someday) afford facilities like audit trails to trace use, it also raises an interesting counter question: Why have so few moved authoritatively to rectify the “glaring” security problems with paper records? The answer seems to be that such
protection has not been considered worthy of serious attention—or, more accurately, serious money. Information access has been the priority, secondary to the prime mission of care delivery.

Attitudes change a lot more slowly than does technology. We may presume that access considerations will continue to trump security concerns in many institutions as the sector moves to predominantly electronic environments. At least they seem likely to do so absent new legal or regulatory pressures. Barrows and Clayton remark that “[e]lectronic medical records are arguably more secure [than paper] if the proper policies and best available technologies are in place.” Perhaps they mean the best soon-to-be-available technologies, but even granting the premise does not end the matter. First, unlike the place the authors inhabit, many institutions will likely be far behind the “best practices.” In a networked world, security is often only as good as the weakest institutional link. While high-quality empirical data is lacking, there is ample reason to suspect that the average level of IT security in health care institutions is not very good and that, given deficits in expertise and monetary resources, the situation is likely to improve only slowly.

Second, even an accurate “average” figure by itself tells only part of the story, given the well-known differences in risk structures. Paper records carry high probabilities of small (individual record) violations, but they carry low probabilities of large breaches given the physical difficulties of manipulation. Electronic environments inevitably carry significant nonzero probabilities of large information losses once a security breach has occurred. All the current federal data protection proposals would structure the patterns and privileges accorded to classes of health data users and attach penalties for misuse. But sharing of records among distributed institutions is likely to continue and intensify. Ever-growing numbers of individuals will thus have access, as part of their official duties, to identifiable health records. Absent monitoring, such as with adequate audit trail regimens, such persons will have the ability to “mine” health record databanks with impunity.

Several recent incidents, such as the distribution of HIV/AIDS patient data by a public health agency employee in Florida, give a hint of the information Chernobyls that are increasingly likely. Information leaks are not quite of the same class as radiation leaks, of course, though they share the characteristic of being very difficult to clean up after they have occurred. Yet one dramatic leak, whatever its actual consequences, has the possibility of substantially eroding the public’s confidence—particularly a public with predispositions to superstition about new technology. (The recent controversy over Lexis-Nexis’ P-Trak service suggests the potential volatility of public opinion.) Trust is not an asset in particularly robust supply in today’s rapidly changing health systems anyway, given the fallout from managed care. It will be a tragic irony indeed if information technology, intended to “save” health care by pointing a way toward greater efficiency, ends up substantially undermining the trust essential to system functioning.

Ludditism Versus Prudence

Only a true Luddite would advocate standing pat with paper until “absolute” security can be achieved. There is, of course, no such animal. The rational question is one of marginal adjustments—here, specifically, of our ambitions for the rate, scale, or scope of IT implementations. Security is expensive and has no natural constituency. When resources are tight, we know it is commonly a casualty. Hospitals are the logical epicenter of EMR implementations, with interhospital and intersystem networking following. (It is from hospital environments that we have the best evidence of IT productivity.) In the United States, hospitals are under tremendous competitive pressure as the industry restructures under managed care—e.g., to a much greater level of outpatient services. Mergers, consolidations, and closures are expected to continue. Reimbursement levels from both private payers and government are continually ratcheting downward, narrowing profit margins for the surviving institutions. It would be hard to describe an environment less likely to have the discretionary resources for a robust investment in data security—even for current systems, much less ambitious new ones.

Beyond anecdotes, though, what hard evidence do we have about current threats? Not much. But the limited data provides little comfort. Consider that in the 1995 Ernst & Young survey, 57% of the health care institutions responding reported an “information security-related loss” in the last 2 years, up from 54% in the preceding year’s survey. (For all respondents, the figures were 54% and 53%, respectively.) Some 88% of the health care institutions considered that their security risks were worsening (85% for all respondents). Even granting that such responses may lump together both the negligible and the serious, those are high numbers. (Out of circumspection or simple inability, most respondents declined to estimate the dollar value of their losses.) The survey’s data on security practices is just as unsettling. Health care respondents had on average very low rates of technical security measures (such as encryption). Health facilities also had low rates of complementary administrative practice (e.g., security awareness and training programs).
Despite this, health care institutions had a higher level of satisfaction with their own security effectiveness than any other industry included in the survey. With all the health sector’s recent difficulties, it is at least good to know that self-esteem is not a problem too.

Other large-scale surveys of information security, each with its own methodological flaws, nonetheless point in a similar direction. Data protection practices in the typical late twentieth-century organization are not very good, even in putatively “secure” institutions like the U.S. Defense Department.\(^{30}\) (The forthcoming study of health care security by the National Academy of Sciences, to be released in February 1997, is expected to reach a similar conclusion. Brief excerpts from that report will be put in this paragraph.\(^{31}\) The widespread deficits in security are hardly a secret; they are common fodder among information systems professionals. The oddity is that health care professionals who promote IT systems often persist in denying the problem exists, as though such news might be unduly frightening for the “patient.”

Beyond the narrow confines of clinical care, the research and public health benefits of EMR systems are often generalized rather than individual; indeed, they are even intergenerational. But these systemic benefits tend to flow precisely from the practices that are potentially the riskiest with respect to individual privacy, such as broad networking, interchange, and aggregation of records for analysis. We are all experimental subjects now, given the uses to which our aggregated data may be put. We are all, also, part of an ongoing experiment in the efficacy and safety of the IT security practices for the systems in which our personal data will be stored. The protocol of this experiment will be fair to its subjects—that is, to all of us who are or will be patients—only if we proceed at an implementation pace consistent with our technical and organizational abilities.

A preliminary version of this paper was presented at the Isaac Newton Institute Conference on Personal Information Security, Engineering and Ethics (Cambridge University, UK, June 1996). The author is grateful for the comments provided by those who attended the conference and by other anonymous reviewers. Support for the author’s research in information technology was provided by the Robert Wood Johnson Foundation.
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