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ABSTRACT

Laboratory and numerical experiments have revealed physical reasons for the permeability of the thermal bar to horizontal transport. The thermal bar is understood as a front associated with the temperature of maximum density ($T_m = 3.98 \, ^\circ C$ for fresh water). Laboratory experiments were performed in a 2-metre-long non-rotating channel with a sloping bottom, filled with water with $T < T_m$ and naturally heated from above. Analysis of Particle Image Velocimetry (PIV) images revealed water dynamics in the presence of $T_m$. It was revealed that the compensating flow in intermediate layers is responsible for the horizontal exchange across the thermal bar front. We applied a 3D non-hydrostatic MIKE3-FlowModel (www.dhi.dk) to investigate the permeability of the spring thermal bar in basins on the scale of lakes and a laboratory flume. We performed an analysis of the concentration distribution of 12 passive tracers released at different locations in the flow domain. Scaling analysis, corroborated by the results of laboratory and numerical experiments, predicts the discharge across the thermal bar as $Q = 0.1g \times \Delta \rho / \rho_0 h^{3/2}$, where $h$ is the depth of the upper thermo-active layer, $\rho_0$ is a maximum density and $\Delta \rho$ is a characteristic horizontal density difference. A combined analysis of data shows that this law is obeyed.

Key words | buoyancy flux, flow-rate, horizontal exchange, onshore flow, passive tracers, thermal bar

INTRODUCTION

The ‘thermal bar’ is a remarkable phenomenon, seasonally arising at mid-latitudes in large lakes and in coastal regions, when the water temperature gradually increases in spring (or decreases in autumn) and crosses the temperature of maximum density (hereafter referred to as $T_m$; for fresh water, $T_m \approx 3.98 \, ^\circ C$). In late autumn, a gradual transition from $T > T_m$ to $T < T_m$ is driven by seasonal cooling, while the inverse process takes place under spring warming. In both cases, shallow waters respond faster to the external thermal forcing, so water with a temperature of $T = T_m$ appears first in the shallowest regions. The $T_m$ isotherm is initially aligned with the shoreline. During the time of heating/cooling it advances offshore and becomes generally aligned with the isobaths. The thermal expansion coefficient of water, $\alpha = 1/\rho (\partial \rho / \partial T)$, changes sign at $T = T_m$. Therefore, the response of a water column to the same external heat flux is principally different on either side of $T_m$: on one side of the $T_m$-isotherm (the shallower side) the water column becomes increasingly stably stratified; while on the other side (the deeper side), vertical mixing by thermogravitational convection takes place (Chubarenko et al. 2008). Thus, the location of the $T_m$-isotherm at the water surface indicates the border between water masses with different mixing characteristics under the same external conditions (Rodgers 1966; Tikhomirov 1982). For simplicity, we shall expand further on the conditions of the ‘spring’ thermal bar. As spring commences, the water begins to warm up, vertical convection homogenises water columns, which involves vertical mixing of different water masses at different depths; thus, water temperature becomes dependent on depth and $T_m$ is reached in shallow nearshore regions first and only later in the deeper areas.
F. A. Forel (1901), who offered an explanation for it, observed this phenomenon first in Lake Geneva. Following those first observations and explanations, the formation of the thermal bar front has been attributed to the cabbelling process. This is a process where parcels of surface water at the $T_m$-isotherm (which is generally parallel to the shore and isobaths) begin to sink, because they are denser than the water to either side. The sinking water is replaced by water parcels from opposite sides of the bar with temperatures slightly above and slightly below $T_m$; these get mixed, generating a water mass of temperature $T_m$, and so the process continues (see, e.g., Tikhomirov 1982). Obviously, under this hypothesis, the thermal bar restricts horizontal exchange and intensifies vertical mixing (Elliot & Elliot 1970; Tikhomirov 1982; Kreiman 1989).

However, field data from Lake Ladoga (Rymiantsev & Drabkova 2002) have demonstrated that the thermal bar front is not a type of vertical wall; rather, it is a 3D surface with a very small angle of inclination of the frontal division (about 0.001), i.e., warm stratified waters overlying colder quasi-isothermal waters. Rymiantsev & Drabkova (2002) identified that sometimes water with characteristics of the warm stratified part was observed within the cold quasi-isothermal region; thus demonstrating that water exchange between the stably and unstably stratified parts does exist and that the frontal zone is not an impermeable barrier between the shallow and deeper parts of the lake.

Rao et al. (2004) investigated the spring thermal bar circulation in Lake Ontario using a vertical chain of thermistors and current meters. One interesting observation from this field experiment is that at the beginning of the thermal bar process, at a water depth of 20 m, the 3.98 °C-isotherm first appeared but that the water became slightly cooler (~3.5 °C) during the next 3 days; then the thermal bar reappeared and was present at this location for a couple of days more. The authors suggested that the influence of moderate westerly winds could account for this through onshore transport from deeper waters. From that moment on, the 3.98 °C-isotherm was more or less stationary at this location for the next 2 weeks; however, cross-shore currents flowed in the offshore direction near the thermal bar region.

Observed mean cross-shore velocities vary significantly from the thermal bar to the pre- and post-thermal bar seasons. The onshore flow towards the bottom, during the pre-thermal bar period, was larger than during the post-thermal bar period. Surface currents on the nearshore side of the thermal bar are directed towards the thermal bar, which indicates the strong possibility of offshore horizontal heat transport from nearshore areas in the surface layer, during the pre-thermal bar and thermal bar period. The mean alongshore currents did not change direction during the thermal bar period; however, the mean cross-shore velocities showed offshore flow during the thermal bar period.

During thermal bar presence, the mean cross-shore flow was reduced, although it appeared that the exchange is depth dependent. The magnitude of both alongshore and cross-shore exchange coefficients decreased when the thermal bar was within mid-depth (⟨40 m). In contrast to an earlier study (Gbah & Murthy 1998), from mid-depth onward, the thermal bar did not show an effect on alongshore exchange coefficients, but cross-shore exchanges decreased marginally. The authors concluded that the thermal bar plays an important role in suppressing horizontal mixing in the shallows but that its effect is not that significant in deeper offshore areas. The lateral current shear between the nearshore and the thermal bar region could be an important factor in maintaining horizontal exchange in deeper waters (Rao et al. 2004).

Many laboratory observations concerning horizontal convection driven by heating/cooling through opposite halves of the horizontal base or above the slope have reproduced the specific features of thermal and current fields, either on the cold or warm side of the thermal bar front (Imberger 1974; Patterson & Imberger 1980; Bejan et al. 1981). However, all these experimentalists used a viscous velocity scale. Elliot (1970) developed a model for the circulation associated with the thermal bar, by assuming a balance between vertical shear and the horizontal pressure gradient. However, the spin-up time-scale, based on the depth of the experimental tank and molecular values for viscosity, suggests that a viscous/buoyancy balance would not be achieved in the entire tank before the experiment ended and that inertial effects, particularly in the deeper parts of the tank, could be important. Farrow (1995a) has presented an asymptotic solution (based on small bottom slope) for an idealised model for the thermal bar phenomenon, in a non-rotating frame that included inertial effects.
It was established that in the viscous regime (in the shallows), the velocity is essentially modulated by the sign and magnitude of the pressure gradient, while in the deeper waters, the inertia of the existing flow plays a role in the dynamics. Malm et al. (1995) showed that the thermal bar moves into the deep part more rapidly than a viscous balance can occur; thus, unsteady inertial effects could be important in determining the overall circulation pattern.

Farrow (1995b) developed a numerical model exposing a number of remarkable features of the thermal bar: (1) the existence of an offshore subsurface jet and a downslope current, with an onshore flow in between, appearing at different stages of the thermal bar development and (2) both the initial ‘slow’ phase and the later ‘fast’ phase of the thermal bar propagation.

Ivey & Hamblin (1989), in their laboratory experiments on convection of water close to the density maximum, revealed that the form of the velocity profile changes to one with jet-like flows when $Ra > Pr^4 A^{-4}$ (Rayleigh number, $Ra = g_0(\Delta T)^2 h^3/vk$), aspect ratio of cavity, $A = h/l$, Prandtl number, $Pr = v/k$, where $g_0$ is gravitational constant, $\alpha$ is nonlinear coefficient of thermal expansion, $\Delta T$ is 1/2 the difference in endwall jacket temperatures, $h$ is height of the cavity, $l$ is length of the half cavity, $v$ is kinematic viscosity, $k$ is thermal diffusivity). It was also shown that beyond the critical depth the flow became unstable and underwent a series of large-scale horizontal meanders while sinking. Hence, the frontal region no longer acted as a barrier to horizontal transport.

Despite all the investigations, some questions remain unanswered. The point addressed in the present study is to show that the compensating onshore flow in the intermediate layers provides the horizontal transport across the $T_m$-isotherm.

**METHODS**

**Experimental set-up**

The experiments were performed in a 2-metre-long water channel with a sloping bottom; the slope being defined by the aspect ratio of the maximum water depth $H$ to the tank length $L$, with $A = H/L \approx 0.1$ (see Figure 1). The tank contained tap water cooled to a temperature of 1°C by a cooling machine (ULTRA KRYOMAT TK-30D) and melting...
ice cubes on the free surface. Subsequently, the water temperature gradually increased due to heat-exchange through the free surface with the warmer ambient air \((T_{\text{air}} \sim 22 \, ^\circ\text{C})\). Estimates were made of the value of the total heat flux through the free surface due to convective and latent heat fluxes, based on the change in basin heat content over time. A portable thermistor placed in the deep part of the basin during the experiment measured vertical temperature profiles to define the temperature values in the well-mixed core. Using the formula for the heat content of the basin:

\[
F \cdot S \cdot t = c_p \cdot \rho \cdot V \cdot (T_2 - T_1)
\]

(where \(F\) is total heat flux, \(S\) is surface area of a basin, \(t\) is duration of the experiment, \(c_p\) is thermal conductivity, \(\rho\) is reference density, \(V\) is volume of the basin, \(T_2\) and \(T_1\) are temperatures of well-mixed core at the beginning and at the end of the experiment, respectively) we estimated values of the total heat flux that were approximately 100–300 W/m² in the different experiments. This implies a buoyancy flux through the surface in a range from approximately \(-5 \times 10^{-9} \, \text{m}^2/\text{s}^3\) (destabilising buoyancy flux, when \(2.35 \, ^\circ\text{C} < T < 3.98 \, ^\circ\text{C}\)) to \(+1.4 \times 10^{-8} \, \text{m}^2/\text{s}^3\) (stabilising buoyancy flux, when \(3.9 \, ^\circ\text{C} < T < 9.2 \, ^\circ\text{C}\)), depending on the water temperature. Insulating material thermally protected the sidewalls and the bottom of the tank.

The subsurface temperature in the window was monitored by two calibrated thermistors (AD590 type, One Technology Way, Norwood, MA, USA) along the centreline at \(x = 0.74, 0.98 \, \text{m}\) placed in the 1-cm surface layer. The length of the sensing element of each thermistor was about 3–7 mm; the sampling frequency of these thermistors was 1/50 s. According to the specifications provided by the manufacturer, the accuracy of the thermistors is 0.001 \(^\circ\text{C}\).

For the optical flow measurement, we used only the middle part of the tank (64–114 cm from the beginning of the slope). Pliolite particles were initially sieved to have maximum diameters of 250 \(\mu\text{m}\), soaked in the water and injected into the fluid in the tank, in specific areas of study. These particles were illuminated by an argon ion laser, which was refracted by two negative lenses. The motion of the particles was recorded by an Adimec camera MX12P with a 50-mm lens (taking 14 images every 5 min during the experiment). We used DigiFlow software (see www.dalzielresearch.com) to track the particles and calculate the velocity fields.

Experimental results of the flow rates, which were obtained in a 5-metre-long basin with a sloping bottom, during the ‘spring’ thermal bar by Chubarenko et al. (2008), are used in this paper (see Table 1). Photographing tracks from potassium permanganate crystals (KMnO\(_4\)) dropped into the tank to produce vertical dyelines permitted investigation of the flow structure. The photo recording was processed using CorelDRAW in order to obtain velocity profiles. Two images of the same size with an appropriate time step were selected and their centres vertically aligned using CorelDRAW. The surface and bottom were defined on the pictures and dyelines were outlined using the Bezier tool. The two profiles were combined with each other and the coordinate in each mesh for each profile defined. Then, the mesh size was recalculated (in metres) using the ruler scale (there is a ruler on each picture) and the depth of the profile location was defined. The \(x\)-coordinate of one profile was subtracted from the \(x\)-coordinate of the other and the difference was multiplied by the mesh size (in metres) in order to estimate the horizontal displacement.

**Table 1 | Laboratory and numerical data used in Figure 8**

<table>
<thead>
<tr>
<th>Type of data</th>
<th>(Q , [\text{m}^3/\text{s}])</th>
<th>(h , [\text{m}])</th>
<th>(\Delta \rho/\rho_0 , [\text{kg/m}^3])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chubarenko et al. (2008)</td>
<td>(7.1 \times 10^{-7})</td>
<td>0.3</td>
<td>0.000017</td>
</tr>
<tr>
<td></td>
<td>(1.46 \times 10^{-6})</td>
<td>0.3</td>
<td>0.000027</td>
</tr>
<tr>
<td></td>
<td>(3.8 \times 10^{-6})</td>
<td>0.4</td>
<td>0.000004</td>
</tr>
<tr>
<td></td>
<td>(1.7 \times 10^{-6})</td>
<td>0.4</td>
<td>0.000056</td>
</tr>
<tr>
<td></td>
<td>(5.5 \times 10^{-6})</td>
<td>0.6</td>
<td>0.000067</td>
</tr>
<tr>
<td>Numerical modelling:</td>
<td>Scale of flume:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.9 \times 10^{-5})</td>
<td>0.055</td>
<td>0.00018</td>
</tr>
<tr>
<td></td>
<td>(7.14 \times 10^{-5})</td>
<td>0.08</td>
<td>0.00017</td>
</tr>
<tr>
<td></td>
<td>(8.9 \times 10^{-5})</td>
<td>0.1</td>
<td>0.00018</td>
</tr>
<tr>
<td></td>
<td>(6.8 \times 10^{-5})</td>
<td>0.13</td>
<td>0.00021</td>
</tr>
<tr>
<td></td>
<td>(5.1 \times 10^{-5})</td>
<td>0.15</td>
<td>0.00022</td>
</tr>
<tr>
<td></td>
<td>Scale of lake:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(9 \times 10^{-3})</td>
<td>5</td>
<td>0.000022</td>
</tr>
<tr>
<td></td>
<td>(1.6 \times 10^{-2})</td>
<td>7</td>
<td>0.000023</td>
</tr>
<tr>
<td></td>
<td>(2.8 \times 10^{-2})</td>
<td>11</td>
<td>0.00003</td>
</tr>
<tr>
<td></td>
<td>(2.6 \times 10^{-2})</td>
<td>18</td>
<td>0.00005</td>
</tr>
<tr>
<td></td>
<td>(7.4 \times 10^{-2})</td>
<td>22</td>
<td>0.000067</td>
</tr>
<tr>
<td></td>
<td>(8 \times 10^{-2})</td>
<td>24</td>
<td>0.00009</td>
</tr>
</tbody>
</table>
Finally, in order to estimate a velocity value for each layer, the displacement was divided by the time period between the two images. Then, these velocity profiles were recalculated into flow rates as follows: the average velocity for each vertical layer was multiplied by the thickness of this layer over the whole depth. The values of flow rates were chosen only for positive flows over the entire water depth, as calculated in the numerical model.

**Numerical model**

Numerical modelling of the spring thermal bar was performed using a 3D non-hydrostatic MIKE3-FlowModel (DHI Water & Environment, http://www.dhi.dk/) on the scale of the laboratory flume and lake. One of the simulated flow domains was close to the laboratory configuration (see Figure 1): 20 cm maximum depth; 80 cm width; 320 cm total length with the sloping bottom extending over a length of 200 cm. As in the experiments, the bottom slope, defined by the aspect ratio of the maximum water depth $H$ to the slope length $L$, was taken to be $A = H/L \sim 0.1$. In order to check the accuracy of the simulation results we applied grid refinement. In order to obtain the component of horizontal velocity $u$ more precisely, we used two different mesh sizes: (a) $80 \times 20$ cells (i.e., with mesh size 0.04 m) and (b) $320 \times 80$ cells (with mesh size 0.01 m) in the horizontal and 20 layers (at 1-cm intervals) in the vertical. The integration time step was 0.03 s for grid (a) and 0.01 s for grid (b). No wind stress was applied and the surface heating was modelled as turbulent heat exchange with the ambient warmer air at $T = 25 \, ^\circ C$. The turbulence is modelled in terms of an eddy viscosity dynamically calculated by means of the Smagorinsky formulation (i.e., an eddy viscosity is directly associated with the size of a mesh).

We chose a simple triangular domain to reproduce a cross-section of the natural lake: 50 m depth, 5,000 m long and length of slope 2,400 m with aspect ratio 0.02. Modelling was performed on a numerical grid: $100 \times 30$ cells ($50 \times 50$ m), 50 layers (1 m each) in the vertical, time step of integration 2 s, no wind forcing with heating modelled as turbulent heat exchange with warmer air ($T = 10 \, ^\circ C$) and solar heating corresponding to the spring period at mid-latitudes ($200 \, \text{Wt/m}^2$) with day–night variations. Wind forcing can significantly influence the thermal bar propagation in real lakes (Malm 1995; Rao et al. 2004) and thus must be taken into account, along with other particular conditions such as real bathymetry, bed resistance, wind friction, etc., when simulating real field cases. Here, we demonstrate only the principal physical situation, so it is not necessary to use any specific wind data.

The 12 passive tracers placed in the numerical domain revealed specific features of the subsurface jet propagation (four tracers were released from the points with coordinates (0.3, 0.3, −0.06), (0.43, 0.3, −0.06), (0.53, 0.3, −0.06), (0.83, 0.3, −0.06)) and downslope cascade propagation (four tracers were released from the points with coordinates (0.3, 0.3, −0.4), (0.43, 0.3, −0.06), (0.53, 0.3, −0.72), (0.83, 0.3, −0.94)). Special attention was paid to the intermediate onshore flow evolution (four tracers were released from the point with coordinates (0.3, 0.3, −0.14), (0.43, 0.3, −0.16), (0.53, 0.3, −0.22), (0.83, 0.3, −0.24)). Flow rates were calculated for positive flows only, over the entire water depth in the numerical basins, on the scale of the laboratory flume and lake for five and six locations, respectively, during the 3.98 °C-isotherm propagation.

**RESULTS**

**PIV records of the thermal bar development**

A deeper insight into the thermal bar as a complex phenomenon, containing downslope cascades, a subsurface jet and onshore flow in the intermediate layer (Demchenko 2007; Chubarenko et al. 2008), can be provided by the Particle Image Velocimetry (PIV) method: video records of the water flow, seeded with Pliolite particles, were taken and are described below.

At the beginning of the experiment, when the temperature everywhere is below $T_m$ (Figure 2(a)), the entire basin is prone to vertical thermo-gravitational convection and the horizontal exchange between the shallow and deep parts is initiated by the downslope cascades. The maximum observed speed in this phase amounted to 0.6–0.7 mm/s. The downslope cascades’ elevated leading edges are well pronounced: the velocity vectors are not parallel to the sloping bottom. When the water temperature is slightly higher than $T_m$ at the top of the incline (Figure 2(b)), the speed of
the downslope cascades is two times slower than at the beginning of the experiment (Figure 2(a)), at about 0.3–0.32 mm/s. While advancing the $T_m$, destabilising buoyancy flux decreases; however, the downslope cascades are still observed over the middle part of the slope.

When the temperature on thermistor No. 1 is already around 5.98 °C (Figure 2(c)), a subsurface jet (0.6 mm/s) is already evident over the middle of the slope and the downslope cascades are still observed in the deep part (the speed of particles there is about 0.55–0.6 mm/s). The horizontal temperature/density gradient between the top of the incline and the deep part quickly increases and the area of the maximum speed of the subsurface jet deepens. At the end of the domain, the downslope cascades completely disappear and a strong compensating flow (towards the shallow part of the basin) is observed in the intermediate layer (speed is around 0.2 mm/s) (Figure 2(d)).

It is important to note that the compensating flow permanently exists throughout the experiment. It provides the horizontal exchange at a depth varying around $\sim 0.5H$ (where $H = \text{whole depth of the basin}$) between the shallow and deep parts, under both destabilising and stabilising buoyancy forcing.

Figure 2 | Velocity vector maps in the middle part of the tank ($x$-axis = 0.48 m; $z$-axis = 0.075 m), from destabilising to stabilising buoyancy flux passing $T_m$ at: (a) 40, (b) 65, (c) 80, (d) 105 s from the beginning of the experiment. The heat flux is roughly constant during the experiment. The values above every panel indicate surface temperature.
Let us consider the variation with time of a buoyancy flux, $B = gaF/c_p$, m$^2$/s$^3$, where $F$ is total heat flux, W/m$^2$, $g$ is gravitational acceleration, m/s$^2$, $\alpha = 1/\rho(\partial \rho/\partial T)$ is thermal expansion coefficient of water, °C$^{-1}$, $c_p$ and $\rho$ are thermal conductivity and density, respectively, at a given point of the tank (Figure 3). To calculate the buoyancy flux we use values of surface temperature, recorded by thermistor No. 1 during the experiment, and then define appropriate values of the thermal expansion coefficient. When the temperature is below $T_m$, the buoyancy flux due to heating from above is destabilising, which causes vertical mixing and the denser water to cascade downslope. Near $T_m$, the buoyancy flux becomes quite low, so the speed of the downslope cascades is two times slower than in the initial stage of the experiment. When passing $T_m$, the buoyancy flux sharply increases, being already a stabilising factor. The velocity field at this instant is characterised by a subsurface jet reaching the given point of the flume.

**Numerical simulation results**

Figure 4 reproduces numerical data for the time variation of the flow rate through one of the cross-sections in the numerical flow domain during the experiment. The flow rate in the positive (from the shore) direction is illustrated, which is integrated over the entire depth. At the beginning of the process, the intense downslope cascades propagate towards the deep part of the basin. After 30 min, they become weaker and flow rate decreases by 2.5 times. The warm subsurface jet and the 3.98 °C-isotherm reach the location of the given cross-section and the value of the flow rate gradually decreases. At the end of the experiment, the subsurface jet reaches the end of the numerical domain and the flow rate in the given cross-section drops to its minimum. It is important to note that the presence of the 3.98 °C-isotherm does not prevent the horizontal exchange between the shallow and deep parts of the basin, as was understood earlier. The flow rate decreases in the presence of the 3.98 °C-isotherm in the given cross-section but does not become zero.

Numerical modelling results in the domain, reproducing a large deep lake, did show that, following the subsurface jet propagation over the whole length of the domain, there still remains a gravitationally unstable water mass with $T < T_m$ below the warm upper layer and there, the downslope cascades continue (see Figure 5). This is a striking feature in the dynamics of large deep water bodies (Baltic Sea, Lake Ladoga, Lake Onega, Lake Baikal), where the process of spring heating follows the same scenario: the upper layer is heated to temperatures $T > T_m$, while the deeper layers are still cooler. This means that the cold lake interior is involved in downslope cascading for a long time, even when the surface heating has resulted in an upper layer temperature $T > T_m$. The mechanism supporting a long-lasting vertical instability is the following: upper surface layer with temperatures $T > T_m$ is heated from above by solar radiation and is cooled below due to the existence of the cold interior; hence, this layer is stably stratified. Water with temperatures $T < T_m$ is heated from above because of the upper warm layer and vertical mixing is generated by thermo-gravitational convection (water temperature of the upper boundary of the cold core increases but is still below $T_m$; in accordance with the equation of state for fresh water, density value gradually increases). The thickness of the upper warm layer extends upwards with time; therefore, this mechanism will work until the cold core of the deep lake warms above $T_m$. The downslope cascading may be the reason for the occurrence of deep-water intrusions reported in Lake Baikal by Wüest et al. (2005). However, deep-water intrusions are much more complicated phenomena, with thermobaricity (combined effect of pressure and temperature on density, which reduces $T_m$ at greater depths) playing an important role.
Figure 4  
(a) Flow rate variation in the given cross-section at the middle of the slope during the numerical experiment – the black circle marks the time instant when water temperature is around $T_m$ in the given cross-section. (b) Graphical representation of numerical simulation results at the scale of laboratory flume: vertical cross-section at $t = 56$ min of simulated temperature and velocity fields for surface heating of an initially homogeneous fluid layer with a temperature $T = 0.5$ °C. Isotherms are plotted for intervals of 0.058 °C and are omitted above 5 °C (in the upper layer). The velocity vectors clearly indicate the vertical convection due to a negative buoyancy flux from above in the entire region with temperatures $T < T_m$. The largest velocities are of the order of 1 mm/s.
Laboratory vs. numerical modelling results

The main goal of the previous work by Demchenko et al. (2012) devoted to the thermal bar phenomenon, was to reveal that the location of the convergence zone of the sub-surface currents (when formed) does not coincide with that of the $T_{m}$-isotherm, as was asserted by Farrow (1995a, b) on the basis of numerical modelling results.

The evolution of the thermally driven flow seen in numerical simulations is very similar to that observed in laboratory experiments (Demchenko et al. 2012). During the surface heating, the water temperature over the slope reaches the critical value $T_{m} = 3.98^\circ$ C and the less dense subsurface jet propagates towards the deep part, while the downslope bottom cascades are still observed in the deeper parts of the tank. Intense vertical mixing characterises the deeper part of the domain. A sketch of the flow structure in the presence of the $T_{m}$-isotherm, obtained from laboratory modelling, is in very good agreement with the numerical simulation results (see Figure 6). A remarkable feature shown is the evident formation and propagation of a compensating onshore flow in the intermediate layer. It is important for the present study to compare the various aspects of the flow and heat transfer processes in a more quantitative way, i.e., the temporal variations of the horizontal surface temperature gradients, density gradients and the speed of the subsurface jet.

The temporal variations of the horizontal surface temperature and density gradients, as measured by the five fixed thermistors in the presence of the ‘spring’ thermal bar in the 2-metre-long laboratory basin, was compared with the numerical simulation results (Demchenko et al. 2012). Generally, the horizontal temperature and density gradients in the stably stratified region are 3–8 and 20–50 times higher, respectively, than those in the unstably stratified region for the laboratory experiments. The horizontal temperature and density gradients in the stably stratified region are 3–13.5 and 7–40 times larger, respectively, than in the unstably stratified region for the numerical results, which is in good agreement with the experimental results.

We have also compared the speed of the 3.98 $^\circ$C-isotherm propagation, which was obtained using two different grids, laboratory experiments of the ‘spring’ thermal bar in the 2-metre-long tank and the experimental results of Kreiman
In the numerical simulations, the run with a finer grid (320 × 80 cells) gave a speed of advancement of the 3.98 °C-isotherm in the ‘slow’ stage that is a factor of 1.2 times larger than in the run with the coarser grid (80 × 20 cells). However, in the ‘fast’ stage, the results for both runs are similar. For the laboratory results and numerical experiments, it was found that the distance x from the shore to the location of the 3.98 °C-isotherm at the free surface in the ‘slow’ stage depends on time as \( x \sim t^{0.7-0.9} \), while in the ‘fast’ stage, the position develops as \( x \sim t^{1.4-1.7} \), which is rather close to \( x \sim t \) and \( x \sim t^{1.5} \), respectively, as reported by Kreiman (Demchenko et al. 2012). Thus, the numerical simulations are in good agreement with the results of the laboratory experiments.

**Experiments with tracers**

We have performed an analysis of the concentration distribution of 12 passive tracers added in the upper layer, at the half-depth and near the bottom, for different locations and different time steps during thermal bar numerical modelling on the scale of lakes. We present a detailed analysis for the behaviour of one tracer (placed at (0.3, 0.3, –0.06) coordinate).

At the beginning of the ‘fast’ stage of the thermal bar propagation, the concentration of the passive tracer distributes over the whole depth (Figure 7(a)). Over time, a higher concentration is observed along the slope and in the area where the water temperature is very close to \( T_m \) over the whole depth (see Figures 7(b) and 7(c)). By the middle of the modelling, the higher concentration comes at the break point of the incline; it also propagates towards the very top of the incline, through the region where the water temperature is close to \( T_m \) (Figure 7(d)). At the final phase of thermal bar propagation, the higher concentration propagates towards the deep part of the tank in the surface layer, while it is still observable near the bottom. In the deep regions, where the water temperature is still below \( T_m \), the higher concentration indicates the vertical convective mixing process (Figures 7(e) and 7(f)). The remarkable feature is the distribution of the higher concentration over the entire region, where water temperature is near \( T_m \) (Figures 7(a)–(f), empty dashed triangle).

The tracer experiment allows us to conclude that before reaching \( T_m \), strong downslope cascades exist in the flow domain, and after reaching \( T_m \) at the top of the incline, a warm subsurface jet propagates towards the deep part of the domain. Onshore flow in the intermediate layer propagates to the top of the incline, through the water area with the temperature close to \( T_m \). It is important to note that the horizontal water exchange intensifies between the shallow and deep parts, rather than restricting it in the presence of \( T_m \); strong convective mixing, initiated by the downslope cascades, is still observed below the warm surface layer with the temperature higher than \( T_m \).
DISCUSSION

Numerical modelling allows us to estimate flow rates at different locations of the numerical domain on the scale of laboratory tanks and lakes during the ‘fast’ stage of the thermal bar progression. The velocity profiles, obtained from laboratory experiments, may be recalculated into flow rates. Moreover, using the speed of the horizontal flow and the thickness of the upper thermo-active layer, the flow rates can be expressed in dimensionless form using scaling analysis.

The main goal of this section is to obtain a dimensionless relationship linking the flow rate in a given cross-section with the thickness of the upper thermo-active layer.
First, we should explain our choice for the inertial scale rather than the viscous scale, which was used by previous investigators (Imberger 1974; Patterson & Imberger 1980; Bejan et al. 1981). We should estimate the order of inertial and viscous terms in the Navier–Stokes equation based on the results of laboratory experiments. For typical values we have: \( \Delta \rho/\rho_0 \sim 10^{-5} \text{kg/m}^3, h \sim 10^{-2} \text{ to } 10^{-1} \text{m}, g = 10 \text{ m/s}^2, U \sim 10^{-4} \text{ m/s}, \rho = 10^{-6} \text{ m}^2/\text{s}, L = \text{length of the tank} = 2 \text{m}. \) Hence, the inertial term \( \Delta \rho/\rho_0 \times g \times h \) is of the order of \( 10^{-6} \) to \( 10^{-5} \); the viscous term \( \nu U/L^2 \) is of the order of \( 10^{-10} \). Thus, we can conclude that inertia plays a key role in the propagation of the thermal bar.

Let \( U \) be a typical measure of the horizontal flow speed, \( L \) is horizontal length scale, e.g., distance from the very top of the incline to the location of \( T_m \) at the surface, increasing with time, \( h \) is typical vertical length scale, e.g., the thickness of the upper thermo-active layer (this is a layer where water temperature is higher than \( T_m \) over entire depth) and \( \Delta \rho = (\rho_0 - \rho_1) \) is the characteristic horizontal density difference from the very top of the incline to the location of \( T_m \) at the surface, where \( \rho_0 \) is maximum density, \( \rho_1 \) is water density at the very top of the incline decreasing with time (see also Chubarenko 2010; Demchenko et al. 2012). Assuming that the horizontal flow is driven by a horizontal pressure gradient and governed by a balance between the inertial and pressure terms in the Navier–Stokes equation, one obtains for the scales:

\[
U^2/L \sim 1/\rho_0 \times (g \times \Delta \rho \times h/L) \tag{1}
\]

This gives for the horizontal velocity scale:

\[
U \sim [g \times \Delta \rho/\rho_0 \times h]^{1/2} \tag{2}
\]

where \( g \) and \( \rho_0 \) are the acceleration due to gravity and the reference density, respectively.

Taking into account the geometry, we can analyse the dependency on the bottom slope. Indeed, if the heating reaches depth \( h \), then the horizontal distance \( S \) from the shore to its location, \( S = h/\tan \alpha \), is smaller near steeper slopes and larger for the gentle slopes. Thus, under the same heating conditions, the thermal bar propagation is faster near gentle slopes, which are, in addition, significantly more productive; hence, the values of the flow rates are much bigger. This conclusion is in full accordance with field observations (Naumenko & Karetinikov 1993).

To verify this formula for characteristic scales, we combined information regarding the propagation speed of the thermal bar on scales ranging from laboratory experiments to field observations in lakes. We used the results of laboratory experiments on ‘spring’ thermal bar modelling in a 2-metre-long tank (Demchenko et al. 2012), the experiments of Kreiman (1989), the experiments on ‘spring’ thermal bar modelling in a 5-metre-long tank (Chubarenko et al. 2008), the field measurements of Korosov et al. (2006) in Lake Ladoga, those of Mortimer (2004) in Lake Michigan and those of Rao et al. (2004) in Lake Ontario. The propagation speed \( U \) of the \( T_m \)-isotherm is very well approximated by (2): the best linear fit of the field, laboratory and numerical data is described by \( y = 0.49x - 0.82 \) (with \( x = \log (h \times \rho_0/\rho_1) \) and \( y = \log U \)), with quite a high correlation coefficient, \( R^2 = 0.88 \) (Demchenko et al. 2012).

Thus, for the flow rate we have:

\[
Q \sim U \times h \sim [g \times \Delta \rho/\rho_0]^{1/2} h^{3/2} \text{ or } Q = K[g \times \Delta \rho/\rho_0]^{1/2} h^{3/2} \tag{3}
\]

where \( K \) is coefficient of proportionality of this relationship and will be found below.

To verify this relationship, it is useful to summarise the information about flow rates during the thermal bar development at different scales, ranging from laboratory experiments to numerical results on the scale of a lake. Figure 8 summarises the above-described numerical modelling results, obtained for the scales of the flume and a lake and the laboratory experiments reported in Chubarenko et al. (2008).

These data sets, presented in Table 1, cover spatial scales from centimetres to tens of metres. The solid line in Figure 8 is the best linear fit of the laboratory and numerical data, with quite a high correlation coefficient \( (R^2 = 0.97) \) and described by \( y = 1.0x - 0.9 \) (with \( x = \log ((\Delta \rho/\rho_0)^{1/2} h^{3/2}) \) and \( y = \log Q \)). Evidently, the flow rates during the thermal bar evolution are well approximated by:

\[
Q = 0.1[(g \times \Delta \rho/\rho_0)^{1/2} h^{3/2}] \tag{4}
\]
The warm subsurface jet propagates towards the deep part of the basin over the mid-depths. With the increase of the thermally active layer thickness, the subsurface jet accelerates due to both progressive heat advection from shallows and heating from above. Therefore, the onshore compensating flow at intermediate depths is reinforced. Thus, the thermal bar in the ‘fast’ stage of its development intensifies rather than restricts the horizontal heat exchange between the shallow and the deep parts and this is in accordance with the field observations of Rao et al. (2004).
CONCLUSIONS

1. Laboratory and numerical experiments showed that during the entire process of thermal bar propagation, the compensating onshore flow is present at intermediate depths. Its intensity depends on the phase of the thermal bar development. Before reaching the 3.98°C-isotherm, the onshore flow is very intense due to the negative buoyancy flux values. In the ‘slow’ stage of the thermal bar development, which is associated with the approach of the buoyancy flux to zero, the speed of the downslope cascades decreases considerably. In the ‘fast’ stage of the 3.98°C-isotherm propagation, it is more intense due to larger buoyancy fluxes and stronger advection from the shallows. Thus, the thermal bar propagation in the ‘fast’ stage of its development supports horizontal transport.

2. The analysis of the concentration distribution of the passive tracers in the numerical basin at the scale of a lake presented a clear description of the flow field and showed that the compensating flow in the intermediate layers is observed during the thermal bar development and propagates onshore though the water area with the temperature very close to $T_m$.

3. The flow rate of the horizontal transport during the thermal bar propagation is a very important characteristic of the flow field. We attempted to link the flow rate to the spatial scale and horizontal density differences and this resulted in the relationship $Q = 0.1\left[\Delta \rho / \rho_0\right]^{1/2} h^{3/2}$ with a correlation coefficient of $R^2 = 0.97$. This law provides an opportunity to estimate the value of flow rate, which may help to solve water pollution problems, appearing during the evolution of the ‘spring’ thermal bar, in the nearshore zone of large freshwater lakes.
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