Daily river flow forecasting using wavelet ANN hybrid models
Niranjan Pramanik, Rabindra K. Panda and Adarsh Singh

ABSTRACT
Advance time step stream flow forecasting is of paramount importance in controlling flood damage. During the past few decades, artificial neural network (ANN) techniques have been used extensively in stream flow forecasting and have proven to be a better technique than other forecasting methods such as multiple regression and general transfer function models. This study uses discrete wavelet transformation functions to preprocess the time series of the flow data into wavelet coefficients of different frequency bands. Effective wavelet coefficients are selected from the correlation analysis of the decomposed wavelet coefficients of all frequency bands with the observed flow data. Neural network models are proposed for 1-, 2- and 3-day flow forecasting at a site of Brahmani River, India. The effective wavelet coefficients are used as input to the neural network models. Both the wavelet and ANN techniques are employed to form a loose type of wavelet ANN hybrid model (NW). The hybrid models are trained using Levenberg–Marquart (LM) algorithm and the results are compared with simple ANN models. The results revealed that the predictabilities of NW models are significantly superior to conventional ANN models. The peak flow conditions are predicted with better accuracy using NW models than compared to ANN models.
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INTRODUCTION
The ability to compute stream flow quickly and accurately is of crucial importance in flood forecasting. Hydrodynamic models provide a sound physical basis for this purpose and have the capability to simulate a wide range of flow situations. However, these models require accurate stream geometry data, which are generally scanty in most of the developing countries such as India. It is also not possible to integrate the observed data directly at desired locations to improve the model results using physically based models. Moreover, physically based models require high computation time thereby making them incapable of simulating real-time forecasting required for flood warnings.

To overcome the above-mentioned difficulties associated with the application of physically based models, data-driven techniques are commonly adopted by various researchers for modelling water resources systems. The data-driven methods such as artificial neural networks (ANNs), fuzzy theory and chaos theory have been widely applied in the domain of hydrology and water resources (Zealand et al. 1999; Dawson & Wilby 2001; Bray & Han 2004; Nayak et al. 2005, 2007; Shrestha et al. 2005; Han et al. 2006, 2007; Sahoo & Ray 2006; Pramanik & Panda 2009).

The application of ANNs has been extended to their use in remote sensing data for retrieving hydrological variables such as precipitation at different scales, needed for stream flow forecasting (Evora & Coulibaly 2009). A comprehensive review of the application of ANNs in hydrology is presented in the ASCE Task Committee report (2000a,b). Comparison of the performances of different optimization algorithms and types of ANN networks used in neural
network modelling have been made by various researchers (Kumar et al. 2005; Chau 2006; Kisi 2007, 2008a; Kisi & Cigizoglu 2007; Mukerji et al. 2009). Feed forward ANN architecture using Levenberg–Marquart (LM) back-propagation algorithm is reported to perform well in most of the investigations.

Tokar & Johnson (1999) reported that ANN models provide greater training and testing accuracy than that of the regression and simple conceptual models. In this respect, some researchers attempted coupling of neural networks with linear dynamic models such as autoregressive with exogenous input (ARX) and autoregressive moving average with exogenous inputs (ARMAX) to form neural network auto-regressive with exogenous input (NNARX) and neural network auto regressive moving average with exogenous input (NNARMAX) (Gautam et al. 2000; Kishor & Singh 2007). They found that NNARMAX models perform superior to simple ANN models.

In many hydrologic applications, fuzzy partitioning mechanisms are adopted to the input data for creating a rule base to generate the output. Jacquin & Shamseldin (2009) provided a detailed review on the application of fuzzy inference system (FIS) in river flow forecasting. They found that use of FIS is not widespread by the hydrologists compared to ANNs. In FIS, the back-propagation algorithm is used to optimize the fuzzy membership parameters for best input-output mapping. The integration of fuzzy inference system with the back-propagation algorithm leads to the development of adaptive neuro-fuzzy inference system (ANFIS). A good number of studies are reported on rainfall–runoff modelling and river flow forecasting using ANFIS together with its performance comparison with the ANN technique (Chau et al. 2005; Nayak et al. 2005; Aqil et al. 2007; Mukerji et al. 2009; Pramanik & Panda 2009). In most of the investigations, it is reported that ANFIS performs better than neural networks and fuzzy models.

Most of the studies dealing with the integration of ANN with other techniques such as fuzzy inference system, data normalization and principal component analysis fall under the phase of data pre-processing in neural network modelling. Data pre-processing is an important step in ANN modelling, which leads to a reduction in the forecasting error. Data pre-processing methods uses different statistical techniques to explore the hidden properties in the datasets that help in efficient input-output mapping during model training. Normalization of the raw data within appropriate ranges and selection of important inputs are most vital in ANN modelling to enhance the forecasting ability of the models (Hsu et al. 1995; Gunn 1998; Dawson & Wilby 1999; Kisi 2004).

Partial auto-correlation analysis is employed to identify the suitable lag time in the time series data and inputs are selected for development of ANN models based on this (Sudheer et al. 2002). Principal component analysis is adopted to reduce the dimensions of input data matrix to build simpler ANN architecture to yield good results (Wilby et al. 2003). Another data-driven method referred as Evolutionary Polynomial Regression (EPR), developed by Giustolisi & Savic (2004, 2006), is used in hydrological data analysis and water resources modelling. EPR integrates the best features of numerical regression (Draper & Smith 1998) with genetic programming (Koza 1992). Recently, Giustolisi & Savic (2009) improved the EPR strategy using multi-objective genetic algorithm (EPR-MOGA) to select best models and successfully applied the method in the prediction of ground water fluctuation.

Some recent studies reported that integration of wavelet transformation technique with ANN yields superior results compared to simple ANN and regression models (Anctil & Tape 2004; Chou & Wang 2004; Zhou et al. 2006; Partal & Kisi 2007; Nourani et al. 2008; Kisi 2008b, 2009a,b; Remesan et al. 2009). This advanced pre-processing of raw data to capture the non-stationary behaviour of the time series data by decomposing the original series into wavelet coefficients of different frequency bands has been effectively applied by Wang & Ding (2003) for short term flood forecasting.

Anctil & Tape (2004) used a continuous wavelet transform technique through histograms and power spectra to identify the major wavelet bands based on which wavelet-ANN models are developed and trained for 1-day stream flow forecasting. Adamowski (2008) performed wavelet and cross wavelet analysis of flow and meteorological time series to exploit the non-stationarity in the time series data and developed wavelet-based constituent components to use them in the forecasting models for 1-, 2- and 6-day advance flood forecasting.

The superiority of wavelet-ANN hybrid models is explained by their ability to capture the useful information
in the time series on various frequency components (Wang & Ding 2003; Labat 2005; Liong & Shizhong 2006). Kisi (2008b) determined the effective wavelet components based upon the results of correlation analysis of the wavelet coefficients of different components with the observed stream flow data. He proposed a wavelet-ANN model for monthly stream flow forecasting. However, very few studies are reported on short-term stream flow forecasting using wavelet-ANN approach so far. The use of wavelet transformation theory in hydrology and its coupling with ANN is a recent attempt, which needs further investigation using datasets of different basins worldwide.

The present study aims to forecast short-term flow up to 3 days in advance using wavelet-ANN approach at a site of the Brahmani River, India. In the present study, the wavelet transformation technique was used to generate the wavelet coefficients of different frequency components. The effective components were selected based on the correlation analysis of the wavelet coefficients of different resolution scales. Three ANN models were proposed for 1-, 2- and 3-day advance stream flow forecasting at the Jenapur site of the River Brahmani. ANN models were trained and tested using the time series of the wavelet coefficients as inputs to the ANN. Finally, the results obtained from the wavelet ANN hybrid models were compared with simple ANN models.

**THEORETICAL BACKGROUND**

**Artificial neural networks (ANNs)**

An ANN is a computing system made up of interconnected information processing units which are analogous to biological neurons. The neurons collect inputs and produce output in accordance with certain transfer functions. The modelling using ANN is performed by optimizing the connection weights between the nodes in order to produce output close to the observed values.

The fundamental principle of neural computing is due to its decomposition property, which generates series of linearly separable steps for input-output relationships using hidden layers (Haykin 1994). There are three basic layers or levels of data processing units in ANN, namely the input layer, the hidden layer and the output layer (Figure 2).

Each of these layers consists of processing units called neurons. The connection between the processing neurons is weighted by scalar weight \((w)\), which is adapted during model training, and a bias \((b)\). The number of input neurons, output neurons and the neurons in the hidden layer depend upon the problem being studied. If the number of neurons in the hidden layer is small, the network may not have sufficient degrees of freedom to learn the process correctly. If the number is too high, the training will take a long time and the network may sometimes over-fit the data (Karunanithi et al. 1994).

During the training process, the connection weights are updated. At the beginning of the training, the initial values of the weights can be assigned randomly or based on experience. In this process, the learning algorithm systematically changes the weights to correctly perform a desired input-output relationship. The process of training is said to be finished when the difference between the ANN output...
and the actual output becomes closer to the preset error goal. During the testing phase, the performance of the trained ANN model is evaluated using unseen datasets.

There are four distinct steps followed in the development of an ANN-based solution to a certain problem such as flood forecasting. The first step is data transformation, scaling or normalization. A large variation in the input data can slow down or even prevent the training of the network. To overcome this problem, the data are usually scaled using statistical, min-max, sigmoid or principal component transformations (Priddy & Keller 2005). It is also important that absolute input values are scaled to avoid asymptotic issues (Haykin 1994). The second step is the definition of network architecture, in which the number of hidden layers, the number of neurons in each layer and the connectivity between the neurons are set. Obtaining an optimum number of hidden neurons in an ANN architecture is a trial and error process, which depends on the quality of data and the type of the problem. In the third step, a learning algorithm is used to train the network to respond correctly to a given set of inputs. In the last step, the trained architecture (having the optimized values of the connection weights) is tested using the unseen datasets to evaluate the model performance.

Wavelet analysis

In wavelet analysis, the signals are analyzed both in the time and frequency domain by decomposing the original signals in different frequency bands using wavelet functions. This is
different from Fourier analysis, in which signals are analyzed using sine and cosine functions. The wavelet transform (WT) uses the scalable windowing technique for analyzing local variation in the time series (Torrence & Compo 1998). Wavelet transforms provide useful decompositions of original time series, so that wavelet-transformed data improve the ability of a forecasting model by capturing useful information on various resolution levels (Adamowski 2008).

The time series data are pre-processed using wavelet transformation techniques to obtain decomposed wavelet coefficients that are used as inputs in the forecasting models (Aussem et al. 1998; Zheng et al. 2000; Zhang & Dong 2001). Several researchers have applied wavelet transformation techniques to different areas of hydrology, e.g. rainfall–runoff modelling, flood forecasting and stream flow prediction (Smith et al. 1998; Labat et al. 1999; Coulibaly et al. 2000; Saco & Kumar 2000; Kim & Valdes 2005; Partal & Kisi 2007; Remesan et al. 2009). They observed that use of wavelet techniques, to pre-process the hydrologic time series data into series of wavelet coefficients of different resolutions, produced significantly better results than that of the linearly scaled inputs (simple ANN models) when used as inputs.

Discrete wavelet transform

The basic objective of wavelet transforms is to achieve a complete timescale representation of localized and transient phenomena occurring at different timescales (Labat et al. 2000). The continuous wavelet transform is defined as

\[
W(a, b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} f(x) \psi \left(\frac{x - b}{a}\right) dx
\]

(1)

where \(a\) is a scale parameter; \(b\) is a position parameter; and \(\ast\) corresponds to the complex conjugate.

Several families of wavelets (\(\psi\)) that have proven to be useful for various applications are described in related references (Mallat 1998; Rao & Bopardikar 1998). The coefficient plots of the continuous wavelet transform are precisely the timescale view of the signal. However, calculating wavelet coefficients at every possible scale is time consuming and generates large amount of information. Thus, the use of the continuous wavelet transform for forecasting is not practically possible.

Discrete wavelet transformation (DWT) is therefore preferred in most of the forecasting problems of water resource systems because of its simplicity and ability to compute with less time (Cannas et al. 2005, 2006). The DWT involves choosing scales and positions based on powers of two, so-called dyadic scales and translations. The mother wavelet is rescaled or dilated by powers of 2 and translated by integers. The DWT algorithm is capable of producing coefficients of fine scales for capturing high-frequency information and coefficients of coarse scales for capturing low-frequency information. The DWT with respect to a mother wavelet is defined:

\[
f(t) = \sum_{j_0} \sum_{k} c_{j_0,k} \phi_{j_0,k}(t) + \sum_{j \geq j_0} \sum_{k} a_{j,k} 2^{j/2} \psi (2^j t - k)
\]

(2)

where \(j\) is the dilation or level index, \(k\) is the translation or scaling index and \(\phi_{j_0,k}\) is a scaling function of coarse scale coefficients. \(c_{j_0,k}\), \(a_{j,k}\) is the scaling function of detail (fine scale) coefficients and all functions of \(\psi (2^j t - k)\) are orthonormal.

High-pass and low-pass filters of different cut-off frequencies are used to separate the signal at different scales. The time series is decomposed into one containing its trend (the approximation) and one containing the high frequencies and the fast events (the detail). The scale is changed by upsampling and downsampling operations. The DWT has many advantages in compressing a wide range of

Figure 2 | ANN architecture with one hidden layer (Pramanik & Panda 2009).
signals. With the DWT technique, a very large proportion of the coefficients of the transform can be set to zero without appreciable loss of information. In addition, if more properties other than the stationary properties of a signal are desired, DWT would certainly be a better choice than that of the traditional Fourier transformation technique. The limitation of the application of DWT in time-series analysis is that it suffers from a lack of translation invariance.

**METHODOLOGY**

**Data preparation for ANN models**

A remarkable property of ANNs is its ability to handle nonlinear, noisy and non-stationary data. However, with suitable data preparation beforehand, it is possible to improve the modelling performance (Maier & Dandy 2000; Bray & Han 2004). Data preparation involves a number of processes such as data collection, data division and data pre-processing. In the present study, daily flow as well as water level data at Jenapur gauging site were collected for a period of 7 years (1999–2005) from CWC, Bhubaneswar, India. The total dataset was divided into training and testing samples. Many researchers have discussed the process of data division in ANN modelling (ASCE 2000a). In this connection, the appropriate size of datasets used to train the ANN models in order to obtain accurate result is also reported by the ASCE task committee (2000a,b). Normally a major portion of the datasets is used for training and a relatively smaller portion is used for testing the ANN models.

In the present study, data for the period 1999–2003 and 2004–2005 were used for ANN training and testing, respectively. The descriptive statistics of the flow datasets used in the study are presented in Table 1. The minimum, maximum and average water level at Jenapur site during the period 1999–2005 were observed to be 17.27 m, 23.36 m and 18.41 m, respectively. In ANN application, the time series of flow data are normalized between suitable ranges to obtain better training (Shanker et al. 1996; Gunn 1998; Singh et al. 2009). The appropriate data normalization range for daily flow forecasting using ANN is reported in

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Basic statistics of the training and testing datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size</td>
<td>1,826</td>
</tr>
<tr>
<td>Minimum flow (m$^3$/s)</td>
<td>37.0</td>
</tr>
<tr>
<td>Maximum flow (m$^3$/s)</td>
<td>10,077.0</td>
</tr>
<tr>
<td>Flow range (m$^3$/s)</td>
<td>10,040.0</td>
</tr>
<tr>
<td>Mean flow (m$^3$/s)</td>
<td>568.63</td>
</tr>
<tr>
<td>Std. deviation (m$^3$/s)</td>
<td>957.45</td>
</tr>
<tr>
<td>Std. error (m$^3$/s)</td>
<td>25.049</td>
</tr>
<tr>
<td>Skewness</td>
<td>4.5754</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>28.416</td>
</tr>
</tbody>
</table>

**Input selection for ANN models**

Partial auto-correlation analysis of the time series of daily discharge data was carried out to study the effect of preceding flow values on succeeding flow values. The partial autocorrelation statistics at 95% confidence bands from zero time lag to 20-day time lag were estimated and presented in Figure 3. It was observed that there is significant correlation up to 3-day time lags in the time
series of the flow data, which indicates the antecedent flow values up to 3-day lag should be considered as input in the models for advance time step forecasting. Therefore, three antecedent flow values were selected for developing ANN models.

Three models were proposed for 1-, 2- and 3-day flood forecasting and are presented in Table 2. In addition to the consideration of flow values in the input datasets, time series of water level data was also included as input in the models. This is because of the water level values corresponding to 1-day previous time step has considerable influence on the flood situation at current time step. In the case of all three models, antecedent flow values up to 3-day time lags i.e. \( Q(t-1), Q(t-2) \) and \( Q(t-3) \) along with \( Q_t \) and \( H_t \) were included in the input data matrix. \( Q_t \) and \( H_t \) are the current (at time \( t \)) flow and stage values at Jenapur gauging site, respectively. The Levenberg–Marquart (LM) algorithm was used to train the ANN models because of its wide application and superiority over other training algorithms such as conjugate gradient (CG) and gradient descent with momentum (GD) as reported in previous studies (Pramanik & Panda 2009). Moreover, the LM algorithm is faster than other algorithms and is the standard method for minimization of the mean square error (MSE) criterion, due to its rapid convergence properties and robustness.

Wavelet decomposition of the flow time series

Deciding the optimal decomposition level of the time series data in wavelet analysis plays an important role in preserving the information and reducing the distortion of the datasets. Information content in the wavelet coefficients at every level contains a certain entropy value that serves as a measure of roughness present in the time series data. In reality, decomposition can proceed until the individual details consist of a single sample. The number of decomposition levels controls the flow approximation in the data. The decomposition of the time series to a higher level than optimum can disturb the inherent properties of the datasets. Therefore, the maximum allowable decomposition level is avoided and a smaller value is considered.

In the present study, the wmaxlev library function of Matlab was used to determine the maximum level decomposition of the flow data. It was found that flow time series could be decomposed up to a maximum of 12 resolution levels. However, in the present study, 10 levels were adopted, based on the above discussions, to decompose the time series data for onward use in the ANN models.

The observed daily time series of the flow data were decomposed using the DWT technique. Depending on the selected resolution levels, the time series of flow data were decomposed into a number of wavelet components. The observed time series of discharge flow data was decomposed at 10 decomposition levels (2–4–8–16–32–64–128–256–512–1,024 day). The time series of the 2-day mode (DW1), 4-day mode (DW2), 8-day mode (DW3), 16-day mode (DW4), 32-day mode (DW5), 64-day mode (DW6), 128-day mode (DW7), 256-day mode (DW8), 512-day mode (DW9) and 1,024-day mode (DW10) are presented in Figure 4. The approximate and the original stream flow series are presented in Figure 5. Matlab codes were developed using its library functions to perform wavelet decomposition of the time series data and the required computation in the whole ANN modelling process.

### Determination of effective wavelet components

The effective wavelet components were decided based on the higher correlation coefficients obtained from the correlation analysis between the observed flow data and the wavelet coefficients of different decomposition levels (Partal & Kisi 2007). The correlations between each wavelet component of 1-day previous daily stream flow data and the observed daily stream flow data were performed and are presented in Table 3.

It is observed that the correlation between the wavelet component DW8 (256-day periodical component) of the daily stream flow and the observed daily stream flow data has the highest correlation value \( (R = 0.4572) \). In addition, the DW1, DW2, DW3, DW4, DW5, DW6 and DW7 components show significantly higher correlations compared to the remaining DW components. From Table 3, it is

<table>
<thead>
<tr>
<th>Models</th>
<th>Output</th>
<th>Inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN-1</td>
<td>( Q(t+1) )</td>
<td>( f(Q_t, Q(t-1), Q(t-2), Q(t-3), H_t) )</td>
</tr>
<tr>
<td>ANN-2</td>
<td>( Q(t+2) )</td>
<td>( f(Q_t, Q(t-1), Q(t-2), Q(t-3), H_t) )</td>
</tr>
<tr>
<td>ANN-3</td>
<td>( Q(t+3) )</td>
<td>( f(Q_t, Q(t-1), Q(t-2), Q(t-3), H_t) )</td>
</tr>
</tbody>
</table>
observed that the correlation between the DW₈ component of 1-day previous time step with the observed daily stream flow values has the highest correlation value ($R = 0.4595$). Also, DW₂, DW₃, DW₄, DW₅, DW₆ and DW₇ show high correlation coefficients (Table 3).

These results show that the periodic components, DW₃, DW₄, DW₅, DW₆, DW₇ and DW₈ (decomposition levels varying between 8 and 256 days) of daily stream flow and past stream flow data have notably high correlations with the observed daily stream flow data. The correlation
Table 3 | The correlation coefficients between the discrete wavelet components and the observed discharge data

<table>
<thead>
<tr>
<th>Discrete wavelet components</th>
<th>Correlation between ( Q_t ) and DW(_t)</th>
<th>Correlation between ( Q_t ) and DW(_{t-1})</th>
<th>Correlation between ( Q_t ) and DW(_{t-2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>DW(_1)</td>
<td>0.0021</td>
<td>0.00686</td>
<td>-0.12303</td>
</tr>
<tr>
<td>DW(_2)</td>
<td>0.0237</td>
<td>0.05443</td>
<td>-0.21349</td>
</tr>
<tr>
<td>DW(_3)</td>
<td>0.2645</td>
<td>0.28879</td>
<td>0.21547</td>
</tr>
<tr>
<td>DW(_4)</td>
<td>0.2838</td>
<td>0.26737</td>
<td>0.18431</td>
</tr>
<tr>
<td>DW(_5)</td>
<td>0.4050</td>
<td>0.38770</td>
<td>0.26123</td>
</tr>
<tr>
<td>DW(_6)</td>
<td>0.4321</td>
<td>0.43224</td>
<td>0.27653</td>
</tr>
<tr>
<td>DW(_7)</td>
<td>0.4663</td>
<td>0.43625</td>
<td>0.26134</td>
</tr>
<tr>
<td>DW(_8)</td>
<td>0.4572</td>
<td>0.45957</td>
<td>0.32196</td>
</tr>
<tr>
<td>DW(_9)</td>
<td>0.2803</td>
<td>0.28065</td>
<td>0.27085</td>
</tr>
<tr>
<td>DW(_{10})</td>
<td>0.1968</td>
<td>0.19654</td>
<td>0.18693</td>
</tr>
<tr>
<td>Approximation</td>
<td>0.0093</td>
<td>0.04234</td>
<td>0.03278</td>
</tr>
</tbody>
</table>

analysis between the wavelet components of 2-day previous daily stream flow data with the observed daily stream flow data was also performed and is presented in Table 3. A notable correlation was observed between the observed daily stream flow data with the periodic component, DW\(_6\) and DW\(_8\) of two-day lag. The correlation analysis between the DW values of one day lag and \( Q_{t+1}, Q_{t+2} \) and \( Q_{t+3} \) flow series was performed. It was found that the correlation coefficients decreased from \( Q_{t+1} \) to \( Q_{t+3} \). The results of the correlation analysis showed that DW\(_4\), DW\(_5\), DW\(_6\), DW\(_7\) and DW\(_8\) are the most effective components to be considered for forecasting.

Based on the correlation coefficients, DW\(_3\), DW\(_4\), DW\(_5\), DW\(_6\), DW\(_7\) and DW\(_8\) were selected as the dominant wavelet components. A new time series was composed by adding the dominant wavelet components. Addition of all dominant wavelet components obtained from correlation analysis into a single sum series (SW) was performed to take into account the integrated effect of all the inherent properties of the dominant components to capture the non-linearity in the input-output mapping. Summing up all the dominant components into a single series would represent the transformed form of the observed time series having more relevant properties that would help to portray the non-linearity of the flow data. Moreover, use of each dominant wavelet component as separate inputs would have resulted in a larger input data matrix, which would have made the ANN architecture more complex. The new series was used as inputs in the NW models for 1-, 2- and 3-day advance flow forecasting. Accordingly, three wavelet-ANN models were proposed using the values of the new time series corresponding to time \( t, t – 1 \) and \( t – 2 \) (Table 4).

Table 4 | Wavelet ANN models for 1-, 2- and 3-day flood forecasting

<table>
<thead>
<tr>
<th>Models</th>
<th>Output</th>
<th>Inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>NW-1</td>
<td>SW(_{t+1})</td>
<td>f(SW(<em>t), SW(</em>{t-1}), SW(_{t-2}))</td>
</tr>
<tr>
<td>NW-2</td>
<td>SW(_{t+2})</td>
<td>f(SW(<em>t), SW(</em>{t-1}), SW(_{t-2}))</td>
</tr>
<tr>
<td>NW-3</td>
<td>SW(_{t+3})</td>
<td>f(SW(<em>t), SW(</em>{t-1}), SW(_{t-2}))</td>
</tr>
</tbody>
</table>

Performance evaluation of the models

The performance of the trained network was assessed using the standard goodness of fit criteria such as modelling efficiency (\( E \)), coefficient of determination (\( R^2 \)), index of agreement (IOA) and root mean square error (RMSE). These coefficients are independent of the scale of data used and are useful in assessing the goodness of fit of the model (Dawson & Wilby 1999). The peak flow conditions in the time series data need to be forecasted accurately because it is the main component of the flood hydrograph that causes damage. Therefore, another goodness of fit index called difference in peak flow (DP) was determined to evaluate the model performances. The mathematical expressions of the goodness of fit indices used in the study are presented in Table 5.

Table 5 | Mathematical expressions of goodness of fit indices (GFI)

<table>
<thead>
<tr>
<th>Goodness of fit indices</th>
<th>Abbreviation</th>
<th>Mathematical expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index of agreement</td>
<td>IOA</td>
<td>[1 - \frac{\sum_{i=1}^{n}(O_i - P_i)^2}{\sum_{i=1}^{n}[P_i - O_i]^2]}]</td>
</tr>
<tr>
<td>Coefficient of determination</td>
<td>( R^2 )</td>
<td>[\left(\frac{\sum_{i=1}^{n}(O_i - \bar{O})(P_i - \bar{P})}{\sum_{i=1}^{n}(O_i - \bar{O})^2\sum_{i=1}^{n}(P_i - \bar{P})^2}\right)^2]</td>
</tr>
<tr>
<td>Modeling efficiency</td>
<td>( E )</td>
<td>[1 - \frac{\sum_{i=1}^{n}(O_i - \bar{O})^2}{\sum_{i=1}^{n}(O_i - \bar{P})^2}]</td>
</tr>
<tr>
<td>Root mean square error</td>
<td>RMSE</td>
<td>[\sqrt{\frac{1}{n}\sum_{i=1}^{n}(O_i - \bar{O})^2}]</td>
</tr>
<tr>
<td>Difference in peak</td>
<td>DP</td>
<td>[D_P = \max(O_i) - \max(P_i)]</td>
</tr>
</tbody>
</table>
RESULTS AND DISCUSSION

Results obtained from the ANN and NW models for 1-, 2- and 3-day advance flow forecasting at Jenapur site of Brahmani basin are presented in this section. The goodness of fit indices were estimated for both ANN and NW models and were used to compare modelling performance of the models.

Table 6  |  Performance indices of ANN and WN models

<table>
<thead>
<tr>
<th>ANN and wavelet-ANN models</th>
<th>ANN structure</th>
<th>RMSE (m³/s)</th>
<th>Coefficient of determination ($R^2$)</th>
<th>Nash-sutcliffe coefficient (E)</th>
<th>Index of agreement (IOA)</th>
<th>Difference in peak (DP) m³/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN-1</td>
<td>5-2-1</td>
<td>214.34</td>
<td>0.981</td>
<td>0.9281</td>
<td>0.9757</td>
<td>3,652</td>
</tr>
<tr>
<td>NW-1</td>
<td>3-2-1</td>
<td>69.76</td>
<td>0.994</td>
<td>0.9922</td>
<td>0.9981</td>
<td>149</td>
</tr>
<tr>
<td>ANN-2</td>
<td>5-2-1</td>
<td>490.95</td>
<td>0.768</td>
<td>0.5896</td>
<td>0.8505</td>
<td>5,229</td>
</tr>
<tr>
<td>NW-2</td>
<td>3-2-1</td>
<td>326.69</td>
<td>0.875</td>
<td>0.7597</td>
<td>0.9326</td>
<td>419</td>
</tr>
<tr>
<td>ANN-3</td>
<td>5-2-1</td>
<td>590.21</td>
<td>0.644</td>
<td>0.4071</td>
<td>0.7610</td>
<td>6,670</td>
</tr>
<tr>
<td>NW-3</td>
<td>3-2-1</td>
<td>398.74</td>
<td>0.761</td>
<td>0.5484</td>
<td>0.8635</td>
<td>471</td>
</tr>
</tbody>
</table>

Figure 6  | (a) Comparison of the observed with the ANN and NW predicted stream flow for 1-day advance flow forecasting during the testing period and (b, c) scatter plot of the predicted stream flow values by ANN and NW models and observed values along with the best fit line.
Comparison of ANN and NW models

The normalized datasets within the range of 0.2 and 0.8 were used for ANN training and testing for 1-, 2- and 3-day advance flow forecasting. One hidden layer was chosen to construct the optimized ANN architecture by changing the number of neurons in the hidden layer in a trial and error manner. Two hidden neurons were found to yield the best results in the case of all three models. The prediction accuracy of the models was found to decrease from 1-day forecast to 3-day forecasts in the case of both ANN and NW models.

It is observed that ANN predicted peak flow values were significantly under-predicted by an amount of 3,652 m$^3$/s; the under-prediction is very low (149 m$^3$/s) in the case of the NW model for 1-day forecasting. This promising result of the NW model may be due to the ability of DWT functions, which exploit the hidden properties of the flow data making it easier to capture the non-linearity in input-output datasets. The forecasting accuracy of NW models up to 3 days was found to be much better than that of corresponding ANN models. The superiority of the NW models can be attributed to the fact that NW used the highly conceivable wavelet coefficients as inputs in the ANN models, which ensured very good training and thereby predicting the peak flow conditions with greater accuracy. The performance of ANN-2 and ANN-3 are considerably poorer than that of NW-2 and NW-3, respectively, as highlighted in Table 6.
The values of RMSE obtained from ANN-2 and ANN-3 are 490.95 m$^3$/s and 590.21 m$^3$/s, respectively. The corresponding values in the case of NW-2 and NW-3 are 326.69 m$^3$/s and 398.74 m$^3$/s, respectively. The estimated values of the RMSE, $R^2$, E, IOA and DP obtained from ANN and NW models are listed in Table 6. The optimum numbers of hidden nodes were found to be two for both the types of models. It is observed that the result obtained from the hybrid model (NW-1) for 1-day forecasting is better than that of the other two hybrid models (NW-2 and NW-3) used for 2-day and 3-day forecasting. However, the performances of NW-2 and NW-3 models were found satisfactory in terms of their abilities to yield lower DP than that of their respective ANN models.

The 1-day ahead forecasted stream flow hydrographs by ANN-1 and NW-1 models were compared with the observed stream flow values and are presented in Figure 6(a) during the testing period. It is observed from the hydrographs (Figure 6(a)) that the NW-1 model predicted flow values much closer to the corresponding observed flow values as compared to ANN-1 model. The observed data points, along with the ANN-1 and NW-1 predicted stream flow values, are depicted in Figure 6(b,c) in the form of scatter diagrams. It is observed from Figure 6(c) that the
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Figure 8 | (a) Comparison of the observed with the ANN and NW predicted stream flow for 3-day advance flow forecasting during the testing period and (b, c) scatter plot of the predicted stream flow values by ANN and NW models and observed values along with the best fit line.
estimated peak flows in the case of the NW-1 model are closely placed around the best fit line.

Figure 7 presents the hydrographs and the scatter plot between the observed and modelled flow values for 2-day advance forecasting during the testing period. It is observed that the NW-2 forecasted flow values were found to be in close agreement with the observed values. The performance of the NW-2 model was found to be satisfactory as compared to the ANN-2 model, which is revealed from its estimated peak flow values presented in Table 6.

Similarly, the ANN and NW predicted hydrographs and the scatter plot for 5-day advance forecasting were computed and are presented in Figure 8 for the testing period. Although the performances of the NW-3 were found to be lower than for the NW-1 and NW-2 models, the prediction accuracy was found to be superior to the corresponding ANN models.

In the case of all the models (ANNs and NWs), the peaks as well as some high-magnitude flow values were found to be considerably under-estimated whereas low flow conditions were estimated fairly accurate. This underestimation is found more in the case of ANN models than NW models. The reason for under-prediction could be attributed to the fact that there are less numbers of high magnitude flow values in the training datasets, which biased the training process and forced the architecture to map the low flow situations accurately. However, the degree of under-prediction is low in the case of NW models, which ensured a close agreement between the observed and modelled outputs. These performances of NW models are due to their non-linear property of the DWT technique, which scaled the original datasets into a series of wavelet coefficients of varying magnitude in a regular fashion. This property of the DWT technique avoids biased training, thereby enhancing good prediction for all flow situations.

**CONCLUSIONS**

This paper provides a thorough review of the application of different data-driven methods applied for modelling wide range of problems in the hydrological system, including rainfall-runoff modelling and stream flow forecasting. The study concludes that the forecasting abilities of the ANN models are found to be improved when the wavelet transformation technique is adopted for data preprocessing. The decomposed periodic components obtained from the DWT technique are found to be most effective in yielding accurate forecast when used as inputs in the ANN models.

It is concluded that the wavelet-ANN hybrid models are capable of approximating the nonlinear relationship between the inputs and output much better than simple ANN models. The peaks in the time series of the flow data can be estimated more accurately using the wavelet-ANN approach than that of simple ANN models, making the DWT technique very efficient and useful in hydrologic forecasting. The approach used in this study may be similar to the few applications made in the past, but the study is original in terms of study area, data used and the results obtained. The results of the study will be useful in controlling flood impact through flood warning.

The forecasting accuracy could be further enhanced if additional variables such as river stage and rainfall on the basin could be considered for wavelet analysis and the respective effective components would be used as inputs to the NW models.
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