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ABSTRACT

Developing optimal release policies of multipurpose reservoirs is very complex, especially for reservoirs within a stochastic environment. Existing techniques are limited in their ability to represent risks associated with deciding a release policy. The risk aspect of the decisions affects the design and operation of reservoirs. A decision-making model is presented that is capable of replicating the manner in which risks associated with reservoir release decisions are perceived, interpreted and compared by a decision-maker. The model is based on Neural Network (NN) theory. This decision-making model can be used with a Stochastic Dynamic Programming (SDP) approach to produce a NN-SDP model. The resulting integrated model allows the attitudes towards risk of a decision-maker to be considered explicitly in defining the optimal release policy. Clear differences in the policies generated from the basic SDP and the NN-SDP models are observed when examining the operation of Aswan High Dam (AHD). The NN-SDP model yields policies that are more reliable and resilient and less vulnerable than those obtained using the SDP model.
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INTRODUCTION

Background

The development of management models for identification of optimal operating policies for reservoirs spans more than four decades of research. In an uncertain environment, where climatic factors such as streamflow are stochastic, the returns from reservoir releases defined by the optimal policy are uncertain. Furthermore, the consequences of release decisions cannot be fully realized until future unknown events occur. Existing optimization models have tended to address these uncertainties through identification of release policies that optimize a summative metric of the risk associated with the release decisions, rather than explicitly recognizing the full spectrum of consequences possible within an uncertain environment. Such a reduction in model objective provides a rational definition of optimal release policies.

The use of more complete representation of the risks associated with the decision in a release policy has been limited by existing optimization frameworks which require summative metrics of performance as their objective functions. A model capable of replicating the manner in which the complete spectrum of risks associated with reservoir release decisions are perceived, interpreted and compared by a decision-maker is required. The model is based upon Neural Network theory, and enables a more complete representation of the risks of a particular decision to be considered in making decisions on reservoir releases. The risk selection process, which is in general internal to the decision-maker,
duplicated within the neural network thereby allowing the concerns of the users to influence the release policy. The neural network proposed to perform the decision-making process is a feed-forward back-propagation network (Chang & Chang 2007; Chang et al. 2005).

The neural network decision-making model can be used in a stochastic dynamic programming approach to give a Neural Network–Stochastic Dynamic Programming (NN-SDP) model. The SDP framework, already used extensively in the literature (e.g. Bellman 1959; Butcher 1971; Goulter & Tai 1985; Chandramouli & Raman 2001; Chaves et al. 2003; Chaves & Kojiri 2004) to identify optimal reservoir release policies within a stochastic environment, has the flexibility necessary to enable the replacement of the expectation function by the proposed neural network. The resulting integrated model allows the attitudes towards risk of a single decision-maker to be considered explicitly in defining the optimal release policy for a multipurpose reservoir.

Risks are defined as the possibility of a gain or loss that affects the group or individual making the decision. Risk is represented mathematically by the cumulative distribution of consequences, and is comprised of the probability and magnitude of the gain or loss (Xu et al. 1998; Kaplan 2000; Kaplan et al. 2001; Haimes et al. 2002).

Garrick & Kaplan (1981) proposed a quantitative definition of risk based on the concept that risk must be represented by the complete distribution of the possible outcomes. This can be described in other words by the complete risk curve, defined as the cumulative exceedance probability distribution of losses.

Problem statement

Under this interpretation of risk, the only way to properly communicate all the subtleties of the risk associated with a particular decision is to present the complete risk curve. The selection of the best strategy is then accomplished by comparing the complete risk curve of the possible alternatives. The alternative to the preferred risk curve is the optimal solution.

The shortcoming of the approach relates to the difficulties of incorporating the complete risk curve within an analytical framework. Under current technologies, risk curve comparison for decision-making must be accomplished visually, normally by presenting the curves to the decision-maker for selection. Visual comparison and evaluation of alternative risks are extremely impractical when large numbers of alternatives must be examined. Furthermore, the visual assessment by the decision-maker may not be consistent over time. These problems suggest the need for a mathematical framework capable of making the necessary solution.

The NN-SDP model, with its emphasis on the attitudes towards risk of decision-makers, complements current management models. If the value of management models is to inform decision-makers during the planning for the operation of a reservoir, the proposed methodology allows the views and concerns of individual water users to be considered in the generation of the release policy of the reservoir.

The optimization model proposed in this study employs mathematical neural network architecture to present the quantitative definition of risk. The framework allows for the pair-wise comparison of complete risk curves, without the need for surrogate measures of either risk or risk attitudes. The key to the proposed approach is that the risk curves, when presented as visual patterns, can be analyzed by the powerful class of pattern recognition techniques known as neural networks. A neural network can be developed to compare two risk curves, the comparison being based on the previously articulated risk preference of the decision-maker. The risk curve neural network mimics the selection process used by the decision-maker. This mimicking is accomplished by observing the responses of the decision-maker to a series of pair-wise comparisons, and training the neural network to respond in an identical manner. The methodology is demonstrated by application to the AHD and its reservoir (Lake Nasser) in Egypt.

Objective

The primary objective of the present study is to use a more comprehensive representation of the risks associated in determining optimal release policy from the point of view of the decision-maker. The risk selection process, which is in general internal to the decision-maker, allows the concerns of the users to be considered and influence the release policy.

In addition, the objective of the present study is to develop an improved technique whereby the attitudes towards risks probabilities and magnitudes of consequences of a decision-maker could be comprehensively incorporated.
The NN-SDP formulation is proposed to address this problem. The ability of the model to identify the optimal release policy for a reservoir, as defined by the attitudes of the decision-maker and learnt by the neural network, is tested.

**METHODOLOGY**

**Neural network**

Artificial Neural Networks (ANNs) are densely interconnected processing units that utilize parallel computation algorithms. The basic advantage of ANNs is that they can learn from representative examples without providing special programming modules to simulate special patterns in the data set (Gibson & Cowan 1990). This allows ANNs to learn and adapt to a continuously changing environment. Therefore, ANNs can be trained to perform a particular function by tuning the values of the weights (connections) between these elements.

Multilayer ANN has been reported as a powerful modelling tool (Gibson & Cowan 1990; Ooyen & Nienhuis 1992). The input and output layers of any network have numbers equal to the number of the inputs and outputs of the system, respectively. The architecture of a multilayer feed-forward neural network can have many layers between the input and the output layers, where a layer represents a set of parallel processing units (or nodes). These intermediate layers are known as hidden layers. The main function of the hidden layer is to allow the network to detect and capture the relevant patterns in the data and to perform complex non-linear mapping between the input and the output variables. The sole role of the input layer of nodes is to relate the external inputs to the neurons of the hidden layer. The number of input nodes therefore corresponds to the number of input variables. The outputs of the hidden layer are passed to the last (or output) layer, which provides the final output of the network. Finding a parsimonious model for accurate prediction is critical since there is no formal method for determining the appropriate number of hidden nodes prior to training. We therefore resort to a trial-and-error method commonly used for network design (Bishop 1996; Haykin 1999).

In the prediction context, multilayer feed-forward neural network training consists of providing input-output examples to the network and minimizing the objective function (i.e. error function) using either a first-order or a second-order optimization method. Training can be formulated as one of minimizing a function of the weight, the sum of the non-linear least squares between the observed and the predicted outputs defined by:

\[ E = \frac{1}{2} \sum_{p=1}^{n} (Y_O - Y_P)^2 \]  

(1)

where \( n \) is the number of patterns (observations) and \( Y_O \) represents the observed response (target output) and \( Y_P \) the model response (predicted output). In the back-propagation training, minimization of the error function (Equation (1)) is attempted using the steepest descent method and computing the gradient of the error function by applying the chain rule on the hidden layers of the feed-forward neural network (Bishop 1996; Haykin 1999).

Consider a typical multilayer feed-forward neural network whose hidden layer contains \( M \) neurons. The network is based on the equations:

\[ \text{net}_{pj} = \sum_{i=1}^{N} W_{ji} x_{pi} + W_{jo} \]  

(2)

\[ g(\text{net}_{pj}) = \frac{1}{1 + e^{-\text{net}_{pj}}} \]  

(3)

where \( \text{net}_{pj} \) is the weighted inputs to the \( j \)th hidden unit, \( N \) is the total number of input nodes, \( W_{ji} \) is the weight from input unit \( i \) to the hidden unit \( j \), \( x_{pi} \) is a value of the \( i \)th input for pattern \( P \), \( W_{jo} \) is the threshold (or bias) for neuron \( j \), and \( g(\text{net}_{pj}) \) is the \( j \)th neuron’s activation function assuming that \( g \) is a logistic function. Note that the input units do not perform an operation on the information, but simply pass it onto the hidden nodes. The output unit receives a net input of:

\[ \text{net}_{pk} = \sum_{j=1}^{M} W_{kj} g(\text{net}_{pj}) + W_{ko} \]  

(4a)

\[ y_{pk} = g(\text{net}_{pk}) \]  

(4b)

where \( M \) is the number of hidden units, \( W_{kj} \) represents the weight connecting the hidden node \( j \) to the output \( k \), \( W_{ko} \) is the threshold value for neuron \( k \) and \( y_{pk} \) is the \( k \)th predicted output. Recalling that the ultimate goal of the network training is to find the set of weights \( W_{ji} \) (connecting input units \( i \) to
the hidden units $j$) and $W_{hj}$ (connecting the hidden units $j$ to output $k$) that minimize the objective function (Equation (1)). Since Equation (1) is not an explicit function of the weight in the hidden layer, the first partial derivatives of $E$ in Equation (1) are evaluated with respect to the weights using the chain rule, and the weights are moved in the steepest-descent direction. This can be formulated mathematically as:

$$AW_{hj} = -\eta \frac{\partial E}{\partial W_{hj}}$$ (5)

where $\eta$ is the learning rate, which scales the step size. The usual approach in back-propagation training consists of choosing $\eta$ according to the relation $0<\eta<1$ (Ooyen & Nienhuis 1992).

Stochastic dynamic programming

Dynamic Programming (DP) is an optimization framework that has been used extensively for identifying optimal release policies for reservoirs (Yeh 1985). The basic DP technique, which was initially developed by Bellman (1959), is an optimization procedure that decomposes complex problems which require large number of decisions into a series of independent but interrelated subsystems. The subsystems, or stages resulting from this decomposition, are solved sequentially to obtain the optimal solution to the complete model (Howard 1960; Kelman & Stendinger 1990; Labadie 2004).

The objective function of the SDP model, i.e. minimization deviations from demand targets, is represented by the following recursive equation:

$$f_{N}(s,i) = \text{Min}_{k} \left( \delta_{N}^{k} + \sum_{j=1}^{i} P_{N,j}^{k} f_{N-1}(k,j) \right),$$ (6)

where $s=1, 2, ..., s; i=1, 2, ..., i; f_{N}(s,i)$ is the optimal objective function value when there is a storage level $s$ at the beginning of time interval $t$ (stage $n$) and a reservoir inflow $i$ during time interval $t$ (stage $N$); $N$ is stage index ($N=1$ corresponds to the last time interval in the time horizon of the model and $N=N$ corresponds to the first time interval); $\delta_{N}^{k}$ is the deviation from target demand resulting from policy decision $k$ during time interval $t$ (stage $N$); $P_{N,j}^{k}$ is transition probability of observing an inflow $j$ during time interval $t+1$ (stage $N-1$) if an inflow of $i$ has been observed during time interval $t$ (stage $N$); $K$ is the release decision resulting in a storage level $k$ at the end of time interval $t$ (stage $N$) or the beginning of time interval $t+1$ (stage $N-1$); $S$ is the number of discrete storage levels at the beginning of time interval $t$ (stage $N$); $i$ is the number of discrete inflows during time interval $t$ (stage $N$); and $j$ is the number of discrete inflows during time interval $t+1$ (stage $N-1$).

It should be noted that the only deviations from target demands $\delta$ of concern are the supply deficits. The administrative structure currently in place for the AHD on which the proposed model is demonstrated allows for increases in water allocations if additional water supplies become available. Surplus releases, which simply indicate a spillage of water downstream, are therefore not penalized in terms of the objective of this model. However, in situations where surplus releases are to be minimized (e.g. Simonovic & Burn 1989), the proposed methodology can be employed simply by redefining the deviations from target demands such that surplus releases are penalized.

The deviation from the target demand and its penalty over a time interval can be expressed mathematically in two steps:

$$\delta_{N}^{k} = \text{Max}(0, (d_{N} - r_{N}^{k}))$$ (7a)

Penalized deviation $= (\delta_{N}^{k})^{2}$ (7b)

where $d_{N}$ is the target demand during time interval $t$ (stage $N$) and $r_{N}^{k}$ is the reservoir release associated with policy decision $k$ during time interval $t$ (stage $N$). The water released to meet the demand associated with policy decision $k$ is calculated from:

$$r_{N}^{k} = \phi_{N}^{k} + \psi_{N}^{i} - \delta_{N}^{k} - e_{N}$$ (8)

where $\phi_{N}^{k}$ is storage level $s$ at the beginning of time interval $t$ (stage $N$); $\psi_{N}^{i}$ is reservoir inflow $i$ during time interval $t$ (stage $N$); and $e_{N}$ is water losses during time interval $t$ (stage $N$) as a function of the surface area and water level of the reservoir.

Equations (6)–(8) define the basic SDP formulation for minimizing expected deviation from demand targets, subject to the operational constraints of the system.

SDP model with risk curves

In the model proposed in this study, a neural network is incorporated into the basic SDP formulation defined by
Equations (6)–(8). In particular, the recursive equation relationship that derives the optimization search is modified and extended from that in Equation (6), such that the evaluation of the alternate release decisions is accomplished by the neural network instead of the expectation function. This change removes the need for Equation (7) since the risk curves reflect the risk attitudes of the decision-maker. This eliminates the need for a surrogate measure of attitudes towards risk such as that encapsulated within the weighted squared deviations from target demands.

In the modified structure of formulation, rather than calculating the expected value of the objective function for each possible alternative decision and using these values to identify the optimum, the methodology compares the risks associated with alternate release policy. The risk curves upon which the risks are based and subsequently compared are the input for the neural network, which in turn identifies the preferred risk alternative. This modification in the SDP framework does not violate Bellman’s underlying principle of optimality, which is critical to the use of both DP and SDP. The release decisions at each stage in the time horizon remain independent of the state of the system in subsequent stages.

As described above, the process of identification of the preferred risk curve is achieved by pair-wise comparison of risk curves, resulting in the following new recursive function for the NN-SDP formulation:

$$f_n(s, i) = NN(g_n(s, i, k)),$$  

(9)

where $i = 1, 2, \ldots, s; s = 1, 2, \ldots, s; f_n(s, i)$ is the optimal objective function value when there is a storage level $s$ at the beginning of time interval $t$ (stage $n$) and a reservoir inflow $i$ during time interval $t$ (stage $n$); $NN$ is the pair-wise comparison operator that consists of comparing $k$ risk curves to identify the policy decision with the preferred risk; and $g_n(s, i, k)$ is the risk curve associated with a storage level $s$ at the beginning of time interval $t$ (stage $n$), an inflow $i$ during time interval $t$ (stage $n$) and a final storage level $k$ at the end of time interval $t$ (stage $n$). Equation (9) replaces the original recursive Equation (6) in the SDP model.

Recall that the pair-wise comparisons, which are the basis of Equation (9), are accomplished using the risk curve neural network using two risk curves for each comparison. Conceptually, the comparisons may be performed on all possible combinations of two risk curves from the population of $K$ curves (corresponding to the $K$ possible decisions). The actual implementation of the methodology in this study assumes that the transposition rule applies for curve preference; that is, if risk curve $A$ is better than risk curve $B$ and curve $B$ is better than curve $C$, then curve $A$ is better than curve $C$. Therefore, any curve identified as undesirable in relation to another curve during the comparison process for determination of the optimal decision for a particular storage and inflow combination at a given stage is eliminated from any further comparisons. This process is shown in Figure 1, where undesirable risk curves are progressively eliminated from the comparison process.

It should be noted that the terms $f_n(s, i)$ and $g_n(s, i, k)$ in Equation (9) denote complete risk curves specified in terms of sets of ordered pairs, each of which define a loss $R_{P_{ij}}$ and its associated cumulative probability $P_{ij}$, i.e.

$$g_n(s, i, k) = \{(R_1, P_1), (R_2, P_2), \ldots, (R_s, P_s), \ldots, (R_G, P_G)\},$$  

(10)

$$f_n(s, i) = \{(R_1, P_1), (R_2, P_2), \ldots, (R_s, P_s), \ldots, (R_G, P_G)\}.$$  

(11)

$$R_1 \leq R_2 \leq \ldots \leq R_s \leq \ldots \leq R_G$$  

(12)

$$P_1 \leq P_2 \leq \ldots \leq P_s \leq \ldots \leq P_G$$  

(13)

where $R_\iota$ is the possible outcome $\iota$, defined by the deviations from target demands; $P_\iota$ is the cumulative probability for outcome $R_\iota$; and $G$ is the number of ordered pairs used to define the risk curve. These ordered pairs represent discrete points along the cumulative exceedance probability distribution of water deficits.

The ordered pairs that comprise the risk curve $g_n$ are calculated using:

$$R_\iota(g_n(s, i, k)) = \delta_n^{k} + R_\iota(f_n-1(k, j)).$$  

(14)

where $\iota = 1, 2, \ldots, \Gamma\ (= G)^j$, and $\beta$,

$$P_\iota(g_n(s, i, k)) = \left[p_\iota^{jk} + \left[P_\iota(f_n-1(k, j)) - P_{\beta+1}(f_n-1(k, j))\right]\right]$$  

$$+ P_{\beta+1}(g_n(s, i, k))$$  

(15)

where $\iota = \Gamma, \Gamma - 1, \ldots, 1 \forall i$, and $\beta$ and

$$P_{\beta+1} g_n(s, i, k) = 0.0.$$  

(16)

The notation used in Equations (14)–(16) has been slightly altered from the notation used in Equations (9)–(13).
to differentiate between ordered pairs taken from different risk curves. The process defined by Equations (9)–(11), and depicted in Figures 2 and 3, combines the immediate risks of release decisions with the possible risks in future stages. This identifies the cumulative consequences of a decision as the consequences in the current stage combined with the ‘optimal’ consequences in subsequent stage. The risk curve associated with a particular release decision therefore contains all risk outcomes, both in the immediate future and the long term.

This process of identifying the distribution of cumulative outcomes is recursive, starting with the largest of the cumulative outcomes $R_a$ defined by Equation (9). This largest cumulative outcome is therefore the combination of immediate deficit $d_k$ and the long-term cumulative deficit $R_b$ that yields the greatest loss. The recursive process defined by Equation (10) then identifies the cumulative probability of progressively smaller cumulative deficits $R_m$ terminating when the cumulative probability for each combination of short-term and long-term deficits has been evaluated. It should be noted that Bellman’s principle of optimality is not violated by this recursive process as the release decision at stage $n$ remains independent of the decisions made in future time periods.

It must be stressed that the resulting risk curve $g_n(s, i, k)$ represents the distribution of the cumulative deficits associated with the decisions made in the $n$ stages (time periods $t$ to the end of the time horizon $T$). The deficits experienced during individual time periods (or stages) do not remain distinct within the proposed risk representation. Distinct cumulative deficits are however represented, and indicate the total water deficit experienced over the $n$ stages.

The new risk curve, $g_n(s, i, k)$, contains $\Gamma$ ordered pairs (which are actually the number of inflow categories $J$ multiplied by the number of ordered pairs that define the risk curve $f_m(s, i)$, i.e. $G$). Since this new risk curve is used to define risks in future stages of the model, it is necessary to implement a strategy to arrest the growth of ordered pairs. Consider that
the risk curve \( g_n(s, i, k) \) is based on the immediate risk associated with the decision \( k \) and the long-term risks represented by the set of \( f_n \) curves (each containing \( G \) ordered pairs). Recursive Equation (6) then selects the \( f_n(s, i) \) risk curve from the set of possible \( g_n \) curves (with each curve representing a different release decision \( k \)). Since the \( g_n \) curves are defined by \( G \) ordered pairs, \( \Gamma \) (rather than \( G \)) ordered pairs define the \( f_n(s, i) \) risk curve.

Subsequent evaluations of risk, including the determination of curve \( g_{n+1}(s, i, k) \), would require an ever-increasing number of ordered pairs. In the case of risk curve \( g_{n+1}(s, i, k) \), the number of ordered pairs would be \( \Gamma^*G \) rather than \( \Gamma^*G \) ordered pairs obtained for the risk curve \( g_n(s, i, k) \). If this growth in ordered pairs is not addressed, the curves needed to define the risk in subsequent stages may grow to unmanageable proportions as the recursive process progresses.

One approach which can be used to arrest the growth in ordered pairs is to redefine the risk curve \( g_n(s, i, k) \) such that the number of ordered pairs used to define the curve is the same as for \( f_{n-1} \). Note that this redefinition must be performed in a way that preserves the shape of the curve. These two requirements can be met by sampling the risk curve \( g_n(s, i, k) \) at \( G \) pre-determined equidistant points along the deficit axis. The sampling process, which was selected for use in this study, is described in the following section.

The NN-SDP model formulation proposed in this paper is now completely described by Equations (9)–(16) and Equations (7) and (8). The model identifies the optimal operating policy based on the complete risk curve preferences of the decision-maker rather than on the basis of simplistic surrogates or representations of these preferences. The following section describes the neural network model actually employed to implement Equation (9) in the recursive process.

**Neural network within stochastic dynamic program**

The architecture of the neural network model chosen for the pair-wise comparisons of risk curves consists of three layers arranged in feed-forward architecture. The input layer contains the descriptions of the two risk curves to be compared, with each curve defined by a discrete step function of the cumulative probability distribution. An input neuron is created for each discrete point of each of the two risk curves. Figure 4 depicts an example input process where the risk curves are defined by four discrete points and the input layer contains a total of 8 neurons (4 for each risk curve). In this example network, the combined stimulus is processed by remaining network layers to provide an optimal response contained in the output layer which consists of two neurons.

Each of these two output neurons is trained to respond to the preferred risk curve. Hence if curve 1 is preferred over curve 2, neuron 1 has a greater output signal than neuron 2, and vice versa. Ideally, the response to a pair-wise comparison consists of an output signal of +1.00 for the neuron...
associated with the preferred curve and an output of 0.00 for the other neuron. Furthermore, curves identified as equivalent by the decision-maker result in signals of $+1.00$ from both neurons. Unfortunately, the use of continuous values for the output signals, and the small errors between desired and actual responses allowed during training, mean that the output neurons can emit signal deviation in the ideal values of $+1.00$ and 0.00. A clear differentiation between the two output signals is therefore achieved only as long as (1) the relative difference between the two signals is sufficiently large in the case of one risk curve being preferred over the other, and (2) the relative difference between the two signals is sufficiently small in the case of two curves being equivalent. Hence there exists a threshold in the difference between the two output signals beyond which one risk curve is identified as being preferred. This threshold was set at 20% of the larger signal value, i.e. risk curves are identified as being equivalent if the relative difference in their respective output signals is less than 20% of the larger of the two signal values. If the relative difference in the signal exceeds this threshold, the curve with the greatest output signal is deemed to be preferred and is therefore selected. Preliminary investigation indicated that the overall performance of the neural network is relatively insensitive to the selection of this threshold value.

The exact number of neurons in the hidden layer is obtained through trial and error. Since knowledge is represented in a neural network by both the network architecture and its strength of the neural connections, the final architecture is specific to the set of risk preferences used and is therefore unique to the decision-maker.

The input layer of the network used in this study contains 22 neurons, which corresponds to risk curves defined using 11 discrete points. The decision to use 11 discrete points to represent each risk curve is based on trade-offs between the size and computational burden of a large network and the need to express the preferences of the decision-maker at an appropriately accurate level. In fact, the number of significant features used to define risk preferences controls the number of neurons required in the input layer. Use of a small number of discrete points to define the risk curves means that each set of points has the potential to represent a large number of possibly quite different curves. If it is necessary to differentiate between these two curves, then a larger set of points must be employed to define the curves.

While accuracy of the representation of the risk curves is critical to the validity of the comparisons, there nevertheless exists a practical limit on the number of discrete points necessary to adequately define a complete risk curve. Firstly, the risk curves are monotonically decreasing with all probability values constrained between 0.00 and 1.00. This observation suggests that all curves passing through a given set of ordered pairs are likely to be similar in shape. Secondly, there is a practical limit to the ability of a decision-maker to truly differentiate between risk curves having only relatively small differences in risks. For example, decision-makers involved in this study ranked the two curves as equivalent in terms of the associated risk. Therefore, practical limits exist for both the minimum and maximum number of discrete points necessary to effectively define risk curves. More research is needed to identify the optimal number of points used to define complete risk curves, and to evaluate the sensitivity of the neural network methodology to this selection of discrete points. However, it must be stressed that, in theory, the methodology has the flexibility to use any level of precision in the specification or representation of the risk considered appropriate. For the purpose of demonstrating the NN-SDP approach, a curve representation with 11 discrete points (with each point representing approximately 10% of the range of possible losses) was therefore selected for this study.

The size of the neural network, and the computational burden associated with a large network, must also be considered along with the need for an adequate representation of the risk. Each addition of an ordered pair to the definition of the risk curves, i.e. using one more discrete point to define the curve, requires two additional neurons in the input layer and most probably additional neurons in the hidden layers. While the size of the neural network should not be a critical
factor in determining the number of ordered pairs, it is important to know that there is no benefit in going beyond a practical level of precision at which small variations in risk become inconsequential to the decision-maker.

In order to examine the reservoir performance, three different performance indices are utilized in this research: reliability, resilience and vulnerability. Reliability is the probability that the reservoir can supply the volume of water specified by the demand target in any given year. Resilience is taken to be the conditional probability of experiencing a period of no failure (no water deficit) given that a failure occurred in the previous time period. A second measure of resilience (Moy et al. 1986), defined as the maximum number of consecutive periods of failure, is also employed. The use of two resiliency measures allows the concept of resilience, which is the ability of the system to recover from a failure, to be more fully expressed. The conditional probability definition of resilience gauges the ability of the system to recover, while the maximum number of consecutive periods of failure provides information on the length of time to that recovery. The final measure of performance is the vulnerability of the system; vulnerability is the maximum deficit experienced in any one year.

APPLICATION OF METHODOLOGY

The NN-SDP model presented previously was applied to the AHD in Egypt. The aim of this application is to demonstrate the effects of using different risk preferences on the resulting water release policies and to compare these with the original SDP formulation, which employs the expectation function.

Description of the Aswan High Dam reservoir

The AHD, which is the major irrigation structure in Egypt, is located on the Nile River near Aswan city. Lake Nasser is supplied by the River Nile with an average annual inflow of $84 \times 10^9$ m$^3$. The reservoir supplies water for irrigation, municipal and industrial use, energy production and navigation purposes. Water allocations to these groups of users are prioritized, with the highest priority given to irrigation.

The operational policy of the reservoir is based on dividing Lake Nasser storage into six zones, as illustrated in Figure 5. The dead storage zone, which is allocated to receive sediment inflow during floods, has a top elevation of 147 m with total volume of about $31 \times 10^9$ m$^3$. The operation rule for this zone is to release no flow regardless of the downstream requirements. The second zone is the live storage zone, which amounts to $90 \times 10^9$ m$^3$. This zone is divided into two parts. The first part, referred to as the buffer zone, lies between elevation 147 m and elevation 150 m. Within this zone, the dam operators make their releases to meet the downstream requirements. The total annual release should not overshoot Egypt’s quota ($55.5 \times 10^9$ m$^3$). The remaining storage between elevations 175 m and 183 m is divided between a flood buffer and flood control zone.

To reduce the complexity of the water allocation model proposed in the present study, the risks considered shall be limited to the presence of uncertain streamflows. The risk then becomes solely a result of incomplete information regarding future streamflow events. The economic and social variables, as well as all other environmental factors, are assumed to be deterministic or able to be predicted with a perfect forecast. This reduction in scope in no way affects the generality of the methodology proposed. It merely limits the amount of information about the stochastic variables required to measure or reflect the risk.

To study the problem of the optimal operation of AHD reservoir, it is first necessary to develop a well-calibrated model for the reservoir. The operation policies to be sought should then incorporate this model, the probabilistic nature of the Nile River inflows and the over-year storages as well as reservoir spills and losses. Fortunately, previous
investigations have led to the development of a reliable model for the AHD reservoir (Master Water Plan, Ministry of Water Resources and Irrigation, Egypt 1981). However, this model was modified due to the changing of some physical characteristic of the reservoir and additional inflow data to the year 2000. Before applying the proposed optimization model for the AHD reservoir, the data invoked need to be investigated. These may be summarized in the following.

The SDP formulation described above requires discrete representation of storage volume and inflows to the reservoir. Using the available naturalized inflow data at Aswan, five monthly inflow states have been selected as shown in Table 1. The discretization criterion for the inflows is, for both extremely high and low inflow ranges, equal probabilities of 0.05. The three intermediate discretization ranges have equal probabilities of 0.30.

The discrete representation of the state variable, namely inflow to the reservoir, is required. Inflow data are taken as the naturalized monthly streamflow at Aswan in the period 1882–2000. A particular distribution (normal distribution) can be associated with the random variable ‘inflow during period \( t \)’. It will be discretized in \( N \) values in the following way.

1. The domain of the random variable is divided into \( N \) intervals in such a form that the area under the PDF (probability density function) for the interval corresponding to the largest values of the inflow is \( \beta \). The remaining portion of the domain is divided into \( N-1 \) ‘equiprobable’ intervals.

2. For each interval, its median is chosen as discrete representative values.

Analysis of the 118 years of streamflow data revealed a strong dependence, as measured by cross-correlation coefficients, between the inflows of consecutive months. The SDP model therefore requires a Lag-one Markov process and the transition probability between any consecutive monthly inflows (at time \( t \) and \( t+1 \)). To compute the transition probabilities the procedure described below is followed.

1. Given one discrete value for inflow in period \( t \) (say), compute the parameters of the conditional distribution:

\[
f_{Q_{t+1}|Q_t}(q_{t+1}|q_t) = \frac{f_{Q_{t+1}, Q_t}(q_{t+1}, q_t)}{f_{Q_{t+1}}(q_{t+1})}
\]  

(17)

2. Given the conditional PDF in step 1, the \( j \)th row can be computed as

\[
P_{jk} = \int_{x_j}^{x_{j+1}} f_{Q_{t+1}|Q_t}(q_{t+1}|q_t) dq_t \quad (k = 1);
\]

\[
P_{jk}' = \int_{x_j}^{x_{j+1}} f_{Q_{t+1}|Q_t}(q_{t+1}|Q_{t+1}) dq_t \quad (1 < k < N);
\]

\[
P_{jk}'' = \int_{-\infty}^{x_{j+1}} f_{Q_{t+1}|Q_t}(q_{t+1}|Q_{t+1}) dq_t \quad (k = N),
\]

(18)

<table>
<thead>
<tr>
<th>Month</th>
<th>Low</th>
<th>Medium-low</th>
<th>Medium</th>
<th>Medium-high</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>1.6</td>
<td>2.2</td>
<td>2.8</td>
<td>3.5</td>
<td>4.8</td>
</tr>
<tr>
<td>February</td>
<td>0.5</td>
<td>1.1</td>
<td>1.6</td>
<td>2.3</td>
<td>3.7</td>
</tr>
<tr>
<td>March</td>
<td>0.3</td>
<td>0.8</td>
<td>1.3</td>
<td>2.1</td>
<td>3.5</td>
</tr>
<tr>
<td>April</td>
<td>0.1</td>
<td>0.5</td>
<td>0.8</td>
<td>1.5</td>
<td>2.7</td>
</tr>
<tr>
<td>May</td>
<td>0.5</td>
<td>0.8</td>
<td>1.1</td>
<td>1.6</td>
<td>2.5</td>
</tr>
<tr>
<td>June</td>
<td>0.7</td>
<td>1.1</td>
<td>1.4</td>
<td>1.9</td>
<td>2.8</td>
</tr>
<tr>
<td>July</td>
<td>2.3</td>
<td>3.3</td>
<td>4.1</td>
<td>5.4</td>
<td>7.7</td>
</tr>
<tr>
<td>August</td>
<td>13.7</td>
<td>16.4</td>
<td>18.8</td>
<td>22</td>
<td>27.5</td>
</tr>
<tr>
<td>September</td>
<td>17.1</td>
<td>20</td>
<td>22.4</td>
<td>25.7</td>
<td>31</td>
</tr>
<tr>
<td>October</td>
<td>10.2</td>
<td>12.4</td>
<td>14.3</td>
<td>16.9</td>
<td>21.2</td>
</tr>
<tr>
<td>November</td>
<td>4.1</td>
<td>5.4</td>
<td>6.5</td>
<td>8.1</td>
<td>10.9</td>
</tr>
<tr>
<td>December</td>
<td>2.3</td>
<td>3.1</td>
<td>3.8</td>
<td>4.8</td>
<td>6.5</td>
</tr>
</tbody>
</table>
3. Repeat for all \( j (1, \ldots, N) \). The entire procedure is repeated for each \( t = 1, \ldots, 12 \).

The discretization of the reservoir storage volumes is based on the study conducted by Klemes (1977) of the most commonly used schemes to discretize storage volumes. Storage discretization is modified due to the accumulated deposited sediments of the last 20 years totalling \( 2.5 \times 10^9 \) m\(^3\) (Hydraulic Research Institute 1998).

Before applying the SDP, some of the AHD reservoir characteristics should be presented. The reservoir characteristics describing area, storage and elevation can be determined from ground and air survey contour maps (Master Water Plan 1981):

\[
H = 79.97 + 0.0569 V + 18.87 \ln(V)
\]
\[
A = -3164.28 + 25.49 V + 1092.92 \ln(v)
\]

where \( H \) is the reservoir elevation (m), \( A \) is the surface area (km\(^2\)) and \( V \) is the reservoir storage (billions of m\(^3\) or BCM).

In fact, this non-linearity of the height-volume-surface area relationship influences the process of determining accurate water balances for the reservoir using Equation (8). This is due to the estimation of the reservoir water losses \( \varepsilon_N \) (the water losses during the month), derived from surface area water level of the reservoir. In order to overcome this complexity, an iteration procedure has been introduced to calculate the water balance at each time-step within the SDP model. This iteration procedure is developed for each release option by assuming the final storage at each time-step then calculating the water losses considering the average values for the surface area and water level at the start and at the end.

Differences between the assumed final storage and the calculated storage are observed and the procedure is then repeated until an acceptable error between two consecutive calculations of final storage is reached. With reference to water balance Equation (8), it should be considered that for both flood and drought operations, two elevation constraints are mandatory. These are the maximum and minimum permissible reservoir elevation and were selected as 185 m and 150 m, respectively. Another consideration suggested by the Dam Authority is to maintain the level below 175 m on 31st July of each year, to allow for the next flood (Cairo University-MIT 1977).

HAD reservoir water losses originate from three main sources: evaporation, seepage and rock saturation or absorption losses. Some assumptions are made to represent the values of these losses either as a function of time and level or as a constant value. The evaporation losses can be expressed as a function of reservoir water area for a certain month \( n \) of a year \( t \), written as:

\[
G_N(t, N) = \alpha V s(N) A(t, N)
\]

where \( G_N \) is the evaporation (\( \times 10^9 \) m\(^3\)), \( \alpha \) is a unit conversion coefficient, \( V s(N) \) denotes the monthly evaporation depth (mm), and \( A(t, N) \) is the average reservoir surface area during month \( n \) of year \( t \) (km\(^2\)). The evaporation depth \( V s(N) \) is observed at both Aswan and Wadi Halfa meteorological stations (south of Aswan) by the Piche evaporation method, and a weighted average value is then determined. The monthly distributions of \( V s \) are as illustrated in Figure 6. It is assumed that \( V s \) varies only according to the month in any year (Master Water Plan 1981).

For the seepage loss, an annual value of \( 0.10 \times 10^9 \) m\(^3\) is assigned. This is equivalent to \( 0.08 \times 10^9 \) m\(^3\) per month. The absorption losses depend on several factors such as the type

---

**Figure 6** | Monthly evaporation rates for Lake Nasser.
of rocks covering the reservoir bed, the period of water covering the sides and if such covering takes place for the first time or not. Based on the mass balance principle of the lake, the measurement indicated that the amount $0.125 \times 10^9$ m$^3$ is a reasonable monthly average value for absorption losses (Master Water Plan 1981).

Model implementation

The development of an appropriate training set is critical to the success of any neural network. In the present study, the neural network must learn to make the same risk selections as the decision-maker, not only for the risk comparisons presented during the training session but also for risk comparisons generated within the SDP formulation. Without an adequate representation of the critical characteristics that define the risk curves, the resulting neural network would be unable to adequately duplicate the response of the decision-maker.

The preferences of the decision-makers to risk scenarios were developed in the following manner. Each of the two decision-makers were presented separately with a series of pairs of risk curves and asked to identify which of the two risk situations they preferred (or to indicate that they believed the two risk situations to be equivalent). The comparisons were actually performed by presenting each decision-maker with two risk curves in graphical rather than tabular form. The decision-maker was therefore asked to indicate risk preferences on the basis of a visual comparison of the two curves. The responses to the comparisons were then used to establish a risk profile or preference ranking for that decision-maker.

Ideally an infinite number of possible risk curves must be considered in the selection of those curves to be included in the training set for the neural network. In the present study, a total of 26 distinct risk curves were used during the sessions with the two decision-makers, resulting in training sets for the neural network with 676 ($26 \times 26$) pair-wise comparisons. The 26 curves chosen for the training set represent a near uniform sampling of the risk space. To validate the choice of these 26 risk curves selected for use in training the neural network, the curves were compared to risk curves obtained when running the NN-SDP model with an untrained neural network. An untrained neural network can respond to external stimuli but, since the connections weighted are set to random values in such an untrained network, the output responses do not reflect the preferences of a decision-maker. The curves produced by running an untrained NN-SDP help to specify the range of curves that the NN-SDP model might encounter. The 26 risk curves proposed for training were then examined to determine if they adequately represented or covered the range of curves which the neural network might reasonably encounter in an actual application of the NN-SDP model.

It should be noted that the curves derived from the untrained NN-SDP are only indicative of the possible curves. They should not be mistaken for the curves that would be evaluated by a fully trained neural network. The curves generated by the untrained NN-SDP model were therefore not specifically included in the training set, and were only used to guide the selection of the final training set.

It might be observed that the 26 risk curves selected for the training set are inappropriately simplistic representations of the potential risk scenarios. However, it should be recognized that the curves used are only for the demonstration of the methodology and do not constitute a restriction on the full implementation of the model. There are in fact no limits to the number or shape of risk curves that may be included in the training set. However, the use of an extended training set to identify the optimal neural network architecture (the number of hidden neurons) and the optimal set of connection weights has resource implementation, namely time and computing power.

Development of the 676 risk comparisons for the two training sets for the neural network requires knowledge about how each of the two decision-makers responds to each and every pair-wise comparisons. With such a large number of selections having to be explicitly known through visual interpretation, the approach may initially appear to be overly cumbersome for practical use. However, on closer examination, a significant number of comparisons may be eliminated from the set to be presented to the decision-maker for consideration. For example, a comparison of curves 531 and 561 (Figure 7) would be consistent for all decision-makers, with curve 531 clearly dominant. Thus a reduced set of curves required for visual comparisons by the decision-maker can be identified. This approach resulted in 101 of the original 676 risk comparisons to be performed by visual investigation.
Table 2 shows the risk rankings for the 26 curves derived from the risk preferences of decision-makers S1 and S2, as articulated in their responses to the visual comparisons of the 101 pairs of risk curves (second and third column, respectively). These rankings exhibit many similarities to the curve ranking in the fourth column of Table 2, which was based on ranking the curves from smallest to largest expected deficit (the curve with the lowest variance is preferred in cases where the risk curves have equal expectations). Similarities also exist between the two rankings derived from the two decision-makers. There appears to be a general consensus between the two decision-makers that the average water loss plays an important role in the ranking of the risk curves. Thus curve 500 (smallest average loss) is placed at the top of the ranking list and curve 600 (largest average loss) is placed at the bottom. Although the curves between these two extremes are not ranked strictly on average losses, there appears to be a trend to order the curves from smallest to largest average water loss in the two rankings.

The complete training set for each of the two decision-makers is generated directly from the preference rankings provided in Table 2. It is important to note that the curve preferences obtained during the visual analysis of the 101 pairs of curves were maintained in this set of 676 training pairs. This is an important safeguard on the consistency of the pair-wise preferences because not all responses obtained during the sessions with the decision-makers could be incorporated in a simple ranking scheme. Therefore, the ranking of curves is only used to obtain responses for comparisons not included in the visual analysis. Since only obvious comparisons are eliminated from the set of pairs of curves considered in the visual comparison, the use of the preference ranking is believed to adequately reflect the preferences of the decision-maker (the only way to establish the preferences of the decision-maker with absolute certainty is to perform all 676 comparison selections visually).

A final consideration for the establishment of a training set for the neural network is the adherence to the transposition rule (recall that the transposition rule states that if curve A is better than curve B and curve B is better than curve C, curve A is better than curve C). The validity of the sequential pair-wise comparison performed within the
NN-SDP framework requires achieving the same final decision regardless of the order of the comparisons. This outcome can only be guaranteed if the risk preference ranking outlined above provides consistent decisions; the rankings are used only to obtain risk selections not established during the visual analysis.

Training of the network was performed using the Levenberg–Marquardt (LM) feed-forward back-propagation algorithms. A computer program was written using Matlab 6.5 software. Hyperbolic Tangent Sigmoid Function (HTSF) and Purelin Function (PF) were used as the transfer function in the hidden and output layers, respectively:

\[
y = \frac{e^x - e^{-x}}{e^x + e^{-x}}, \tag{24}
\]

\[
y = ax + b. \tag{25}
\]

Model validation

The performance of the two neural networks was evaluated on the basis of their ability to duplicate the decisions of the two decision-makers. Thirty-five risk curves, in addition to the original 26 curves used in the training set, defined the set of pair-wise comparisons used for this analysis of performance. This addition of new risk curves to the validation set requires the network to react to, and make comparative evaluations about, curves it has not previously encountered. Such new risk situations provide a more comprehensive and unbiased evaluation of network performance that does not rely on the performance information obtained during training (e.g. average and maximum error in Table 3). The validation set of risk curve comparisons for each decision-maker arising from all 61 (26 + 35) curves is made up of 3721 (61 × 61) pairs of curves. Each of these pair-wise comparisons has a known response or preference solicited from both decision-makers.

These responses or preferences were derived in the same fashion as for the original 26 curves used to train the networks, i.e. pairs of curves for which clear preferences were evident were identified and set aside. The remaining 191 pairs of curves were then evaluated by both decision-makers by visual comparison, and a ranking of the total 61 curves established. Responses to the remaining 3530 pair-wise comparisons were then derived from these rankings.

Recall that the validation set is used only to measure the ability of the neural network to duplicate the decision-making process. The validation set is not used to train the neural network and therefore does not incorporate the inconsistencies in that set within the neural network logic. Furthermore, the testing is directed towards the performance of the neural network in isolation rather than the complete NN-SDP model. Only neural networks trained with a minimal number of inconsistencies are used in the NN-SDP model itself. It should be noted that the 676 comparisons in the validation set repeated from the training set represent 16% of the complete test set of comparisons. Responses to these 676 comparisons should be identical to the responses elicited from the decision-maker which the network learns to mimic. This leaves 3045 (3721–676) risk scenarios for which the network has not learned the desired response and for which it must generalize. The network must be able to generalize if it is to successfully respond to these remaining risk comparisons. A network unable to generalize the knowledge gained during training cannot duplicate the attitudes of the decision-maker within the larger context of the NN-SDP framework, or the wide range of previously unseen risk curves the neural network is likely to encounter in that formulation. As such, the validation set provides the basis for a comprehensive measure of the performances of the networks.

An analysis of the responses of the two neural networks (N1, N2) to the set of validation curves yields the

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Configurations of the neural networks N1 and N2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Neural Networks</strong></td>
<td>N1</td>
</tr>
<tr>
<td>Number of neurons</td>
<td>Input layer</td>
</tr>
<tr>
<td></td>
<td>Hidden layer</td>
</tr>
<tr>
<td></td>
<td>Output layer</td>
</tr>
<tr>
<td>Learning parameters</td>
<td>( \alpha )</td>
</tr>
<tr>
<td></td>
<td>( \beta )</td>
</tr>
<tr>
<td>Training performance</td>
<td>Average error</td>
</tr>
<tr>
<td></td>
<td>Maximum error</td>
</tr>
<tr>
<td>Number of iterations required for training</td>
<td>5000</td>
</tr>
</tbody>
</table>
performance metrics presented in Table 4. Recall that the maximum error is defined by:

$$D(ol_{ij}, wh_i) = 0.5 \sum_{\mu=1}^{M} \sum_{w=1}^{N_t} (S^{\mu}_{L_i} - v^{\mu}_i)^2$$  \hspace{1cm} (26)$$

where $D(ol_{ij}, wh_i)$ is the sum of the squared difference between the desired and actual neural network responses, based on the synaptic weights and bias terms (referred to as $D_t$ for iteration $t$); $S^{\mu}_{L_i}$ is the input signal to neuron $i$ in the input layer $L$, resulting from input pattern $\mu$; and $v^{\mu}_i$ is the input signal to neuron $i$ in the input layer 0, resulting from input pattern $\mu$.

On the other hand, the average error is the average of these squared deviations from the desired responses. While the small average errors support the use of neural networks to identify the desirable risk options, it can be seen that the networks make completely erroneous decisions when presented with certain risk combinations, as indicated by a maximum error of 1.00 for both networks.

In fact, the ability of the neural network to make the correct risk selection depends on the extent to which the two risk curves in the particular risk comparison resemble curves contained in the 26 curves included in the training set.

Risk comparisons containing one (or two) risk curve(s) completely dissimilar to any curves in the training set may require knowledge not internalized by the network during the training phase before a network response consistent with the attitudes of the decision-maker can be obtained. In this case, the particular characteristics of the new curve(s) may invoke an actual decision from the decision-maker which is in conflict with the decision-making process learnt by the network. This fact highlights the importance of selecting risk curves for the training set which are representative of the curves expected to be considered within the NN-SDP formulation. To further improve the performance of the neural network, the training set can be extended to include a larger number of risk comparisons.

**RESULTS AND DISCUSSION**

Water release policies were obtained from both the basic SDP formulation with its objective function of minimization of the expected deficits, and from the proposed NN-SDP models associated with the two decision-makers. NN-SDP release policies reveal that differences in risk attitudes of the two decision-makers fit with the same management practices of the reservoir as shown in Figures 8 and 9. The differences in preference rankings of the 26 risk curves, and the corresponding differences in the neural network responses to these risks, translate into differences in water release policies. The results obtained from NN-SDP imply an ability to identify specifically the attitudes towards risk of a decision-maker.

It should be noted that the curves are not ordered by the two decision-makers strictly according to average losses. For example, while decision-maker SI prefers curve 531 over curve 540 because of the smaller average loss of the former curve, curve 540 is preferred over curve 531 despite the contradiction that this preference imposes on keeping the average losses to a minimum. These contradictions to the general trend of ranking the curves according to average losses are not the same for both decision-makers. However, they do demonstrate that a tendency towards allowing other issues to influence the risk selection process exists for both decision-makers.

<table>
<thead>
<tr>
<th>Neural networks</th>
<th>N1</th>
<th>N2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Testing performance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average error</td>
<td>0.049</td>
<td>0.025</td>
</tr>
<tr>
<td>Maximum error</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Incorrect responses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number out of 3721</td>
<td>334</td>
<td>201</td>
</tr>
<tr>
<td>Percentage</td>
<td>9.0</td>
<td>5.2</td>
</tr>
</tbody>
</table>

*Table 4: Performance of the neural networks N1 and N2*
Comparison of the results for each of the NN-SDP models and SDP formulation reveals that, in contrast to the policy defined by the expectation function, the NN-SDP models yield policies incorporating hedging and higher storage levels. Hedging refers to the practice of withholding water so that future water demands can be met (Bayazit & Unal 1990).

Clear differences in the policies generated from the basic SDP model and the NN-SDP models extend beyond the observed hedging. The performance metrics of reliability, resilience and vulnerability further reinforce the influence of the neural network approach on the selection of the optimal release decisions. Definitions for each of these three metrics were taken from a study conducted by Moy et al. (1986).

It can be observed that the criteria of performance (reliability and resilience as a conditional probability) are related to the frequency of water shortages, while the remaining criteria (resilience as duration of failure and vulnerability) describe the severity of these water shortages. The operation of AHD under the optimal policies derived from both the basic SDP formulation, as well as the policy common to the two NN-SDP models, was simulated using 20 years (1980–2000) of historical data. The simulation of the reservoir for the annual demands scenarios of $5.5 \times 10^9$ m$^3$ yields the performance metrics shown in Table 5 for the annual demand targets.

The policy derived from NN-SDP models created an operating environment that is more reliable and resilient than the reservoir controlled by the optimal policy generated by the basic SDP model with its expectation objective function. This improvement in the frequency of water shortage is however achieved at the expense of the vulnerability of the reservoir. The reservoir release policy generated from the NN-SDP (decision-maker) model clearly results in larger water deficits. For example, the average water deficit for the NN-SDP model is $0.85 \times 10^9$ m$^3$ compared to $0.5 \times 10^9$ m$^3$ under the optimal policy generated from the basic SDP. It is interesting to note that these findings are at odds with the research by Bayazit & Unal (1990) who concluded that policies incorporating hedging provide less reliable systems while reducing their vulnerability.

It is not clear why the hedging strategy observed did not affect the performance as predicted. However, a possible hypothesis for the increase in vulnerability is that the hedging strategy of withholding water for future use is maintained even in situations where large shortfalls are being experienced due to the low availability of water in the reservoir. Considering this observation it could be noted that, when evaluating the volumetric reliability during the 20 year period, simulation is higher than the time-based reliability. It can be

Table 5 | Reservoir performance index of release policies associated with an annual demand of $5.5 \times 10^9$ m$^3$

<table>
<thead>
<tr>
<th>Release policy</th>
<th>Expectation objective function</th>
<th>Neural network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
<td>Time-based</td>
<td>92%</td>
</tr>
<tr>
<td></td>
<td>Volumetric</td>
<td>96%</td>
</tr>
<tr>
<td>Resilience (condition probability)</td>
<td>25%</td>
<td>50%</td>
</tr>
<tr>
<td>Resilience (max. no. of months)</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Vulnerability</td>
<td>38% of the demand</td>
<td>46% of the demand</td>
</tr>
<tr>
<td>Average deficit ($10^9$ m$^3$)</td>
<td>0.5</td>
<td>0.85</td>
</tr>
</tbody>
</table>
seen from Table 5 that the volumetric reliability for both models are 96% which is higher than the time-based reliability. This is consistent with the decision-makers choosing to withhold water for future uses, although water is available in the reservoir. This observation is also noticed when applying the SDP with the same level of volumetric reliability.

In other words, the release strategy does not recommend adequate water releases which are necessary to safeguard against the maximum water deficits. Verification of this hypothesis requires further work. Nevertheless, the relationships between reliability and vulnerability and between resilience and vulnerability were observed in the results shown in Table 5. Reliable and resilient reservoirs are therefore vulnerable to large deficits.

The final performance criterion provided in Table 5 is the average deficit experienced during the 20 years of the simulation. The average deficit experienced under the NN-SDP releases is up to 1.5 times greater than that experienced under the SDP releases. However, it must be recognized that the expectation objective function drives the solution process such that this average deficit is minimized. The fact that the NN-SDP formulation encapsulates a more complete representation of the risks associated with the release decisions alters the search for the optimal policy with correspondingly less emphasis on the size of the deficit in isolation. The more complete representation of the risks simply allows important concerns other than long-term performance to influence the operation of the reservoir.

CONCLUSIONS

The present study has introduced an improved technique whereby the attitudes towards risks (the uncertainty of inflow) of a single decision-maker could be comprehensively incorporated to operate the AHD reservoir. The NN-SDP formulation proposed to address this problem is able to identify the optimal release policy for a reservoir, as defined by the attitudes of the decision-maker and learnt by the neural network. The resulting integrated model allows the attitudes towards risk of a decision-maker to be considered explicitly in defining the optimal release policy.

The approach was demonstrated by application to the operation of the AHD reservoir. The release policies derived from the NN-SDP model incorporated the neural networks training using each of the two decision-maker’s preferences, which exhibited hedging. The storage levels for the policies were consistently higher than those defined by SDP formulation, which used a traditional expectation-based objective function, i.e. the expected deviations from target demands. These results suggest that the decision-makers are willing to forego water in the short term to guard against the possibility of large water deficits in the future. However, while such hedging strategies normally tend to reduce the vulnerability of the reservoir to large deficits at the cost of lower reliability and resilience, the hedging observed in the NN-SDP policy actually resulted in a more reliable and resilient (but also more vulnerable) system compared to the policy generated from the SDP model with its expectation objective.
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