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Abstract.—Several tests of molecular phylogenies have been proposed over the last decades, but most of them lead to strikingly different P-values. I propose that such discrepancies are principally due to different forms of null hypotheses. To support this hypothesis, two new tests are described. Both consider the composite null hypothesis that all the topologies are equidistant from the true but unknown topology. This composite hypothesis can either be reduced to the simple hypothesis at the least favorable distribution (frequentist significance test [FST]) or to the maximum likelihood topology (frequentist hypothesis test [FHT]). In both cases, the reduced null hypothesis is tested against each topology included in the analysis. The tests proposed have an information-theoretic justification, and the distribution of their test statistic is estimated by a nonparametric bootstrap, adjusting P-values for multiple comparisons. I applied the new tests to the reanalysis of two chloroplast genes, \textit{psaA} and \textit{psbB}, and compared the results with those of previously described tests. As expected, the FST and the FHT behaved approximately like the Shimodaira–Hasegawa test and the bootstrap, respectively. Although the tests give overconfidence in a wrong tree when an overly simple nucleotide substitution model is assumed, more complex models incorporating heterogeneity among codon positions resolve some conflicts. To further investigate the influence of the null hypothesis, a power study was conducted. Simulations showed that FST and the Shimodaira–Hasegawa test are the least powerful and FHT is the most powerful across the parameter space. Although the size of all the tests is affected by misspecification, the two new tests appear more robust against misspecification of the model of evolution and consistently supported the hypothesis that the Gnetales are nested within gymnosperms. [Approximately unbiased test; bootstrap proportion; hypothesis test; P-value adjustment; Shimodaira–Hasegawa test; significance test.]

It is now accepted that estimating phylogenies is a problem of statistical inference. However, because of sampling errors and because models of molecular evolution at best only approximate reality, the estimated tree topology, although optimal with respect to some measures, may not be correct. Among the model-based approaches developed to assess the confidence of an estimated topology, the bootstrap probability (BP; Felsenstein, 1985), which can be used to test hypotheses (Shao and Tu, 1996), and the Kishino–Hasegawa (KH) test (Kishino and Hasegawa, 1989) have been extensively used. However, the BP is not accurate (e.g., Hillis and Bull, 1993; Newton, 1996; for an interpretation, see Felsenstein and Kishino, 1993), and because of the inclusion of the maximum likelihood (ML) tree among the tested topologies, the KH test is subject to selection bias (Shimodaira and Hasegawa, 1999; Goldman et al., 2000).

These problems were corrected, respectively, by implementing a double bootstrap procedure accommodating the geometry of the sample space (Efron et al., 1996) and by taking the selection bias into account (the SH test: Shimodaira and Hasegawa, 1999). However, Goldman et al. (2000) and Strimmer and Rambaut (2002) pointed out that the P-values of the SH test at a given \( \alpha \) level increase with the number of topologies included in the analysis. Tests can be made less conservative by weighting the test statistic of the SH test (WSH test: Shimodaira and Hasegawa, 1999; Buckley et al., 2001) or by using an approximately unbiased (AU) test (Shimodaira, 2002), which was derived as a faster and more accurate approximation to the BP than the double bootstrap (Efron et al., 1996).

Besides the sensitivity of the SH test to the number of topologies included in the analysis, an important issue is that each test leads to different P-values and consequently to different confidence sets of topologies (Shimodaira and Hasegawa, 1999; Goldman et al., 2000; Whelan et al., 2001; Shimodaira, 2002; Strimmer and Rambaut, 2002). Shimodaira (2002) showed that selection procedures can be biased, but the statistical properties of the different tests are generally not well understood and their respective power has never been investigated thoroughly.

Other selection procedures have been described and include the parametric bootstrap (Waterman, 1995:375; Huelsenbeck et al., 1996; Swoford et al., 1996; Huelsenbeck and Crandall, 1997; Goldman et al., 2000), information criteria (Hasegawa and Kishino, 1989; Kishino and Hasegawa, 1990; Hasegawa et al., 1991; Cao et al., 2000; Strimmer and Rambaut, 2002), and Bayesian approaches (Yang and Rannala, 1997; Larget and Simon, 1999; Huelsenbeck and Imennov, 2002; Aris-Brosou, 2003). These selection procedures can be very sensitive to the specification of the model of evolution, which is problematic (e.g., Shimodaira, 2002), but the impact of model specification on the outcome of classical approaches (e.g., SH, WSH, AU, BP) is not well studied (but see Steel et al., 1993).

The objective of the present article is twofold. First, I suggest that the difference among previous tests of molecular phylogenies principally is due to different forms of hypotheses tested. Second, I show that the form of the null hypothesis dramatically affects the power of these tests. To support these assertions, two new nonparametric tests are proposed: the frequentist
significance test (FST) and the frequentist hypothesis test (FHT). The objectives of these two tests differ: FST selects topologies that are close to the unknown topology (where “closeness” is determined by the α level of the test and by the least favorable distribution), whereas FHT aims at selecting the correct topology. The null and alternative hypotheses are constructed to match those of the SH test and the BP, respectively. A theoretical justification to these tests is provided and their limitations are shown.

The main simulation result is that FST and FHT have power curves close to those of the SH test and the BP, respectively. Further simulations suggested that the size of the new tests, FST and FHT, is less sensitive to speciation and extinction times than the BP, the SH, and the AU test. These simulation results are in stark contrast with the extreme sensitivity to specification of the substitution model exhibited by all the tests, including FST and FHT, when real data are analyzed. These results suggest that most Markov models used in phylogenetics, homogeneous in time and space, do not always describe molecular evolution appropriately.

**Materials and Methods**

**Significance and Hypothesis Tests**

Following the notation used by Goldman et al. (2000), let \( T_i \) be the topology of the \( i \)-th prespecified tree. For a given data set \( X \), the topology can be estimated by ML. One peculiarity is that each \( T_i \) has its own log-likelihood function, \( \ell(\theta, T_i | X) = \ln p(X | \theta, T_i) \), where \( \theta \) is a vector of nuisance parameters, typically the branch lengths (conditional on \( T_i \)) and the parameters of the substitution model. Therefore, a given topology \( T_i \) is not a parameter in the usual sense but rather is similar to a family of distributions with parameters \( \theta_i \) (Yang et al., 1995). When estimating a topology under the ML criterion, \( \ell(\theta, T_i | X) \) is maximized with respect to \( \theta_i \) to obtain \( \ell(\hat{\theta}_i, T_i | X) \). Ideally, this procedure is carried out for each possible topology, although in practice some heuristics are used (e.g., Swofford et al., 1996). The topology with the largest likelihood, \( \ell(\hat{\theta}_{ML}, T_{ML} | X) = \max_i \ell(\hat{\theta}_i, T_i | X) \), is taken as the estimate of the true topology.

Related to the issue of topology estimation is that of hypothesis testing. Because of the nature of topologies, the corresponding tests concern distributions and not parameters as when testing for the molecular clock (Felsenstein, 1981) or for the presence of sites under positive selection (Yang et al., 2000). Rather than selecting the best topology, we want to select out of \( k \) prespecified topologies the set of those that are closest to the true and unknown distribution (topology) \( h \) at a prespecified significance level. This objective naturally leads to use the Kullback–Leibler (KL) distance (Kullback and Leibler, 1951; see also Kishino and Hasegawa, 1989) to test whether the \( k \) topologies are equidistant from the distribution \( h \):

\[
H_0 : E_h(\ell(\theta_1, T_1 | X)) = \cdots = E_h(\ell(\theta_k, T_k | X)) \quad (1)
\]

for all \( i = 1, \ldots, k \), where \( \theta_i \) are the unknown nuisance parameters. This composite null hypothesis is tested against the class of alternatives:

\[
H_A: H_0 \text{ does not hold for } T_i \text{ with } E_h(\ell(\theta_i, T_i | X)) < E_h(\ell(\theta_j, T_j | X)) \quad (2)
\]

for some \( i \neq j = 1, \ldots, k \). The distributions (topologies) \( T_i \) for which \( H_0 \) is not rejected are included in the set of topologies closer to \( h \) at the prespecified level \( \alpha \).

The difficulty with computing the expectations in Equations 1 and 2 is that the distribution \( h \) and the nuisance parameters \( \theta_i \) are unknown. The basic idea to get around this difficulty is to reduce the composite null hypothesis to a simple one (Lehmann, 1986) and consider the nuisance parameters at their ML estimates under their respective topologies. The Bayesian solution to this problem of testing topologies is probably less ad hoc (see below and Discussion section). In a frequentist framework, reducing \( H_0 \) to a simple hypothesis can be done in two different ways and leads to two distinct null hypotheses and hence to two different tests, the FST and the FHT.

**FST.**—The reduction of \( H_0 \) to a simple hypothesis is done by considering a weighted average of the probabilities of \( h \) over the tree space \( T \): Equation 1 is replaced by the simple null hypothesis \( H_{0,\tau} \), that the logarithm of the probability density of the data \( X \) is given by

\[
h_{0,\tau}(x) = \int_T \ell(\theta, T | X) d\tau(T), \quad (3)
\]

where \( \tau(T) \) is a probability distribution over the space \( T \) of the possible topologies (Lehmann, 1986:104). The choice of \( \tau \) reflects \( H_0 \) in that it must convey no information with respect to the different topologies. This argument is essentially Bayesian: when no prior knowledge about the different topologies \( T_i \) is available, these topologies are assigned an equal weight by choosing the distribution \( \tau \) to be uniform. Note however that this is not a fully Bayesian argument because Equation 3 does not integrate over the nuisance parameters \( \theta_i \). An ad hoc but common treatment of the nuisance parameters is to maximize this least favorable distribution (see Shimodaira and Hasegawa, 1999) \( h_{0,\tau} \) by taking the average of the estimated log-likelihoods \( \ell(\hat{\theta}_i, T_i | X) \) over the topology space. With \( n \) species, there are \( \prod_{i=3}^n (2^i - 5) \) unrooted topologies (e.g., Swofford et al., 1996), which is equal to \( 2^{n^2/2}(n - 3/2)/\sqrt{\pi} \). Using Striling’s approximation (\( \lim_{m \to \infty} (\Gamma(m + 1)) = (m/e)^m \sqrt{2m\pi} \)), this is about \( 2^{n^2}(n - 5/2)/e^{n^2/2} \sqrt{2n - 5} \) for large \( n \), so that the number of topologies grows much faster than exponentially. For large \( n \), averaging over the whole topology space may therefore be impractical, and the average is taken only over the set of the \( k \) prespecified topologies,


\[ E_{i \in [1, k]}[\ell(\hat{\theta}_i, T_i | X)] = \sum_{i=1}^{k} \ell(\hat{\theta}_i, T_i | X) / k. \]  

This reduced null hypothesis \( H_{0,r} \) corresponds to an average (network) of trees and is equivalent to the null hypothesis of the SH test. The limitation of \( H_{0,r} \) to the set of the \( k \) tested topologies, implicit in the SH test, explains why the size of tests at the least favorable distribution depends on how many topologies are included in the analysis. Because of the reduction of the composite hypothesis \( H_0 \) to the simple hypothesis \( H_{0,r} \), which includes all the tested \( T_i \), multiple comparisons may not be as relevant as for the hypothesis test presently described. 

**FHT**—In the way \( H_0 \) was reduced to \( H_{0,r} \), no value was attached to the possibility that one of the tested topologies might be correct. In the context of ML, the a posteriori specified ML topology, \( T_{ML} \), is the most likely to be the true topology. For the FST, \( \tau \) was chosen to be uniform to reflect our lack of prior knowledge about the different topologies. To account for our knowledge that \( T_{ML} \) is most probable, a peculiar weight is assigned to this topology in \( H_{0,r} \): 

\[ h_{0,r} = \ell(\hat{\theta}_{ML}, T_{ML} | X). \]  

The formulation of the null hypothesis is equivalent to that of the bootstrap hypothesis test (Shao and Tu, 1996:177). Unlike FST, FHT is by construction insensitive to the number of trees included in the analysis because only pairs of topologies are compared. However, because of this pairwise structure, the \( P \)-values of FHT must be corrected for multiple comparisons. 

**P-value adjustments for multiple comparisons.**—When comparing several topologies, multiple tests are performed and the resulting probability of rejecting a particular null hypothesis is larger than the prespecified significance level \( \alpha \). This risk of false discovery, also called the false discovery rate (FDR), is defined as the probability of rejecting at least one topology \( T_i \) given that the null hypothesis \( H_0 \) is true: 

\[ \text{FDR} = \mathbb{P}(\text{reject at least one } T_i | H_0). \]  

The FDR is corrected by making tests more conservative and FDR is controlled if 

\[ \text{FDR} \leq \alpha. \]  

FDR is usually controlled by adjusting \( P \)-values. One such adjustment is the Bonferroni correction: when performing \( k \) tests, a partial null hypothesis \( T_i \) is rejected when its \( P \)-value is less than \( \alpha / k \). The Bonferroni correction, as used in phylogenetics by Bar-Hen and Kishino (2000), controls the FDR at level \( \alpha \) (e.g., Westfall and Young, 1993:44). However, for highly correlated data, as is the case with molecular sequences, the FDR may not be controlled by the Bonferroni correction. This correction is conservative for data with light-tailed sampling distributions but can become liberal for heavy-tailed distributions (Westfall and Young, 1993:44). By taking the distributional characteristics of the data into account, resampling techniques produce smaller adjusted \( P \)-values and increase the power of the correction. Adjusted \( P \)-values are computed as the smallest significance level for which a tree \( T_i \) is still rejected at level \( \alpha \) over the resampled data sets. This procedure controls the FDR at level \( \alpha \), at least approximately (Westfall and Young, 1993:53). 

The test statistics.—The KL distance (Kullback and Leibler, 1951) measures the distance between the generating and the approximating model: 

\[ d(f, g) = \int f(x | \theta) \log \frac{f(x | \theta)}{g(x | \theta)} dx, \]  

i.e., the average with respect to the generating distribution of the logarithmic difference between the generating and the approximating model: 

\[ d(f, g) = E_f[\log f(x | \theta)] - E_f[\log g(x | \theta)]. \]  

This quantity can be approximated by the relative estimated distance between \( f \) and \( g \): 

\[ d(f, g) = E_f[\log f(x | \hat{\theta})] - E_f[\log g(x | \hat{\theta})]. \]  

Equation 10 is the approximation implicitly used when defining the composite null hypothesis in Equation 1. The generating model \( f \) is generally unknown, but when comparing two approximating models \( g_0 \) and \( g_1 \), the constants \( E_f[\log f(x | \hat{\theta})] \) cancel out, 

\[ d(f, g_0) - d(f, g_1) = E_f[\log g_1(x | \hat{\theta})] - E_f[\log g_0(x | \hat{\theta})], \]  

and the relative expected difference \( E_f[d(f, g_0) - d(f, g_1)] \) can be approximated by 

\[ E_f[d(f, g_0) - d(f, g_1)] \approx \ell(\hat{\theta}_{g_0} | X) - \ell(\hat{\theta}_{g_1} | X). \]  

Burnham and Anderson (1998:239–247) gave more details to derive Equation 12, herein after used as a test statistic \( t \). To do so, the distributions under the null and alternative hypotheses are substituted for those of \( g_0 \) and \( g_1 \). Thus, according to Equation 12, \( t_i = \ell(\hat{\theta}_i, T_i | X) - h_{0,r} \), where \( h_{0,r} \) is either \( \sum_i \ell(\hat{\theta}_i, T_i | X) / k \) or max \( \ell(\hat{\theta}_i, T_i | X) \), respectively, for FST and FHT. This test looks like a likelihood ratio test in the case of the FHT, but the resemblance is not as clear in the case of the FST. A similar situation appears in the Bayesian version of the FST, which considers an average of log probabilities (Aris-Brosou, 2003).
Following Bar-Hen and Kishino (2000), the asymptotic distribution of the test statistics is easily derived. Given the sampling distribution \( Y_i \{ t_i - E_Y [ t_i ] \} / \sigma(t_i) \) approximately follows a standard normal distribution. Here however the distribution of \( t_i \) is directly estimated by bootstrap, which includes in a second-level bootstrap, adjusting \( P \)-values for multiple comparisons.

The algorithm. — Let \( \nu \) be a parameter of some distribution. When testing the null hypothesis \( H_0 : v = v_0 \) against the alternative \( H_A : v \neq v_0 \), resampling must be done in a way that reflects \( H_0 \) (Hall and Wilson, 1991). Let \( \hat{\nu} \) be an estimator of the unknown quantity \( \nu \), and \( \hat{\nu}^* \) be the value of \( \hat{\nu} \) computed from the bootstrapped samples. Testing \( H_0 \) against \( H_A \) is based on the unknown distribution of \( \hat{\nu} - v_0 \) under \( H_0 \), estimated by the distribution of \( \hat{\nu}^* - \hat{\nu} \).

This centering step is applied to the computation of the \( P \)-values of both tests, FST and FHT. As shown above, the test statistic \( \hat{\nu} \), defined a priori, is \( \ell (\hat{\theta}_i, T_i | X) - h_{0,t} \) (for simplicity’s sake, I do not consider pivotal quantities for the moment), and with the same notation as above, \( v_0 = 0 \). The distribution of \( \{ \ell (\hat{\theta}_i, T_i | X) - h_{0,t} \} \) is then estimated from the bootstrapped data by that of \( \{ \ell (\hat{\theta}_i, T_i | X^*) - h_{0,t}^* \} \) under the null hypothesis. The algorithm computing the \( P \)-values of both FST and FHT is adapted from that of Westfall and Young (1993:47).

1. Compute the test statistics \( t_i = \ell (\hat{\theta}_i, T_i | X) - h_{0,t} / \sigma(t_i) \) for each topology \( T_i \) \( (i = 1, \ldots, k) \) and initialize the counting variables \( C_i = 0 \). The standard error \( \sigma(t_i) \) is estimated by the standard error of the distribution of site-wise log likelihoods (Yang, 1997).
2. Generate \( B \) bootstrapped pseudo data sets of sitewise log likelihoods (RELL approximation with, e.g., \( B = 10,000 \) replicates) to obtain the first two moments \( \ell (\hat{\theta}_i, T_i | X) \) and \( \sigma^2(t_i) \) of the empirical distributions of sitewise log likelihoods.
3. Compute the resampled statistic \( s_i^* \) as \( \{ \ell (\hat{\theta}_i, T_i | X^*) - h_{0,t}^* \} / \sigma(t_i) \) for each \( T_i \). When genes are combined, the resampling procedure is stratified within each partition of the original data set (e.g., Yoder and Yang, 2000).
4. Find the smallest \( s_i^* \) over the \( k \) tested trees. For each \( T_i \), compare this minimum resampled statistic with the original test statistic \( t_i \). If \( \min_{i=1}^k s_i^* < t_i \) then increment \( C_i \) by one.
5. Repeat steps 2-4 \( N \) times (e.g., \( N = 1,000 \)). The estimated adjusted \( P \)-value is approximated by \( C_i / N \).

Data Sets

To compare FST and FHT with existing tests and to examine the effect of specification of the substitution model on the confidence sets obtained by inverting the tests, I reanalyzed two highly conserved chloroplast photosystem genes, \( psaA \) and \( psbB \). These genes were originally analyzed by Sanderson et al. (2000) to elucidate the origin of the seed plants. The alignments, comprising 3,795 nucleotides for the two genes, were obtained from Sanderson (2002).

Seed plants are composed of five extant lineages subdivided into three groups: (1) the angiosperms (Ag), (2) a gymnosperm group including conifers, Gingko, and cycads (Gy) and (3) the Gnetales (Gn) (Donoghue, 1994). All three possible evolutionary scenarios have been proposed in the literature (see Sanderson et al., 2000). In the first scenario (scenario A), Gnetales and angiosperms are sister groups: (GyGn, Ag)). This scenario is supported by cladistic analyses based on morphological characters. Depending on the genes investigated, molecular analyses support either scenario B, where the Gnetales diverged earlier than the other lineages (Gn(Gy, Ag)), or most generally support scenario C, where the Gnetales are nested within the gymnosperms. These three scenarios are classically referred to as the Anthophyte, the Gnetale, and the Gymnosperm hypotheses, respectively.

The \( psaA \) and \( psbB \) genes exhibit striking conflict among codon positions, where first and second positions strongly support scenario C, but third positions strongly support scenario B (Sanderson et al., 2000). Recombination and horizontal gene transfer can be ruled out as an explanation for this pattern, so that the different gene partitions must have evolved under different processes (Hueslenbeck and Bull, 1996). The original authors indicated that base composition heterogeneity and saturation at the third codon positions were likely to cause ML methods to converge to an attract tree, whereas substantial among-site rate variation led to unresolved and poorly supported results using LogDet distance methods (Sanderson et al., 2000). Accommodating among-site rate variation is more important than accommodating the other parameter. To this effect, Steel et al. (1994) recommended that the LogDet method be used with invariant sites (LogDet + I).

Of the species originally analyzed by Sanderson et al. (2000), I considered only the 19 taxon common to both genes. Given the codon positions of the two genes, four data partitions were distinguished: (1) the first and second codon positions (CP12) of \( psaA \) (1,510 bp), (2) the third codon positions (CP3) of \( psaA \) (755 bp), (3) CP12 of \( psbB \) (1,020 bp), and (4) CP3 of \( psbB \) (510 bp). Among the different possibilities, two types of analyses were performed. First, separate analyses on these four partitions were conducted under two contrasted substitution models: JC69 (Jukes and Cantor, 1969) and REV + \( \Gamma \) (Tavaré, 1986; Yang, 1994). This latter model is also known as the general time reversible model (GTR) + \( \Gamma \). Second, combined analyses were performed without or with partitioned likelihoods, where branch lengths across partitions are proportional but all the other parameters are distinct (Yang, 1996). Two substitution models again were assumed, either JC69 or REV + \( \Gamma \). These two substitution models were chosen a priori because the objective here is not to select which one explains the data better (e.g., Huelsenbeck and Crandall, 1997)
to optimize the bias–variance tradeoff (Burnham and Anderson, 1998:21) but rather to show the effect of too simplistic a model of molecular evolution (bias) on tree topology selection procedures.

**Selection of the Topologies Included in the Analysis**

Because it is not clear how many and which topologies should be included in an analysis comparing different branching processes (Buckley et al., 2002), I adopted the following selection procedure. Topology searches were performed in a Bayesian framework with Bambé 1.02 (Larget and Simon, 1999) under the JC69 and HKY85 + \( \Gamma \) (Hasegawa et al., 1985) nucleotide substitution models. Nuisance parameters (branch lengths and for HKY85 + \( \Gamma \) the base frequencies \( \pi \), transition to transversion rate ratio \( \kappa \), and shape parameter \( \alpha \) of the \( \Gamma \) distribution modeling among-site rate variation) were marginalized over noninformative prior distributions as described by Larget and Simon (1999). Each Bayesian analysis was performed on the concatenated sequences of psaA and psbB (no partitions). Four independent chains starting from different initial values were run under each substitution model to check convergence, first by verifying homogeneity of the posterior estimates across the four chains and then by monitoring time series plots of the parameters integrated over the chain and the likelihood sampled from the posterior distribution (e.g., Aris-Brosou and Yang, 2002). Each Markov chain was \( 10^{14} \) generations long, and states were sampled every 100 steps (thinning). The first \( 10^7 \) steps were discarded as a burn-in to allow the chain to reach stationarity. Posterior probabilities of tree topologies were then computed with the program Summarize from Bambé (Larget and Simon, 1999). Topologies sampled at stationarity under each substitution model with a frequency >1% were included in the analysis.

**Simulations and Power Analysis**

Simulations were performed to compare the power of the new tests (FST and FHT) with those of previously described procedures (SH, WSH, BP, and AU). The different simulations also were used to compare the sensitivity of the different tests to the assumed substitution model. Because the Markov models only approximate the actual process of molecular evolution, the generating model used for the simulations was chosen to be complicated, a procedure advocated in the statistical literature (e.g., Burnham and Anderson, 1998:121). Four classes of data sets, corresponding to the four gene partitions (psaA CP12 and CP3 and psbB CP12 and CP3), were simulated under the REV + \( \Gamma \) nucleotide substitution model. Model parameters were set to the ML estimates obtained under REV + \( \Gamma \) from the independent analyses of the original four gene partitions. For each of these four sets of simulations, 500 data sets were generated using Evolver (Yang, 1997).

The simulated data sets were analyzed under two contrasted substitution models: JC69 and the generating model, REV + \( \Gamma \). Site-wise log-likelihood values were computed with a program based on BaseML (Yang, 1997), modified to include parts of the code of Consel (Shimodaira and Hasegawa, 2001), used with default settings, to compute the \( P \)-values of the WSH and AU tests.

To compare trees and order them on a simple scale in the power analysis, a distance should be defined, if possible based on asymptotically sufficient statistics. Because in a simulation study the generating model is known, the KL distance is more appropriate than other distances such as that of Robinson and Foulds (1981). The KL distance \( d(f, g) \) between the generating model \( f \) and the approximating model \( g \) is defined in Equations 8 and 9. Herein after, I use the relative estimated distance between \( f \) and \( g \):

\[
D_{KL} = E[\log f(x | \hat{\theta})] - E[\log g(x | \hat{\theta})] = E[\ell(\hat{\theta}_f, T_f | X)] - E[\ell(\hat{\theta}_g, T_g | X)].
\]

Expectations are taken with respect to the empirical sampling distribution, i.e., over the 500 replicates. The power of the different tests is presented as a function of this distance. Power at level \( \alpha = 5\% \) was estimated from the simulations as the proportion of \( P \)-values less than \( \alpha \). Coverage probability is closely related to power because it is the probability that the generating model be included in the confidence set 1 – Power(\( D_{KL} = 0 \)). The objective of a test is usually that its coverage probability is greater than \( 1 - \alpha \).

**Results**

**Bayesian Selection of Topologies**

Depending on the model of evolution assumed during the Bayesian analyses, the Markov chains converged to different stationary distributions over the topology space. Under JC69, only two topologies were sampled at stationarity: \( p(T_1 | X) = 0.71 \) and \( p(T_2 | X) = 0.29 \). These topologies, labeled as in Figure 1, both support scenario B. Under a more complicated substitution model (HKY85 + \( \Gamma \)), the number of parameters is increased so that the variance of the estimates is also increased. As a result, the Markov chain Monte Carlo algorithm is then expected to sample more topologies at stationarity. However, the chains converged to a different set of topologies than obtained under the simpler JC69 model. Nine topologies were sampled with a frequency >1%. Numbered \( T_3 \) to \( T_{11} \) (Fig. 1), their respective posterior probabilities were estimated as \( p(T_3 | X) = 0.23 \), \( p(T_4 | X) = 0.19 \), \( p(T_5 | X) = 0.11 \), \( p(T_6 | X) = 0.10 \), \( p(T_7 | X) = 0.06 \), \( p(T_8 | X) = 0.05 \), \( p(T_9 | X) = 0.04 \), \( p(T_{10} | X) = 0.01 \), and \( p(T_{11} | X) = 0.01 \). Unlike analyses under JC69, all the analyses under HKY85 + \( \Gamma \) support scenario C. Specification of the model of evolution has an important effect on (Bayesian) selection procedures, yet no analysis showed any support for scenario A. To include this
FIGURE 1. The 12 trees included in the analysis. Branch lengths were estimated by ML under the REV + Γ substitution model. Three lineages of seed plants are indicated: Ag = Angiosperms; Gn = Gnetales; Gy = Gymnosperms. The relative positions of these lineages sustain one of the three biological scenarios: A (Anthophyte: T₀), B (Gnetale: T₁ and T₂), or C (Gymnosperm: T₃–T₃₁).
scenario in the power analyses below, topology $T_0$ (Fig. 1) was randomly selected.

**Sensitivity of Phylogenetic Tests to Specification of the Substitution Model**

Separate analyses.—Under a simple substitution model (JC69), each partition strongly rejects one or two scenarios ($\alpha$ level preset at 5%), but different codon positions reject different sets of scenarios (Table 1). The partition grouping first and second codon positions strongly rejects scenarios A and B, but third codon positions strongly reject scenario C. This result is consistent with that of Sanderson et al. (2000), who obtained similar results under a more complicated model (HKY85 + $\Gamma$). Because of the absence of recombination among codon positions, only one scenario should be correct. In this case, an ideal test should either reject the same scenarios or, if the model is terribly misspecified, fail to reject any scenario at a given level. This is not the result obtained, so that all tests are overconfident in choosing the possibly wrong topologies.

Under a more complex model such as REV + $\Gamma$, the selection procedures consistently chose scenario C: Scenarios A and B ($T_0$-$T_2$) are rejected by all the tests for all codon partitions, with the exception of the third codon positions of *psbB* (Table 2). This partition still exhibits conflicting results with respect to the other partitions and among different tests. None of the three scenarios tested can be rejected by the FST and the SH and AU tests, but BP and the FHT both give strong support to scenarios A and B. This result may be caused by particular lineage effects at third codon position, such as heterogeneous $\pi$, not taken into account by the time-homogeneous REV + $\Gamma$ substitution model. However, in this case, where REV + $\Gamma$ fits the data poorly, the selection procedures at the least favorable distribution (FST and SH test) and the AU test appear safe to use because they all fail to reject all the possible scenarios.

For this specific data set, the use of more complex substitution models dramatically affected confidence in a given tree or in a given scenario. However, consistent behavior of the tests is apparent. Regardless of the substitution model, FST and the SH test on the one hand and FHT, the AU test, and the BP on the other hand led to the construction of almost the same confidence sets. Nevertheless, some differences exist, and for the data sets examined here, FST is the most conservative test, and FHT is the most liberal.

**Combined analyses.**—The joint influence of specification of the substitution model and data partitioning

### Table 1. P-values for the separate analysis of the four gene partitions under JC69. Nonsignificant values ($\alpha = 5\%$) are underlined.

<table>
<thead>
<tr>
<th>Tree*</th>
<th>psaA CP12</th>
<th>psbB CP12</th>
<th>psaA CP3</th>
<th>psbB CP3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$ (A)</td>
<td>0.008</td>
<td>0.000</td>
<td>0.014</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (B)</td>
<td>0.031</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (C)</td>
<td>0.029</td>
<td>0.000</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (D)</td>
<td>0.628</td>
<td>0.001</td>
<td>0.009</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (E)</td>
<td>0.061</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (F)</td>
<td>0.305</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (G)</td>
<td>0.529</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (H)</td>
<td>0.668</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (I)</td>
<td>0.384</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*Letters in parentheses are the scenarios supported: A = Anthophyte hypothesis; B = Gnetale hypothesis; C = Gymnosperm hypothesis.*

### Table 2. P-values for the separate analysis of the four gene partitions under REV + $\Gamma$. Nonsignificant values ($\alpha = 5\%$) are underlined.

<table>
<thead>
<tr>
<th>Tree*</th>
<th>psaA CP12</th>
<th>psbB CP12</th>
<th>psaA CP3</th>
<th>psbB CP3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$ (A)</td>
<td>0.017</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (B)</td>
<td>0.041</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (C)</td>
<td>0.041</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (D)</td>
<td>0.551</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (E)</td>
<td>0.481</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (F)</td>
<td>0.470</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (G)</td>
<td>0.523</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (H)</td>
<td>0.445</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (I)</td>
<td>0.511</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$T_0$ (J)</td>
<td>0.868</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*Letters in parentheses are the scenarios supported: A = Anthophyte hypothesis; B = Gnetale hypothesis; C = Gymnosperm hypothesis.*
The tests also have different sensitivities to the specification of the substitution model (Fig. 2). Under correct specification, the power curves of the significance tests are confounded, and the nine topologies corresponding to scenario C are not significantly different, whichever partition or simulation condition is considered (Figs. 2a–d). But when the substitution model used for the analysis is simpler than the generating model (JC69 vs. REV + Γ), the SH and WSH tests become apparently more powerful than the FST (Figs. 2e, 2f), which results in putting overconfidence in a smaller set of trees. The effect of misspecification is actually to decrease the size of the tests, causing them to reject more hypotheses than they should at a given α level. The size of the hypothesis tests is similarly affected when the substitution model is not correctly specified. The size of the AU test seems to be the most sensitive to specification of the substitution model, whereas that of FHT appears to be the least sensitive (e.g., Fig. 2a vs. Fig. 2e and Fig. 3).

Interestingly, the relationship between misspecification and the size of the tests, or their power as a proxy, is complex. Figure 3 shows that test size can be decreased (inflated power) by misspecification (WSH, AU, and BP for simulations under psbB CP12: Figs. 3a, 3b) but can also be increased at high power and decreased at low power (SH, WSH, FST, BP, and AU for simulations under psbB CP3: Figs. 3c, 3d). The exact conditions leading to each of these results are beyond the scope of this paper and are not investigated here. Yet, both FST and FHT appear to be the tests least sensitive to specification of the substitution model; their power curves and the resulting confidence set of tree topologies are little affected by a change of the assumed substitution model (e.g., Fig. 2a vs. Fig. 2e and Fig. 3).

Note that the FDR is not controlled for the FHT (power > α for $D_{KL} = 0$). Previously published tests such as BP, KH, or SH are known to lack control of the FDR, in particular when the true configuration is at the least favorable distribution (Shimodaira, 2002). However, this is not the situation simulated here, and the underlying reason for this lack of control is not clear, although the procedure by Westfall and Young (1993)

(see Yang, 1996) on tests of molecular phylogenies is shown in Table 3. Concatenated sequences under JC69 without taking into account genes and codon position partitions led the SH test and the FST to reject scenario C, consistently with results from the separate analyses. Scenario A is also rejected by the AU test, the BP, and the FHT. However, with the exception of FHT, all the tests fail to reject scenario C for partitioned likelihood analyses, although scenario B is still the most likely.

When a more complex substitution model is considered, the most likely hypothesis is scenario C. All the tests fail to reject scenario B under a simple model (JC69, with the two genes analyzed as one partition or four partitions), but they all reject scenarios A and B under REV + Γ (Table 3). The improvement provided by REV + Γ over JC69 is dramatic ($δ = 2((-24104.42) - (-26270.17)) = 4331.50$; $P < 0.01$) and, as suggested earlier, is due to several factors such as rate heterogeneity among sites and lineages (Sanderson et al., 2000). Jointly, these results suggest that specifying more realistic models of evolution and accommodating heterogeneity among the data can be important for resolving conflicting results.

### Power Analysis of Tree Selection Procedures

Because the reduced null hypotheses under FHT and FST are similar to that of the BP and the SH test, respectively, FHT and BP on the one hand and FST and the SH test on the other hand are expected to have similar power. However, the analysis of the seed plant data showed that the tests examined behave differently in their details, such that FST and the SH test do not in general have identical $P$-values. Results of the power analysis at the 5% level (Fig. 2) suggest that the tests studied here approximately behave according to the two expected patterns: hypothesis tests (BP and FHT) are most powerful, and significance tests (SH, WSH, and FST) are the least powerful (which is why $h_{α, T}$ is “least favorable” under these tests). Results from the AU test, a hypothesis test, appear to be intermediate.

### Table 3. $P$-values for the combined analysis under different substitution models. Nonsignificant values ($α = 5\%$) are underlined.

<table>
<thead>
<tr>
<th>Tree</th>
<th>SH</th>
<th>FST</th>
<th>AU</th>
<th>BP</th>
<th>FHT</th>
<th>SH</th>
<th>FST</th>
<th>AU</th>
<th>BP</th>
<th>FHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>T₀ (A)</td>
<td>0.115</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.148</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>T₀ (B)</td>
<td>0.828</td>
<td>0.999</td>
<td>0.445</td>
<td>0.434</td>
<td>0.402</td>
<td>0.838</td>
<td>0.999</td>
<td>0.573</td>
<td>0.337</td>
<td>0.483</td>
</tr>
<tr>
<td>T₀ (C)</td>
<td>0.000</td>
<td>0.060</td>
<td>0.003</td>
<td>0.000</td>
<td>0.000</td>
<td>0.466</td>
<td>0.999</td>
<td>0.470</td>
<td>0.172</td>
<td>0.000</td>
</tr>
<tr>
<td>T₁ (A)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.787</td>
<td>0.039</td>
<td>0.040</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>T₁ (B)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.123</td>
<td>0.000</td>
<td>0.035</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>T₁ (C)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.123</td>
<td>0.000</td>
<td>0.041</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>T₂ (A)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>T₂ (B)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>T₂ (C)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>T₃ (A)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>T₃ (B)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>T₃ (C)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*Letters in parentheses are the scenarios supported: A = Anthophyta hypothesis; B = Gnetale hypothesis; C = Gymnosperm hypothesis.*
FIGURE 2. Power analysis at the nominal level $\alpha = 5\%$ of the different tree selection procedures. The significance tests (broken lines) are: SH ($\diamond$), WSH ($\triangle$), FST ($\square$); the hypothesis tests (solid lines) are RELL ($\bullet$), FHT ($\blacksquare$), AU ($\bullet$). The abscissa, $D_{KL}$, represents the expected KL distance on a log scale. Data were simulated under REV + $\Gamma$ for the ML estimates of each partition of the seed plant data set. Analyses were performed under either REV + $\Gamma$ (a–d) or JC69 (e–f).
FIGURE 3. Power under the misspecified model of evolution (JC69) as a function of power under the correctly specified model (REV + \( \Gamma \)) for psbB CP12 (a, b) and psbB CP3 (c, d) at the nominal level \( \alpha = 5\% \) for the tree selection procedures. (a, c) Significance tests: SH (♦), WSH (△), FST (□). (b, d) Hypothesis tests: RELL (♦), FHT (■), AU (•). The broken lines represent the bisector line (no bias).

is known to control FDR only approximately. All the other tests have power at \( D_{KL} = 0 \) less than the nominal level \( \alpha = 5\% \). Indeed, the distribution of the \( P \)-values of, for example, the WSH test for the generating tree is extremely skewed to the right (not shown), with an average at 0.95 and no values <0.48. This excellent coverage occurs in particular when the true configuration is not at the least favorable distribution, i.e., when a few trees are much better than the other ones (Shimodaira, 2002), which is the situation simulated here.

**DISCUSSION AND CONCLUSIONS**

Because the tree topology is not a proper statistical parameter (Yang et al., 1995), deciding whether some prespecified topologies are significantly different is difficult. The phylogenetic literature already contains a number of methods for assessing phylogenies. The choice is all the more confusing because these methods generally give different \( P \)-values (Goldman et al., 2000; Whelan et al., 2001). Goldman et al. (2000) suggested that these different results may be due to different forms of the null hypotheses and/or to the larger power of parametric tests and their stricter dependence on a substitution model.

The two tests presented here are both based on information theoretic arguments and only differ by how their common composite null hypothesis is reduced to their respective simple null hypotheses. All other specificities (estimation of the distribution of their test statistics under \( H_0 \) by nonparametric bootstrap or \( P \)-value adjustments for multiple comparisons) are identical in both tests. The results obtained here, in particular with respect to the power of these tests, suggest that the exact form of the null hypothesis explains an important part of the difference between different tests. Indeed, the tests described are either very conservative (FST) or very powerful (FHT). This distinction is also supported by a comparison of tests similarly constructed in a Bayesian framework (Aris-Brosou, 2003).

Specifically, the reduction of the composite null hypothesis (that the \( k \) prespecified topologies are equidistant from the true topology) to a simple hypothesis at the least favorable distribution leads to tests such as the FST or the SH test, which are least powerful (Lehmann, 1986:104). Because \( H_0 \) at the least favorable distribution
is tested against each topology, these tests are distinct from pure significance tests as described by Steel et al. (1995) under a parsimony approach and by Bar-Hen and Kishino (2000) under a likelihood approach. The aim of the latter tests is to test whether there is enough information in the data to reconstruct a phylogenetic tree, whereas the FST and the SH test aim at constructing a confidence set of topologies close to the true topology at the least favorable distribution for a given significance level. Because estimation of the least favorable distribution depends on which topologies are considered, both the FST and the SH test are sensitive to the number of trees included in the analysis. However, although both tests have equivalent null hypotheses and correct for selection bias, they differ in their reliance on a different bootstrapping approach. The FST corrects the statistics $s^*_i$ to conform to the null hypothesis (Hall and Wilson, 1991), whereas the SH test corrects the resampling strategy to conform to the null hypothesis (see Tibshirani, 1992; Nick Goldman, pers. com., 2002). Although the FST intrinsically adjusts $P$-values for multiple comparisons, its power is similar to that of the SH and WSH tests, at least when the substitution model is correctly specified. Thus, the $P$-value adjustments, which result in an increased computational burden, may not be justified for these tests. The significance level of tests at the least favorable distribution is indeed implicitly adjusted (e.g., Shimodaira, 1998).

Alternatively, when the composite null hypothesis is reduced to the density under $T_{ML}$, the test obtained, the FHT, is equivalent to the BP and aims at deciding which topology is correct. Posterior probabilities and the Bayesian version of the FHT also answer the same question (Aris-Brosou, 2003). The power gained over the BP highlights the importance of correcting for multiple comparisons in the case of paired hypothesis tests (Westfall and Young, 1993). However, the quest for tests that are more powerful (e.g., Lehmann, 1986:72) may be questioned, in particular when greater power is obtained at the expense of enlarging the rejection region for trees unduly close to the null hypothesis (e.g., Perlman and Wu, 1999). Phylogeneticists are faced by multifaceted questions for which the pairwise structure of such hypothesis tests may not be adequate.

Taking the geometry of the sample space into account may help obtain more accurate assessments (Efron et al., 1996; Shimodaira, 2002). Although the AU test proved here to be somewhat sensitive to model specification in some cases (Fig. 3), it turned out to be much safer than any other hypothesis test. As noted previously (Buckley, 2002), the relationship between power and misspecification is complex. The simulations carried out here show that when the data are generated and analyzed under homogeneous Markov models, the size of the tests can be affected by model specification.

More generally, a possible difficulty with frequentist approaches to comparing topologies is their treatment of nuisance parameters and, as shown here, their dependence on an estimated log likelihood, namely $p(T_{\theta_i}, X)$, where the uncertainty about the nuisance parameters $\theta$ is disregarded. By marginalizing nuisance parameters to actually compare $p(X | T_i) = \int_{\theta} p(X | \theta_i, T_i) p(\theta | T_i) d\theta$ for different $T_i$ (the same prior distribution is set for the different $\theta_i$), the Bayesian approach offers a more natural solution to the problem of topology, independent of $\theta$ (e.g., Aris-Brosou, 2003). On the other hand, computing $p(X | T_i)$ is challenging, and the estimator based on the harmonic mean of the likelihoods (or $e^{\hat{\theta}_i, T_i | X}$) sampled from the posterior distribution, although attractive for its relative computational ease, may be unstable (e.g., Raftery, 1996; Aris-Brosou, 2003). Alternative estimators (Chib and Jeliazkov, 2001) or measures such as the deviance information criterion (Spiegelhalter et al., 2002) should be evaluated. However, integrating $\theta$ out makes selection procedures more dependent on a specific model of molecular evolution, because the model itself is not integrated out. This may explain the greater sensitivity of Bayes topology selection procedures to the assumed model (e.g., Aris-Brosou, 2003). Bayesian model averaging (Hoeting et al., 1999) may be an attractive solution, but it demands that realistic models be built.

The dependence on simple models of evolution appears as a major difficulty in phylogenetic inferences, because (1) liberal selection procedures may give overconfidence in a small set of topologies and (2) misspecification of the substitution model may decrease the size of the test. Although these problems may not appear important for simulated data (e.g., Fig. 2), such a reduction of confidence sets may be problematic when the assumed model of evolution is so wrong that the method becomes inconsistent or “positively misleading” and converges to an atypical topology. This risk has been emphasized by previous studies (e.g., Steel et al., 1993; Huelsenbeck et al., 1996; Buckley, 2002). Here in particular, the choice of too simple a model to estimate the origin of the seed plants led with high confidence to a conclusion similar to that suggested by the use of more complex models of molecular evolution. In the case of psaA and psbB, partitioning the likelihood (Yang, 1996) over data that proved heterogeneous (high among-site rate variation, different transition to transversion rate ratios and base frequencies; see Sanderson et al., 2000) led to more consistent results across genes and codon partitions. While heterogeneity across partitions may result in incorrect estimations (Bull et al., 1993; Steel et al., 1993), partitioning the likelihood by keeping branch lengths proportional across partitions led here to consistent estimation. This result, although intellectually satisfying, may suggest that partitioning the likelihood improved on merely combining data in the case of the seed plants studied here, which may be a general result (Pupko et al., 2002). Such heterogeneous models, recently implemented in a Bayesian framework (Ronquist and Huelsenbeck, 2003), are likely to facilitate the analyses of large data sets and improve on their efficiency. However, factors other than heterogeneity over the data exist, as suggested by the unresolved discrepancy at the third codon positions of psbB. One general possibility is heterogeneity over lineages (see...
Yang and Roberts, 1995; Huelsenbeck and Bull, 1996), such as variable rates ($\kappa, \alpha$) or nucleotide compositions, resulting in branch attractions when homogeneous models are used to estimate the phylogeny (e.g., Steel et al., 1993).

In order to avoid putting overconfidence in a small and possibly spurious set of topologies based on the results of any of the tests discussed, more effort should probably be directed toward improving analysis schemes and current models of evolution (Huelsenbeck and Bull, 1996; Ronquist and Huelsenbeck, 2003). In the meantime, conservative approaches where the null hypothesis is taken at the least favorable distribution (Shimodaira and Hasegawa, 1999) may be safer (Shimodaira, 2002; Aris-Brosou, 2003), even if they are the least powerful.
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