The effect of compositional heterogeneity in sequence data on phylogenetic inference was first identified as a potential problem in the late 1980s and early 1990s (Chang and Campbell, 2000; Conant and Lewis, 2001; Foster and Hickey, 1999; Hasegawa et al., 1993; Klenk et al., 1994; Lockhart et al., 1992a, 1992b; Loomis and Smith, 1990; Olsen and Woese, 1993; Penny et al., 1990; Sogin et al., 1993; Tarrío et al., 2001; Van Den Bussche et al., 1998; Weisburg et al., 1989), and by 1993 the first methods had been developed to measure the extent of the problem (Lockhart et al., 1993, 1994; Steel et al., 1993, 1995) or to overcome it (Foster, 2004; Galtier and Gouy, 1995, 1998; Galtier et al., 1999; Gu and Li, 1996, 1998; Lake, 1994; Steel, 1994; Steel et al., 1993, 1995; Tamura and Kumar, 2002; Yang and Roberts, 1995). It is now widely accepted that compositional heterogeneity in aligned sequence data can mislead methods commonly used to infer phylogenetic trees, but it is still unclear (i) why phylogenetic studies based on the LogDet (or paralinear) distance (Lockhart et al., 1994; Steel, 1994) sometimes fail to recover the expected tree topology from compositionally heterogeneous alignments (e.g., Foster and Hickey, 1999; Tarrio et al., 2001), and (ii) how much compositional convergence is necessary before the phylogenetic methods fail to recover the correct topology. Using Monte Carlo simulations to address the second point, Conant and Lewis (2001) concluded that “rather extreme amounts of convergence are necessary before parsimony begins to prefer the incorrect tree.” Other simulation studies have reached similar conclusions (e.g., Galtier and Gouy, 1995; Rosenberg and Kumar, 2003; Van Den Bussche et al., 1998). Based on the study by Galtier and Gouy (1995), it would appear that it is safe to use DNA for phylogenetic inference as long as the difference in GC content is less than 8% to 10%. This implication, however, may simply be the product of the relative length of the internal edge. Here we investigate this issue and show that compositional heterogeneity in sequence data increases the difficulty with which short internal edges can be inferred using the maximum-parsimony method, the maximum likelihood method with an F81 model of nucleotide substitution, and the neighbor-joining method with distances estimated using the Jukes-Cantor model of nucleotide substitutions. We also show that the neighbor-joining method, with distances estimated using the LogDet method, has no difficulty in inferring the internal edge under conditions where the three other methods failed, and we conclude that as the number of sequences in phylogenetic data increases, so does the potential problem caused by compositional heterogeneity, and the need to assess whether the assumption of compositional homogeneity is violated by the data intended for phylogenetic analysis.

**MATERIALS AND METHODS**

**Sequence Data**

We tested the ability of four phylogenetic methods to recover the correct topology by analyzing data sets generated by Monte Carlo simulation using the program Hetero (Jermiin et al., 2003). During these simulations, the diverging nucleotide sequences were allowed to become increasingly GC-rich along the edges $a$ and $d$, and increasingly AT-rich along the edges $b$ and $c$ (Fig. 1). One thousand alignments of 10,000 nucleotides were generated on trees with a fixed root-to-tip distance (0.5 time units) but with different internal edge lengths ($c + f = 0.01, 0.025$, and 0.05 time units). In other words, if the first divergence (i.e., AB|CD) took place 100 million years ago, then the study aims to determine how likely it is to infer this event when the two subsequent divergences (i.e., A|B and C|D) took place 1.0, 2.5, or 5.0 million years later.
Phylogenetic Analyses

Phylogenetic trees were inferred from the simulated data using the following methods from the PHYLIP program package (Felsenstein, 2002): (i) the maximum-parsimony method (Fitch, 1971); (ii) the maximum-likelihood method with an F81 model of nucleotide substitution (Felsenstein, 1981); (iii) the neighbor-joining method (Saitou and Nei, 1987) with JC-corrected distances (Jukes and Cantor, 1969); and (iv) the neighbor-joining method with LogDet distances (Lockhart et al., 1994). When alternative options were available during the phylogenetic analyses, we allowed all sites to evolve at the same rate and used a transition-transversion ratio of 0.5. In so doing, we analyzed the data in a manner that is consistent with the evolutionary processes that gave rise to these data; it also ensures that our results will not be confounded by the other factors that are known to bias phylogenetic estimates, such as among-site rate variation (Yang, 1996a).

RESULTS AND DISCUSSION

Phylogenetic Results Inferred Assuming Compositional Homogeneity

When the internal edge length was 0.05, the maximum-parsimony method recovered the true tree topology every time even though some compositional differences existed in the sequence data (Fig. 2). However, when the difference in the GC content exceeded ~9%, the frequency of recovering the correct tree topology dropped sharply and reached 0% when the difference in the GC content exceeded ~15%. When the internal edge length was halved to 0.025, the same pattern of successful phylogenetic recovery was observed but this time the transition from 100% to 0% occurred between ~4% and ~12% difference in the GC content. In other words, the length of the internal edge determined the probability of recovering the correct tree topology when compositional differences were present in the data. Reducing the internal edge length further to 0.01 produced results corroborating this observation, but they also showed that the maximum-parsimony method was not always able to infer the correct topology, even though the compositional differences might be extremely small. This last result is consistent with our expectations.

When the maximum-likelihood method was used to analyze the data, similar results were obtained, but there was a tendency for the maximum-likelihood method to recover the correct topology more frequently than the maximum-parsimony method, especially when a large compositional difference was present in the data (Fig. 2). Similar results were obtained when the neighbor-joining method was used to analyze matrices of JC-corrected distances. Notwithstanding the small differences in performance of these phylogenetic methods, it is clear that the probability of recovering a correct internal edge of a given length depends on the size of compositional difference in the sequence data used to estimate the phylogeny; shorter internal edges are more difficult to infer from sequence data than the longer internal edges, particularly when there is compositional heterogeneity in the data.

The results presented above show that three of the most commonly used phylogenetic methods are unable to recover the correct tree topology when compositional heterogeneity is present in the phylogenetic data—in so doing, they corroborate earlier results (e.g., Galtier and Gouy, 1995). However, the results outlined above also show that the chance of recovering a correct tree topology, from a data set with a given compositional
FIGURE 2. Results showing the rate of recovery of the correct phylogenetic tree as a function of phylogenetic method; the true length of the correct internal edge; and the observed average difference in GC content between A and D versus B and C. The legend in the top right corner refer to the length of the internal edge. Abbreviations: MP = maximum-parsimony method; ML = maximum-likelihood method; NJ-JC = neighbor-joining method (distances corrected using the Jukes-Cantor method); NJ-LogDet = neighbor-joining method (distances based on the LogDet method).

difference, decreased with the length of the correct tree’s internal edge, which, although perhaps being obvious in hindsight, is still an important finding because it counters an emerging trend of considering compositional heterogeneity as a minor problem in phylogenetic inference (Rosenberg and Kumar, 2003; Van Den Bussche et al., 1998). Interestingly, the results presented above corroborate the observation made by Conant and Lewis (2001) that “convergence in nucleotide composition is exacerbated by small internal branch lengths.” However, Conant and Lewis did not elaborate on the important implications of their observation—instead, they concluded that “extreme combinations of substitution rates, transition/transversion bias, and equilibrium frequencies are required before parsimony is expected to fail.”

Phylogenetic Results Inferred Assuming a General Model of Nucleotide Substitution

When the matrices of LogDet distances were used to infer neighbor-joining trees, the results were remarkably different—compositional heterogeneity did not affect the performance of this phylogenetic method; it recovered the correct topology nearly every time and it was only when the true internal edge was short that the frequency of successful phylogenetic recovery fell below 100% (Fig. 2). This observation is particularly interesting because several studies of empirical data have led to concern about the conditions under which the LogDet method will deal correctly with compositional heterogeneity (e.g., Chang and Campbell, 2000; Conant and Lewis, 2001; Foster and Hickey, 1999; Tarrio et al., 2001); indeed, Tarrio et al. (2001) concluded that the LogDet method “cannot completely overcome the distorting effects of the compositional variation that exists among the species of the Drosophilidae,” whereas other authors suggested that other factors, such as rate heterogeneity among lineages (Foster and Hickey, 1999) and among sites (Conant and Lewis, 2001), might have biased the phylogenetic estimate. Lockhart et al. (1998) and Steel et al. (2000) have also noted the potential problem and added complexity caused by evolving distributions and proportions of variable sites; this should be investigated.

A simpler explanation is that some of the internal edges in the true tree, in fact, may be very short. Only Conant and Lewis (2001) showed their trees with inferred edge lengths included, and the lengths of these internal edges were indeed very short in each case; clearly, it cannot be ruled out that short internal edges in the true tree have added an additional degree of complexity to the above-mentioned studies by Foster and Hickey (1999), Chang et al. (2000), Conant and Lewis (2001), and Tarrio et al. (2001).

Implications and Consequences of the Results

The results outlined above are important because the edge lengths chosen for the tree used to generate the data are similar to those inferred in many phylogenetic studies (see e.g., Conant and Lewis, 2001) and because the compositional differences generated by Monte Carlo simulation in the present study are found in many phylogenetic data sets, particularly those derived from the metazoan mitochondrial genome (see e.g., Jermiin et al., 1994). Hence, we can assume that our conclusions are relevant to empirical studies.
Given an outgroup, the lengths of the true internal edges will become smaller (on the average) when the number of ingroup taxa in the phylogenetic data increases. Consequently, it will become more difficult to estimate the internal edges, particularly when compositional heterogeneity exists in phylogenetic data, as shown by the results outlined here. Our study therefore sends a much more cautionary signal than those based on previous simulation studies (see e.g., Conant and Lewis, 2001; Galtier and Gouy, 1995; Van Den Bussche et al., 1998).

The results outlined above highlight the advantage and disadvantage of the LogDet method; i.e., that it is more likely than the other three phylogenetic methods to recover the true topology from compositionally heterogeneous alignments of sites that have evolved at the same rate, and that the probability of inferring the true topology using this method, like the other phylogenetic methods, is less than 100% when internal edges in the true tree are very short. This observation is consistent with research by Baake and von Haeseler (1999), which shows that the Logdet distance is tree-additive, and so will infer the right topology under the Markov model.

One implication of the results presented above is that phylogenetic research may face increasingly large problems when the number of sequences in phylogenetic data is increased and there is compositional heterogeneity in the data. One way to tackle this problem would be to minimize the number of taxa in these data but this is unlikely to happen, because there is a justified, omnipresent tendency to study increasingly large data sets. The problem must be solved in a different manner, if possible, because by reducing the number of sequences we may lose important information with bearings on, for example, the modelling of among-site rate variation and invariable sites.

Another implication of the results presented above is that there is a need for more flexible methods to infer trees from compositionally heterogeneous data. Tentative measures to develop such methods have already been taken (see e.g., Foster, 2004; Galtier and Gouy, 1995, 1998; Galtier et al., 1999; Gu and Li, 1996, 1998; Lake, 1994; Lockhart et al., 1994; Steel, 1994; Steel et al., 1993, 1995; Tamura and Kumar, 2002; Yang and Roberts, 1995) but, because phylogenetic trees increasingly are inferred from concatenated alignments of genes or proteins (see, e.g., Waddell et al., 1999), there is an increasing need for phylogenetic methods and programs that allow a user to consider gene- and site-specific differences in the nucleotide (or amino acid) content, the rates of change, and the distribution and proportion of invariable sites. Methods that go some way towards providing this degree of flexibility are still relatively rare but some have been implemented in the following phylogenetic programs: PAML (Yang, 1996b), PAUP* (Swofford, 2001), MrBayes (Huelsenbeck and Ronquist, 2001), and p4 (Foster, 2004).

**Methods for Assessing Compositional Heterogeneity**

Our results highlight the importance of assessing the compositional heterogeneity of phylogenetic data as the number of sequences increases. There are several methods to assess compositional homogeneity in sequence data—they fall into four categories.

1. **Methods belonging to the first category** use Monte Carlo simulations or the multinomial distribution to obtain sequence-specific estimates of the standard deviation of the mean nucleotide or amino acid content; these estimates are then compared using graphs or tables (Lanave et al., 1984, 1986). Although these methods have some appeal due to their simplicity, they are of limited value for surveys of big data sets, and more appropriate methods are now available (see below). Invariant sites can, and should be, removed before these methods are used; the biasing effect of these sites on estimates of the mean and standard deviation does not appear to have been realized by those who employed this method (e.g., Hashimoto et al., 1994, 1995; Saccone et al., 1989).

2. **Methods belonging to the second category** compare the nucleotide or amino acid content from different sequences using a homogeneity test of an $n \times m$ contingency table, where $n$ is the number of sequences in the alignment and $m$ is the size of the alphabet (usually, $m = 4$ and 20 for nucleotides and amino acids, respectively). Some of these methods compare all the sequences at once (e.g., von Haeseler et al., 1993), whereas other methods compare all (e.g., Preparata and Saccone, 1987) or some (e.g., Dowton and Austin, 1997) of the pairs of sequences. Swofford’s (2001) program, PAUP*, implements this category of methods for $n \geq 2$ by allowing users to choose which sequences to include in the assessment of compositional homogeneity. Tree-Puzzle (Schmidt et al., 2002; Strimmer and von Haeseler, 1996) also implements this category of methods but unlike PAUP*, it compares the composition of each sequence to the unweighted average composition across all $n$ sequences. Apart from PAUP*, none of these methods or programs considers the biasing effect of invariable sites, and more appropriate methods (see below) are now available.

3. **Methods belonging to the third category** compare the nucleotide or amino acid content in pairs of sequences using matched-pairs tests of homogeneity; therefore they are the most appropriate methods to test for violation of the assumption of stationarity. Tavaré (1986) is likely to have been the first person to have realized this, and he cited several useful papers. Among these papers, he highlighted Bowker’s (1948) test for symmetry and Stuart’s (1955) test for marginal symmetry, but without explaining why one might want to use both tests. Nonetheless, he did point out that it is possible to have marginal symmetry without having symmetry, thus suggesting that Bowker’s (1948) test is superior to Stuart’s (1955) test when violation of the assumption of stationarity is of concern. Bowker’s (1948) test for symmetry has been used repeatedly (see, e.g., Lanave and Pesole, 1993; Waddell et al., 1999; Waddell and Steel, 1997), and so has Stuart’s (1955)
test for marginal symmetry (see, e.g., Waddell et al., 1999); however, in the latter case, the variances and covariances were unfortunately ignored, so the test results are most likely somewhat biased. The reason why this category of methods is more appropriate than the other methods is that the matched-pairs tests consider the alignment on a site-by-site basis. A generalized version of Stuart’s (1955) test for marginal symmetry is now available (Rzhetsky and Nei, 1995), but the value of this more recent version may be limited because it is still possible to have marginal symmetry without symmetry (see above); moreover, it does not allow users to identify the offending sequence(s).

4. The fourth category of methods for assessing compositional homogeneity includes a single method (Kumar and Gadagkar, 2001a, 2001b). In this method, a disparity index is calculated on the basis of (i) the frequency of the $i$th nucleotide (or amino acid) in sequence $X$, (ii) the frequency of the $i$th nucleotide (or amino acid) in sequence $Y$, and (iii) the number of sites where $X$ and $Y$ differ, and a Monte Carlo simulation is employed to determine whether the disparity index for the sequences is above the level of significance. The method was shown to be better than the classical $\chi^2$-test (i.e., one belonging to the second category of methods) but since it is not based on the two-way tests of homogeneity, it should be used with caution. Alternatively, we recommend the matched-pairs tests described above.

**CONCLUDING REMARKS AND RECOMMENDATIONS**

We have examined the effect of only one factor confounding phylogenetic inference, and there are many others to consider, such as rate heterogeneity among lineages and among sites, heterogeneity in the distributions and proportions of invariant sites (covarion and covariotide evolution), and correlated evolution among sites. Each of these confounding factors can be regarded as separate problems in their own right but may nonetheless interact constructively or destructively in the recovery of an historical signal. They may, in fact, explain some of the discrepancies between results obtained from analyses of simulated and empirical data sets. Ho and Jermiin (2004) have so far shown that the joint effect of rate heterogeneity among lineages and compositional heterogeneity can have extremely complex, and in some cases unpredictable, effects on phylogenetic estimates, both in terms of tree topology and the estimation of edge lengths.

In the light of this, and with reference to published (e.g., Foster and Hickey, 1999; Foster et al., 1997; Jermiin et al., 1994) and unpublished research (Ho and Jermiin), we suspect the problem of compositional heterogeneity among sequences may be far more widespread than previous research has indicated; hence, we recommend that the assumption of compositional homogeneity be assessed prior to phylogenetic analyses of nucleotide or amino acid sequences, as already suggested by several authors (e.g., Kumar and Gadagkar, 2001b; von Haeseler et al., 1993). If the assumption of compositional homogeneity is violated, then we recommend that phylogenetic data be analyzed using general models of nucleotide (or amino acid) substitution designed to accommodate this bias (see, e.g., Foster, 2004; Galtier and Gouy, 1995, 1998; Galtier et al., 1999; Gu and Li, 1996, 1998; Lake, 1994; Lockhart et al., 1994; Steel, 1994; Steel et al., 1993, 1995; Tamura and Kumar, 2002; Yang and Roberts, 1995).

Finally, we recommend that much stronger emphasis be given to extending the length of sequences in phylogenetic data sets, rather than increasing the number of taxa, as this will allow reliable identification of true internal edges, even when they are comparatively short.
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