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ABSTRACT

Regardless of extensive researches on hydrologic forecasting models, the issue of updating the outputs from forecasting models has remained a main challenge. Most of the existing output updating methods are mainly based on the presence of persistence in the errors. This paper presents an alternative approach to updating the outputs from forecasting models in order to produce more accurate forecast results. The approach uses the concept of the similarity in errors for error prediction. The K nearest neighbor (KNN) algorithm is employed as a similarity-based error prediction model and improvements are made by new data, and two other forms of the KNN are developed in this study. The KNN models are applied for the error prediction of flow forecasting models in two catchments and the updated flows are compared to those of persistence-based methods such as autoregressive (AR) and artificial neural network (ANN) models. The results show that the similarity-based error prediction models can be recognized as an efficient alternative for real-time inflow forecasting, especially where the persistence in the error series of flow forecasting model is relatively low.
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INTRODUCTION

Inflow forecasts are a fundamental requirement for managing water resources systems and the successful operation of river-reservoir systems. Increased computer capacity has led to the increased use of hydrological models in forecasting. Along with sophisticated models and longer time series, also the data acquisition systems that are used to collect real-time hydrologic data have improved and made it possible to use up-to-date information from basins in real-time forecasting.

The forecasting models that operate in real-time are often supported by observed inflow or water level at the time of forecasting. This feedback process of assimilating the measured data into the forecasting procedure to improve the performance of a real-time forecasting system is referred to as updating (Refsgaard 1997). The updating procedures may concentrate on input variables, state variables, model parameters, and output variables depending on the variables modified during the feedback process (World Meteorological Organization (WMO) 1992; Refsgaard 1997).

If forecasting interest is limited to only a few variables at some specific locations with a high degree of accuracy and for a considerably long forecast lead-time, a data assimilation scheme based on the updating of output variables may be the most suitable approach (Babovic et al. 2001). The key advantage of an output updating procedure is the simplicity of its application in a totally automated way to any flow forecasting model (hereafter called primary model), without any need to alter its structure and physical meaning, or its operational implementation (Brath et al. 2002). This method, which is often called error prediction, has been widely used in different fields of real-time forecasting as well as in inflow forecasting. In this method, an error prediction model is provided in the updating mode to estimate the errors likely to occur in the next
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time step without addressing the contribution of the different sources of error. The predicted error is then added as a correction to the corresponding forecast of the primary model (hereafter called simulated flow) to provide the updated forecast. The primary model, operating together (i.e., coupled) with its output forecast updating procedure, is known as a real-time forecasting model (Becker & Serban 1990). In real-time inflow forecasting, incorporating the knowledge of the prediction errors of the past forecast to the forecasting models of different horizons can greatly improve performance of models (Khu et al. 2001). As the corrections are made by the difference between the simulated and observed values (hereafter called simulation errors), the flow data have to be highly reliable (Lundberg 1982).

Error prediction methods can be applied to any type of forecasting model since they are based on the time series modeling of the forecast error series (Bell & Moore 1998).

The most widely used models in error prediction are linear models such as the autoregressive (AR) and autoregressive moving average (ARMA) models in which the error prediction at each time step is assumed to be a linear function of the errors obtained from previous time steps (Shamseldin & O’Connor 1999; Toth et al. 1999; Xiong & O’Connor 2002; Xiong et al. 2004; Goswami et al. 2005). Along with traditional linear stochastic models, nonlinear time series models such as artificial neural networks (ANNs) have been applied for error prediction (Shamseldin & O’Connor 2001; Brath et al. 2002; Xiong & O’Connor 2002; Abebe & Price 2005; Goswami et al. 2005). Genetic programming (GP) as a nonlinear prediction method has also been used for real-time inflow forecasting (Khu et al. 2001, 2004). In addition to error prediction method, other types of output updating procedures have been used in which previously observed data along with forecasted inflows are used as inputs for a linear or nonlinear prediction model to produce directly updated inflow forecasts (Xiong et al. 2004; Goswami et al. 2005).

Output updating processes in these models are based on the presence of persistence (hereafter called persistence-based models) in the error series of forecasting models. These approaches may result in reliable forecasts if the structure of the simulation-mode forecast error time series exhibits high persistence (Xiong & O’Connor 2002).

As outlined, in the persistence-based models, the simulation errors in latest time steps are an indisputable part of these models and are used as the inputs to the error prediction models. In comparison with the persistence-based methods, this study takes advantage of the concept of similarity in the errors and develops similarity-based models for error prediction. The similarity-based error prediction models, as addressed in this paper, estimate the current error based on the most similar errors to the state of the current time step. Conceptually speaking, the similarity-based error prediction models assume that the current error will be close to the values of the similar simulation errors. The similar error cases for current time step can be found from historical error cases set according to the similarity degree between them and the historical error cases. The premise behind the similarity-based models for error prediction is that they can mimic what has happened in the past under situations similar to the current time. In fact, in these models, it is expected that the similar input variables to the flow forecasting model produce more or less similar outputs and hence relatively similar errors. In this regard, the K nearest neighbor (KNN) algorithm, which is one of the most popular algorithms in pattern recognition, can be a proper choice to be used as a similarity-based error prediction model. KNN is based on the similarity assumption and prediction is made by the finite number of similar neighbors. In previous studies, KNN has been frequently applied for the non-updating mode of flow forecasting (Karlsson & Yakowitz 1987; Yakowitz 1987; Galeati 1990; Shamseldin & O’Connor 1996; Solomatine et al. 2008; Wu et al. 2009; Akbari et al. 2011).

The traditional KNN selected as the similarity-based error prediction model suffers from a main drawback when compared with the persistence-based error prediction models. While the persistence-based models use new information in the form of the latest forecast errors, the traditional KNN model is based only on historical calibration data where search is done for neighbors. In other words, the traditional KNN model does not take any advantage from the new observations. To overcome this deficiency, two other forms of KNN model are developed and investigated in this study in which the new observations are imported into the search space. The role of the new data to be utilized in data-driven models has previously been
investigated in other models like the ANN and adaptive neural fuzzy inference system models (Xiong et al. 2004; Akbari et al. 2009). Application of the proposed approach to two large catchments in Iran shows that the similarity-based error prediction models may be addressed as an efficient alternative for real-time inflow forecasting, especially where the error persistence in flow forecasting model is relatively low. The rest of the paper is organized as follows: in the first section the structure of real-time inflow forecasting is expressed. The study employs an ANN model as the primary model in the simulation mode for flow forecasting, and thus the ANN model is then described. Different error prediction models including earlier persistence-based and developed similarity-based models in the updating mode are also explained. In the next section, case studies are introduced and then the ANN model is used to simulate inflow series and, subsequently, all updating models are employed to update the flow estimates of the ANN model. Finally, discussions and conclusions are made on the basis of comparing the results from the different updating models.

METHODOLOGY AND MODELS

Real-time inflow forecasting

In order to develop a model for real-time inflow forecasting, a flow forecasting model is needed as a primary model and an error prediction model in the updating mode. The procedure of integrating the primary model and error prediction model can be expressed as follows and shown in Figure 1. First, the simulation errors of the primary model are obtained as:

\[ e(t) = Q(t) - \hat{Q}(t) \]  

where \( e(t) \) denotes the simulation error of the selected primary model, \( Q(t) \) and \( \hat{Q}(t) \) are the observed and simulated flows, respectively.

The updating model at the current time step is then developed to predict \( e(t) \) and the updated forecast is calculated as:

\[ \hat{Q}(t) = \hat{Q}(t) + \hat{e}(t) \]  

where \( \hat{Q}(t) \) is the updated flow and \( \hat{e}(t) \) is the estimate of \( e(t) \) at time \( t \) (i.e., simulation error).

In the updating mode, the forecasts resulting from the primary model are subsequently modified, or updated, in accordance with the errors observed in the previous forecasts or the ones available in the calibration data set. This study focuses on the methodology how to forecast the simulation error of the primary model.

ANN model: primary model

The ANN model can capture the nonlinear relationships involved in the rainfall–runoff process, an extremely complex physical process, which is not clearly understood (Zhang & Govindaraju 2000). Examples of the applications can be found in such references as Karunanidhi et al. (1994), Hsu et al. (1995), Minns & Hall (1996), Shamseldin (1997), Jain & Indurthy (2003), Rajurkar et al. (2004) and Chau et al. (2005).

Figure 2 shows the general structure of the multi-layer feed-forward neural network used in the present study. Hornik et al. (1989) proved that a single hidden layer network containing a sufficiently large number of neurons can be used to approximate any measurable functional relationship between the input variables and the output variable to any desired accuracy. Thus, the use of a single hidden layer is generally recommended and this recommendation has been adopted in the present study as well as in many
of the applications of the multi-layer feed-forward networks to the field of hydrology and water resources. The main differences among the various types of ANN involve network architecture and the method for determining the weights and the activation functions for inputs and neurons (training) (Caudill & Butler 1992). In the present work, a scaled conjugate gradient algorithm (Moller 1993) is used for training. In addition, one of the most widely used non-linear activation functions, namely log-sigmoidal function, is chosen for the hidden nodes and a linear activation function is employed for the output layer. It is necessary to mention that because the log-sigmoidal function can take on values ranging in the (0,1) domain, a normalization of the values of the input and output variables needs to be done. In this study, the variables are scaled to the range (0,1) by using the original data range of the corresponding variable as a scalar. In addition, this transformation is done to ensure that all variables receive equal attention during the training process (Bowden et al. 2003) and to avoid the numerical difficulties during the calculation (Lin et al. 2006).

The determination of the number of neurons in input and hidden layers is an essential task for each ANN model. In the process of model development, several network architectures with a different number of input neurons in input layer with a varying number of hidden neurons are usually considered to select an appropriate architecture of the network. If $p$ is the number of inputs and $q$ is the number of neurons used in the hidden layer of a three layer ANN model with an output node then the number of the weights optimized in the ANN model is equal to $(p + 1)q + q + 1$.

In this study, apart from the fact that the ANN model is employed as the primary model for flow forecasting in the simulation mode, the ANN is used as one of the persistence-based error prediction models in the updating mode.

**Persistence-based approach for error prediction**

The persistence-based approach uses two of the most commonly used models for error prediction, namely the AR model and ANN model.

The classic model of the persistence-based structure of a time series is the linear univariate AR model. This technique takes advantage of the dependence of model errors by characterizing this dependency through a weighted combination of the most recent prediction errors. Mathematically, this updating model is expressed as:

$$\hat{e}(t) = a_1e(t - 1) + a_2e(t - 2) + \ldots + a_pe(t - p)$$  \hspace{1cm} (3)

in which $a_i$ for $i = 1$ to $p$ are the parameters of the AR model and $p$ is the order of the AR model for error prediction. The order of persistence ($p$) can be investigated by examining the autocorrelation (AC) function of a prediction error time series generated from calibration data and finally is determined in the trial and error tests.

The second persistence-based error prediction model is an ANN model which uses the previous forecast errors (up to the time of making the new forecast) as the inputs to the ANN model as well as the AR error prediction model. The use of the ANN model is prompted to capture possible nonlinear relationships among the forecast error series of the primary model, hence improving the updating performance over the linear AR model (Xiong & O'Connor 2002).

Mathematically, this error prediction model is expressed as:

$$\hat{e}(t) = f_{\text{ANN}}(e(t - 1), e(t - 2), \ldots, e(t - p))$$  \hspace{1cm} (4)
where $f_{\text{ANN}}$ represents the nonlinear structure implied in the ANN model. Clearly, for the ANN updating model, the number of input nodes represent the order of persistence $p$ and output node includes only the single output, $\hat{e}(t)$.

### Similarity-based approach for error prediction

In this approach, the KNN algorithm is used for the error prediction of flow forecasting model, $\hat{e}$. To construct the error prediction model, a set of error calibration data is required. These data may be obtained from the error time series generated from the primary flow forecasting model. The error predicted by the KNN would be close to the target value of the given error test pattern. To predict the primary flow forecasting model, a set of error calibration data is estimated according to the closeness of its data. The similarity or closeness of a query instance (error in this study) is estimated according to the closeness of its feature vector with those of data available in calibration data. For this purpose, some or all of the input variables to the primary flow forecasting model such as previous rainfall and flow variables can be considered as the feature vector elements of the error for determining the similarity.

The traditional KNN combines the target values of $K$ selected neighbors from error calibration data, to predict the target value of the given error test pattern.

A weighted Euclidian norm is usually used to measure the closeness (similarity) of the feature vector of query error ($X_i$) and any feature vector of the calibration data set ($X_i$):

$$d(X_t, X_i) = \sum_{j=1}^{m} w_j^N (x_{ij} - x_{ij})^2$$  \hfill (5)

where $i, j$ are the indices for data (error values) and attributes, respectively, $w_j^N$ is the weight of each attribute, $m$ is the number of attributes, and $x_{ij}$ is the normalized value of $j$th attribute of $i$th error value in the calibration data set. It should be noted that each attribute is normalized to minimize the scale difference. Given the output values of neighbors ($\hat{e}_i$), the predicted output for the test pattern ($\hat{e}_t$) is calculated as follows:

$$\hat{e}_t = \frac{\sum_{i=1}^{K} \frac{w_i^N}{\sum_{i=1}^{K} w_i^N} e_i}{\sum_{i=1}^{K} w_i^N}$$  \hfill (6)

where $w_i^N$ is the weight of each neighbor and $K$ is the number of neighbors. In the simple form of KNN, $w_i^N$ is employed to be $1/K$ and the estimate is the mean value of KNNs. In the modified form of KNN, however, each neighbor is usually given a weight based on the distance between the neighbor and the test pattern. A farther neighbor receives a smaller weight, which reduces its effect on the prediction results compared to other closer neighbors. In this way, some monotonically decreasing kernel functions (i.e., linear, inversion, square inverse, exponential, Gaussian) have been used (Wand & Schucany 1990; Aha & Goldstone 1992; Ruprecht & Müller 1994; Solomatine et al. 2008), which are defined as follows:

1. Linear $w_i^N = 1 - d(X_q, X_i)$
2. Inversion $w_i^N = (d(X_q, X_i))^{-1}$
3. Square inverse $w_i^N = ((d(X_q, X_i))^2)^{-1}$  \hfill (7)
4. Exponential $w_i^N = \exp (-d(X_q, X_i))$
5. Gaussian $w_i^N = \exp (- (d(X_q, X_i))^2)$

Atkeson et al. (1997) claimed there is no clear evidence that a specific kernel function is always superior to others; however, some outperformed others on some data sets (Solomatine et al. 2008). The number of nearest neighbors which should be considered in estimation is a challenging issue itself. Indeed, no well-established methods exist for selecting an optimal $K$ for using the KNN. Wu et al. (2009) adopted $K$ as $m + 1$ in a monthly streamflow prediction model where the attributes were all the lagged monthly streamflows. However, in practice, the number of neighbors is often chosen empirically by cross-validation or domain experts (Kang & Cho 2008). In this study, the KNN is traditionally calibrated off-line using the calibration data set which results in the best kernel function, the optimal number of nearest neighbors, and the weights of attributes ($w_j^N$).

The similarity-based approach for error prediction employs the KNN algorithm in three different models. The difference in the three proposed KNN models is in the database where the search is done for the neighbors. As done traditionally, the first model, (KNN-1), chooses the nearest neighbors among the historical calibration data. The
traditional form of KNN does not take advantage of new observations unlike the persistence-based models which use the latest forecasts. In the real-time inflow forecasting system, when new data become available, they can be considered to be utilized in the KNN model as well as the calibration data set. The second and third models, namely KNN-2 and KNN-3, use the new observations where the search is made for the neighbors. Specifically, in KNN-2, the newly observed data are also supposed to be available for searching the neighbors as well as historical calibration data. The role of new data in this model is twofold. First, they can expand the size of data set used in the KNN model as a data-driven model which can be valuable. Second, it has greater worth, especially if there are some changes in the physical system of a catchment; in this case, KNN-2 can partially reflect these changes by searching the nearest neighbors among the latest observed data in addition to the historical data.

The last model from the similarity-based category (KNN-3) is a KNN model in which only errors in the most recent time steps are used as the neighbors for the error prediction. In fact, this model, as persistence-based models, assumes that persistence is available in the forecast errors and error prediction is made only by the errors in the latest forecasts up to the time of making the new forecast. However, the contribution of the errors in the previous time steps for error prediction, unlike the persistence-based models, is no longer fixed and changes for different time steps in accordance with the closeness of the feature vector of error at the current time step with the ones in the previous time steps.

Thus, this model benefits from both persistence in the errors and the similarities in the feature vectors of the errors. The number of neighbors in this model also represents the order of the persistence in the errors (i.e., $K = p$).

APPLICATION

Study catchments

The data used in this study were taken from the Karoon and Dez catchments located in the southwest of Iran with sizes of about 25,000 and 22,000 km$^2$ and times of concentration about 36 and 23 hours, respectively. There exist two main reservoirs at these catchments, namely the Karoon1 and Dez reservoirs, mainly designed for power generation. Daily reservoir inflow predictions are essential to the operational planning and scheduling of these hydroelectric power systems. In this study, the Soosan and Talezang gauging stations located at the upstream of the Karoon1 and Dez reservoirs, respectively, were taken as examples, and real-time inflow forecasting at these stations for the lead time of 1 day was considered (Figure 3). The rainfall and flow data from some synoptic and hydrometric gauging stations distributed in the catchments are available and can be used as

\[ \text{Figure 3} \quad \text{The Karoon1 and Dez reservoirs and the upstream gauging stations. (Numbers represent the national code number of each gauging station in Iran’s telemetry system.)} \]
inputs for the forecasting models. Table 1 shows the statistical parameters (i.e., minimum value: $X_{\text{min}}$, maximum value: $X_{\text{max}}$, mean: $X_{\text{mean}}$, standard deviation: $S_x$) for the daily flow data sets of the Soosan and Talezang gauging stations. As can be seen from the table, the splitting of the data into calibration and verification data sets has been done so that both data sets have relatively similar statistics. In addition, the periods of verification data for both cases are selected after the periods of calibration data. This is consistent with the role of the new data in the KNN-2 model, as forecasting proceeds in a real system, the new data are obtained. The primary model and the updating procedures are calibrated and verified using the same calibration and verification periods in order to assess improvement in the forecast accuracy for each data set separately.

**Performance criteria: model evaluation**

Numerous statistical goodness-of-fit criteria have been proposed in the literature for evaluating hydrologic modeling results. We consider the Nash–Sutcliffe coefficient of efficiency (NSE) (Equation (8)) (Nash & Sutcliffe 1970) and average absolute relative error (AARE) (Equation (9)) as more common criteria. The Nash–Sutcliffe coefficient of efficiency which provides a measure of the ability of a model to predict values that are different from the mean has the following form:

$$\text{NSE} = 1 - \frac{F}{F_0}$$

$$F = \sum \left( \frac{Q_{\text{observed}} - Q_{\text{predicted}}}{Q_{\text{observed}}} \right)^2$$

$$F_0 = \sum \left( \frac{Q_{\text{observed}} - Q_{\text{mean observed}}}{Q_{\text{observed}}} \right)^2$$

(8)

The initial variance $F_0$ can be perceived as a measure of the performance of a no knowledge model having the mean of the observed flow time series as its flow forecast in all times. Thus, the NSE value is a global measure of comparing the predicted value with the overall mean value. In both the calibration and the verification periods, the initial variance is calculated using the mean flow of the calibration period (Goswami & O’Connor 2010). It should be recognized that although the NSE criterion has frequently been used in the literature for the model evaluation, there is no consensus on what NSE level guarantees a satisfactory performance. Nonetheless, this criterion can be used to compare the relative merits of the models in which the closer the Nash index is to 1, the better the performance of the model.

The AARE is calculated as follows:

$$\text{AARE} = \frac{1}{N} \sum \left( \frac{Q_{\text{observed}} - Q_{\text{predicted}}}{Q_{\text{observed}}} \right) \times 100\%$$

(9)

where $N$ is the number of data used for evaluation. The error statistics based on the percentage error in prediction with respect to observed value (such as AARE) may be better for performance evaluations as they give appropriate importance to all magnitude flows (low, medium, or high) (Jain & Kumar 2007). The coefficient of efficiency, however, tends to give greater attention to the high magnitude flows due to the involvement of the square of the difference between the observed and predicted flows. Therefore, in this evaluation, the errors in estimating low magnitude flows are dominated by the errors in estimating high magnitude flows.

**ANN model for simulation-mode flow forecasting**

As stated earlier, the ANN model is the flow forecasting model selected to estimate flow for each catchment for non-updating simulation mode. In a data-driven model, an important step is the choice of the input variables

### Table 1 | The statistical parameters for the data sets of the Soosan and Talezang gauging stations

<table>
<thead>
<tr>
<th>Gauging station</th>
<th>Calibration</th>
<th>Verification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Period</td>
<td>$X_{\text{min}}$</td>
</tr>
<tr>
<td>Soosan</td>
<td>1994–2000</td>
<td>79.8</td>
</tr>
<tr>
<td>Talezang</td>
<td>1982–1987</td>
<td>0.9</td>
</tr>
</tbody>
</table>

$X$: flow (m$^3$/s).
representing the system to be modeled. The rainfall and flow data from the upstream gauging stations are among the most important variables affecting the inflow to a reservoir and thus may efficiently be used in the data-driven models. Bowden et al. (2005) reviewed different approaches for choosing the input variables for the data-driven models in general with emphasis on the ANN ones. This study employs cross-correlation and mutual information analyses to identify the suitable flow and rainfall variables from upstream gauging stations to be used in the ANN model to form the input patterns and define an appropriate range of the model structures to be investigated. As stated earlier, the networks formed by only one hidden layer are tested. Finally, a trial and error procedure, recommended as the best strategy by Shamseldin (1997), is used to determine the best combination of input variables and also the number of nodes in the single hidden layer for the optimal configuration of the ANN model. Table 2 presents the best configuration of the ANN models for each catchment and the performances of forecasting over calibration and verification data sets. The table shows the predicted discharge of day \( t \) at the Soosan gauging station, namely \( Q_{108}(t) \), will depend on the following variables: the discharges of days \( t-1 \) and \( t-2 \) at the Soosan gauging station (\( Q_{108}(t-1) \) and \( Q_{108}(t-2) \), respectively), the discharges of day \( t-1 \) at the Pol-e-Shaloo, Armand, and Barez gauging stations (\( Q_{237}(t-1) \), \( Q_{231}(t-1) \), and \( Q_{223}(t-1) \), respectively), the rainfall depths of day \( t-1 \) at the Barez and Lordegan gauging stations (\( R_{225}(t-1) \) and \( R_{235}(t-1) \), respectively). Also, it is observed that the predicted discharge of day \( t \) at the Talezang gauging station, namely \( Q_{295}(t) \), is related to these variables: the discharges of days \( t-1 \) and \( t-2 \) at the Talezang gauging station (\( Q_{295}(t-1) \) and \( Q_{295}(t-2) \), respectively), the discharges of day \( t-1 \) at the Tang Bakhtiari, Tang Sezar, Sepid Zaz, and Sepid Sezar gauging stations (\( Q_{295}(t-1) \), \( Q_{291}(t-1) \), \( Q_{287}(t-1) \), and \( Q_{285}(t-1) \), respectively), the rainfall depths of day \( t-1 \) at the Talezang and Sepid Sezar gauging stations (\( R_{295}(t-1) \) and \( R_{285}(t-1) \), respectively). Note that in the case of the Dez catchment, the predicted flow in the current day \( t \) for the Talezang gauging station, namely \( Q_{295}(t) \), depends on the unseen rainfall on the day (\( R_{295}(t) \)).

### Forecast errors analysis

Having determined the forecasts by the ANN model, an analysis of the errors of the simulated flows over calibration data for each catchment was done and the plots of autocorrelation functions of the flow forecast error series are presented in Figure 4.
Analysis of Figure 4 indicates that, in the case of the Karoon catchment, the maximum autocorrelation of the error time series is 0.15 for a 1 day lag and it is close to zero for other lags. These values strongly reject the hypothesis of the presence of the persistence in the prediction error in the Karoon catchment. However, in the case of the Dez catchment, the simulation-mode error series show higher persistence as compared to the Karoon catchment, since the corresponding autocorrelation coefficient values are significantly different from zero. Therefore, one may conclude that the persistence-based updating procedures may improve the forecasts in the Dez catchment, while they may not be so efficient for the Karoon catchment, since these techniques rely upon the presence of the persistence in the prediction errors. In contrast, the similarity-based updating procedures can be expected to perform better in updating than the persistence-based updating procedures, especially for catchments such as the Karoon, where the presence of persistence is not observed.

Implementation of the updating procedures

This section applies the persistence-based and similarity-based procedures for forecasting the simulation error on flows, \( e(t) \). As stated earlier, the order of persistence \( (p) \) for the AR and ANN updating models is first investigated using AC function of a prediction error time series generated from the calibration data and finally determined by trial and error tests. Based on the results of the AC functions shown in Figure 4, the maximum number of the persistence was limited to three and five in the cases of the Karoon and Dez catchments, respectively, both for the AR and ANN models, in trial and error tests. The comparisons of the efficiencies of the discharges updated with varying degrees of the persistence showed that AR(2) and AR(3) were the best configurations of the AR models for the Karoon and Dez catchments, respectively. Also for the ANN models, the more parsimonious networks among the better performing ones were preferred as the error prediction models for the catchments. As a consequence, the ANN with two input nodes and three nodes at the hidden layer was chosen as the error prediction model at the Soosan gauging station at the Karoon catchment. In addition, the results indicated the ANN with four input nodes and seven nodes at the hidden layer is the optimal configuration for the Talezang gauging station at the Dez catchment.

In the KNN-1 model, cross-correlation and mutual information analyses were done to study the relation between different input variables to the ANN flow forecasting model and the model errors for each catchment. The resulting information was used as a guide in a trial and error process, to select the most related attributes at which they can be best applied in the KNN-1 error prediction model. Consequently, the KNN-1 models were configured with the attributes of \( Q_{108}(t-1), Q_{231}(t-1), Q_{225}(t-1), R_{225}(t-1), \) and \( R_{235}(t-1) \) for the Karoon catchment and the attributes of \( Q_{295}(t-1), Q_{293}(t-1), Q_{291}(t-1), Q_{285}(t-1), R_{295}(t-1), \) and \( R_{285}(t-1) \) for the Dez catchment. The same attributes used in the KNN-1 model for each catchment are maintained for the KNN-2 and KNN-3 models. Updated forecast is obtained by adding the predicted errors to the simulated flow forecasts.

RESULTS AND DISCUSSION

Tables 3 and 4 show the performance of the flow forecasts updated with the best performing configurations identified.
Table 3 | The performances of different updating procedures on the forecasts of the ANN model for the Karoon catchment

<table>
<thead>
<tr>
<th>Updating model</th>
<th>Optimal configuration</th>
<th>NSE</th>
<th>AARE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Calibration</td>
<td>Verification</td>
</tr>
<tr>
<td>AR</td>
<td>Autoregressive order, $p = 2$</td>
<td>0.870</td>
<td>0.827</td>
</tr>
<tr>
<td>ANN</td>
<td>Number of input nodes = 2 ($p = 2$)</td>
<td>0.872</td>
<td>0.858</td>
</tr>
<tr>
<td></td>
<td>Number of hidden nodes = 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of output nodes = 1; including $e(t)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN-1</td>
<td>Number of neighbors, $K = 5$</td>
<td>0.894</td>
<td>0.879</td>
</tr>
<tr>
<td></td>
<td>Number of attributes, $m = 5$; including $Q_{108}(t-1), Q_{231}(t-1), Q_{225}(t-1), R_{225}(t-1), R_{235}(t-1)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gaussian weight function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN-2</td>
<td>Number of neighbors, $K = 5$</td>
<td>Not applicable</td>
<td>0.902</td>
</tr>
<tr>
<td></td>
<td>Number of attributes, $m = 5$; including $Q_{108}(t-1), Q_{231}(t-1), Q_{225}(t-1), R_{225}(t-1), R_{235}(t-1)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gaussian weight function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN-3</td>
<td>Number of neighbors, $K = 3$</td>
<td>0.871</td>
<td>0.837</td>
</tr>
<tr>
<td></td>
<td>Number of attributes, $m = 5$; including $Q_{108}(t-1), Q_{231}(t-1), Q_{225}(t-1), R_{225}(t-1), R_{235}(t-1)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gaussian weight function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No updating</td>
<td></td>
<td>0.866</td>
<td>0.814</td>
</tr>
</tbody>
</table>

Table 4 | The performances of different updating procedures on the forecasts of the ANN model for the Dez catchment

<table>
<thead>
<tr>
<th>Updating model</th>
<th>Optimal configuration</th>
<th>NSE</th>
<th>AARE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Calibration</td>
<td>Verification</td>
</tr>
<tr>
<td>AR</td>
<td>Autoregressive order, $p = 3$</td>
<td>0.862</td>
<td>0.860</td>
</tr>
<tr>
<td>ANN</td>
<td>Number of input nodes = 4 ($p = 4$)</td>
<td>0.884</td>
<td>0.887</td>
</tr>
<tr>
<td></td>
<td>Number of hidden nodes = 7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of output nodes = 1; including $e(t)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN-1</td>
<td>Number of neighbors, $K = 4$</td>
<td>0.846</td>
<td>0.844</td>
</tr>
<tr>
<td></td>
<td>Number of attributes, $m = 6$; including $Q_{295}(t-1), Q_{293}(t-1), Q_{291}(t-1), Q_{285}(t-1), R_{295}(t), R_{285}(t-1)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gaussian weight function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN-2</td>
<td>Number of neighbors, $K = 4$</td>
<td>Not applicable</td>
<td>0.863</td>
</tr>
<tr>
<td></td>
<td>Number of attributes, $m = 6$; including $Q_{295}(t-1), Q_{293}(t-1), Q_{291}(t-1), Q_{285}(t-1), R_{295}(t), R_{285}(t-1)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gaussian weight function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN-3</td>
<td>Number of neighbors, $K = 5$</td>
<td>0.878</td>
<td>0.862</td>
</tr>
<tr>
<td></td>
<td>Number of attributes, $m = 6$; including $Q_{295}(t-1), Q_{293}(t-1), Q_{291}(t-1), Q_{285}(t-1), R_{295}(t), R_{285}(t-1)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gaussian weight function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No updating</td>
<td></td>
<td>0.830</td>
<td>0.789</td>
</tr>
</tbody>
</table>
for each updating procedure for the Karoon and Dez catchments, respectively.

Examination of Tables 3 and 4 reveals that all updating procedures can efficiently improve the simulation mode forecasts by means of the non-updated forecast errors of the primary model. However, it may be seen from the same tables that the efficiency of the updating procedures varies for different catchments. In the Dez catchment, the ANN performs better than other updating procedures in terms of NSE and the KNN-3 is the best in terms of AARE for both the calibration and the verification periods. In the case of the Karoon catchment, the KNN-1 performs better than the others for the calibration period while the KNN-2 updating procedure has the highest performance measure for the verification period. It should be noted that the KNN-2 is not applicable for the calibration data, since there is no additional knowledge from new data for this case and only the information related to the calibration data is available for this period. In the case of the verification data, the new data for any query instance comprise the data available in the verification period up to the time of making a prediction for it. Therefore, as forecasting proceeds in this case, more new data become available.

In the case of the Karoon catchment, as expected, the persistence-based updating procedures, namely the AR and ANN, are not so successful, since these models are based on the presence of the error persistence while the autocorrelation in the corresponding error series is weak. In contrast, the different types of the KNN models which rely on the similarity in the errors are more efficient to improve the accuracy of the forecasts. Better performance of these models may be attributed to the fact that they mimic what has happened in the past under a similar situation of the current time for error prediction. In this study, the input variables to the flow forecasting model are assumed to be reliable, so the main source of uncertainty in the model output is due to the inappropriate model structure. Therefore, one may assume relatively similar errors for the outputs of the similar input variables to the flow forecasting model.

Further investigation showed the contributions of new data to finally selected neighbors for the KNN-2 models were 29 and 24% for the Karoon and Dez catchments, respectively. The results shown in Tables 3 and 4 efficiently demonstrate the worth of the new data as used in the KNN-2 model. As stated earlier, apart from the fact that the new data can extend the information quantity included in the data, they can reflect the time-varying characteristics of the hydrological processes and, hence, the better performance for the KNN-2 over the KNN-1 is expected.

It was also found that among the persistence-based updating procedures, the ANN model is more effective than the AR model for both catchments. This superiority may be attributed to the nonlinear relations involved between the forecast errors of the primary flow forecasting models which can be captured better by the ANN model.

In the case of the Dez catchment, where the error series have a strong time persistence structure, the role of the persistence is more pronounced than the role of similarity and the ANN updating procedure performs better than the others in terms of efficiency index NSE. This shows that the earlier persistence-based methods are still superior to the KNN algorithms applied in this study, where persistence in the error series is relatively high. The efficiency of these models, however, varies from one catchment to another catchment, depending on the degree of the persistence in the structure of the error series of the primary model. Considering the improvement of the updating models on the AARE, one can see the best updating procedure in the Dez catchment is the KNN-3. This model which tracks the error values of the latest time steps as well as the persistence-based procedures, takes the advantages from the similarities in the feature vectors of the errors to determine the contribution of the previous errors for the error prediction. A remarkable deficiency of this method, however, is that in no case an error value higher than the error values of the latest time steps can be predicted. This drawback can especially be more crucial for the higher error values which unusually correspond to the higher flows. In other words, the KNN-3 cannot predict the high errors and, hence, the performance indices based on the square errors like the NSE decrease intensively while the AARE index is affected moderately.

In order to illustrate this drawback, the efficiency of the KNN-3 model as compared to the KNN-1 and KNN-2 models, on the different ranges of flow, was investigated. For this purpose, the magnitude of flow at the verification period for both catchments was divided into low
(X ≤ X_mean), medium (X_mean < X ≤ X_mean + 2Sx) and high magnitude (X > X_mean + 2Sx) flows.

Table 5 compares the results of the models in terms of AARE over the verification data set on the different ranges of flow. The results show that although the KNN-3 is relatively efficient at forecasting low and medium flows, it is not successful at forecasting the high flows as compared with the KNN-1 and KNN-2 models for both catchments.

In order to illustrate the details of the forecast matching, the graphical comparisons of the observed, simulated, and updated hydrographs of the two catchments for the highest flood in the verification period are plotted in Figure 5. The updated forecasts are presented using only the best updating procedures in terms of NSE value for each catchment.

The similarity-based error prediction models described in this paper involved just one-step lead time updating by estimating the simulation error of the primary model. In order to make multi-step ahead predictions (i.e., the predictions with a lead time larger than one time step), two procedures may be employed: (1) use of a separate multi-step error prediction model for each lead time in which the feature vector includes the most recent data available at the forecast origin; and/or (2) use of a single one-step error prediction model for all lead times in which the exact value of some or all of the components of the feature vector may not be available for the lead times larger than one time step. The first procedure uses only the original data while the latter may use the estimated values of the components over the forecast lead time. In the latter case, recursive schemes may be used to obtain the feature vector estimations for successive lead time one after another. Since the estimation errors of the feature vector are propagated into subsequent estimations, a strong deterioration is evidenced for increasing lead times. Application of these methods and their efficiency in a multi-step ahead real-time inflow forecasting problem need to be investigated in the future.

### CONCLUSION

This study introduced a similarity-based approach for error prediction of real-time inflow forecasting. The KNN algorithm was used as the main platform to implement the proposed similarity-based approach. It was shown that the modified KNN, which benefits from the new data in the search space, is superior to the traditional KNN.

The combination of similarity and persistence in error prediction was used to present another prediction model (KNN-3) in which the search space for neighbors is limited to the latest forecast errors. It was illustrated that this model is relatively efficient for the medium and low range of inflows.

Application of the proposed models revealed that using the similarities in the errors into the similarity-based KNN models may substantially improve inflow forecasting. If the similarities in errors are prevailing, the proposed models can successfully be applied in any flow forecasting model.
for catchments of various sizes and lead times. Their performance and achievement in other hydrological settings with different persistence and similarities in errors need to be tested.

The results of this study indicated that the different forms of the KNN algorithm may be more successful than the persistence-based models where the persistence in the error series of the primary model is relatively weak. Although the proposed similarity-based updating procedures applied in this study can be utilized as efficient alternatives for real-time inflow forecasting, the persistence-based updating procedures are still effective tools for error prediction where the degree of persistence in the errors of the flow simulations is considerably high.

To extend the similarity-based error prediction models for multi-step ahead real-time flow forecasting, two different approaches were proposed and their performances need to be investigated.
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