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ABSTRACT
Process-based nutrient models are increasingly used to determine the impact of future changes in land use, agriculture production practices and climate on the quantity and timing of nutrients reaching surface waters. Calibration of catchment-scale models to observed conditions can be difficult due to parameter uncertainty and the heterogeneity of catchment processes. Soft data, i.e. knowledge of processes gained through experimentation, have been suggested as one method of reducing uncertainty and producing a more accurate model of the processes that occur in a catchment. In this work, the Integrated Catchment model for Nitrogen was calibrated and validated for the Yläneenjoki catchment in south-western Finland by incorporating soft data. The calibration for 2003–2008 produced an adequate model of the in-stream nitrate concentrations ($R^2 = 0.45$, $NS = 0.42$). However, model validation using data from 1997–2002 showed that the simulated in-stream nitrate concentrations were above the observed concentrations throughout the entire period ($R^2 = 0.34$, $NS < 0$). These results show that soft data can be used to constrain model parameters, resulting in a more accurate model of the catchment, but do not guarantee the best validation results as the simulated processes may not occur at the same time and rate as they did in the catchment.
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INTRODUCTION
Agricultural production has been identified as a major contributor of non-point source pollution in catchments throughout the world (e.g. Howarth et al. 2002; Räike et al. 2003; Cherry et al. 2008; HELCOM 2011). Although agricultural land use in Finland covers only 7% of the total land area, the losses of nutrients from agriculture are approximately 50% of the total nitrogen (N) loading (Vuorenmaa et al. 2002). The diffuse pollution from agriculture is concentrated in southern, south-western and western areas of Finland. The nutrient-rich waters leave the agricultural land and enter streams, lakes and estuaries leading to eutrophication (Vitousek et al. 1997) and potentially make the water supply unfit for consumption because of health risks (Ward et al. 1996; Townsend et al. 2003). The negative effects of nitrogen-rich waters on human health, biodiversity and climate change provide incentive to gain a better understanding of nitrogen processes and the effects of agriculture on the nitrogen cycle (Galloway et al. 2008).

Process-based models focused on hydrology and nutrient leaching are increasingly used to determine the impact of future changes in land use (agriculture, forestry, etc.) and climate on the nutrients reaching surface waters. Such models have been developed and used for assessing water quality issues at the small catchment scale (Lunn et al. 1996; Heng & Nikolaidis 1998). However, as decision tools for planners and managers, the use of these models is often limited due to high input data requirements, which prevent the calibration of the models for large river systems. At the catchment scale and in larger river-dominated basins, advanced process-based semi-distributed dynamic nutrient
models such as the Integrated Catchment model for Nitrogen (INCA-N) (Whitehead et al. 1998a; Wade et al. 2002) can be applied over a wide range of spatial and temporal scales. INCA-N is a process-based model that uses a mass-balance approach to track mineral nitrogen within a catchment. It can integrate both point and non-point sources of nitrogen (Whitehead et al. 1998a; b; Wade et al. 2002). The model incorporates hydrology and different nitrogen processes such as mineralization and denitrification to simulate the mass of nitrogen in each part of the system.

A vital step in the process of modeling scenarios for planning and management purposes is to prove a model is capable of simulating what is currently occurring in a catchment through the calibration and validation process (Santhi et al. 2001; Jarvie et al. 2002; Granlund et al. 2004). In model calibration, the parameters are adjusted to more accurately simulate the observed results. The model parameters set during calibration are then applied to another period of time to assess the accuracy of the model in the validation phase (Refsgaard 1996).

A problem with this procedure is the possibility of obtaining a numerically correct result for the wrong reason (McIntyre et al. 2005; Kirchner 2006; Rankinen et al. 2006). The overestimation of nitrogen inputs to a system can be numerically compensated for by increasing nitrogen removal through plant harvest or denitrification, for instance. In this case, the modeled nutrient concentrations at the outlet of the catchment may provide a good fit with observed data, but the process rates within the model are not accurate. If the model does not accurately estimate what is occurring during normal conditions where there is observation data available for calibration, it is unlikely that the model will be reliable as the conditions move outside of those experienced currently (Kirchner 2006).

In water quality and hydrology modeling, soft data are knowledge about a catchment or process that is gained through experimentation, but cannot be compared directly to model output due to high uncertainty (Seibert & McDonnell 2002; Winsemius et al. 2009). Soft data do not provide an absolute number that can be used in calibration of the model such as in-stream nutrient concentrations or a continuous flow record, which are referred to as hard data. Hard data have an acceptable level of certainty and are used directly in support of model calibration (Winsemius et al. 2009). The uncertainty associated with soft data for use in process-based modeling is partially due to the process rates being measured at the field scale and the processes being simulated at the catchment scale (Seibert & McDonnell 2002; Wade et al. 2008). Another factor contributing to the uncertainty of experimental data is that experiments often provide a wide range of potential process rates based on a limited number of measurements. These two problems prevent the results of some field experiments from being used as hard data during model calibration, but the soft data can be used to specify a realistic parameter range to reduce model parameter uncertainty and provide a more realistic simulation of what is occurring in the catchment (Seibert & McDonnell 2002).

Some work has been done on the issue of parameter uncertainty in the INCA-N model (McIntyre et al. 2005; Wade et al. 2008; Rankinen et al. 2003). McIntyre et al. (2005) used a Monte Carlo analysis to show that the most sensitive model parameters had high uncertainty. They recommended the use of observed soil and groundwater concentrations to constrain model parameters, but did not have these data available for their simulations. The use of experimental data to reduce parameter uncertainty in the INCA-N model was recommended based on work with a virtual catchment by Raat et al. (2004). Rankinen et al. (2006) used the Generalized Likelihood Uncertainty Estimation (GLUE) methodology to determine the usefulness of soft data for automatic calibrations. Their work showed that the flow hydrograph and in-stream nutrient concentrations were not enough to adequately constrain the model parameters, but soft data could be used to reduce equifinality or the occurrence of multiple parameter sets producing the same simulation results. Despite these recommendations, the method and impact of using results from field experiments in manual calibrations and validations has not been fully explored for the INCA-N model. In previous studies, annual process rates from the literature have been used to adjust the nitrogen process parameters (e.g. Wade et al. 2006; Bärlund et al. 2009), but the steps to use this soft data in calibration are rarely shown.

The purpose of this paper is to show how soft data can be used to constrain model parameters in the manual calibration of the INCA-N model through a case study of the
Yläneenjoki catchment in Finland. The INCA-N model was calibrated for the years 2003–2008 and validated for the years 1997–2002. This study will focus on the use of published nitrogen process rates and an examination of the groundwater portion of the model to calibrate the in-stream nitrate (NO$_3$-N) and ammonium (NH$_4$-N) concentrations.

METHODS

Model description

INCA-N is a process-based model that uses a mass-balance approach to track mineral nitrogen in a watershed (Whitehead et al. 1998a; Wade et al. 2002). The model is semi-distributed and incorporates point sources, non-point source, hydrology, land-based nitrogen processes and in-stream nitrogen processes to simulate the daily flow, NO$_3$-N and NH$_4$-N concentrations in catchment streams. In this study, model version 1.11.10 was used.

The land-based portion of the model includes two zones: the groundwater zone and the soil zone. The model uses hydrologically effective rainfall (HER) as the input to the soil water. HER is defined as the portion of precipitation that reaches stream channels either through surface runoff or by groundwater discharge (Rankinen et al. 2002). The HER can be supplied for the whole catchment or for individual subcatchments within the model. The time it takes for rainfall to make it to the stream is driven by the base flow index (BFI), residence time constants and soil properties that lead to direct runoff. All of the HER that does not runoff infiltrates and passes through the soil zone. The BFI determines the portion of water that will pass through the groundwater zone after going through the soil zone. A higher BFI means a higher proportion of the water passes through the groundwater zone instead of going directly to the stream after passing through the soil zone. The residence time constants are defined separately for the groundwater and soil water zones.

Stream flow is modeled using a multiple reach approach that relates discharge $Q$ to a mean flow velocity $v$ based on the equation $v = aQ^b$. Ideally, the $a$ and $b$ constant flow parameters can be estimated from tracer experiments and/or based on channel properties, but can be calibrated based on the modeled hydrograph if the tracer experiments/channel properties are not available (Whitehead et al. 1998a).

The land-based nitrogen processes of mineralization, nitrification, plant uptake, denitrification and immobilization are simulated in the model. All of these process rates are temperature and moisture dependent. The process rates can be defined for up to six land use classes. Denitrification and nitrification are simulated in the in-stream portion of the model. The in-stream process rates are temperature dependent and can be altered between reaches.

INCA-N models transformation of nitrogen within the catchment, as well as leaching of inorganic nitrogen. It is assumed in the model that there is an infinite source of organic nitrogen that can be mineralized. Fertilizer applications (NO$_3$-N and NH$_4$-N), atmospheric deposition, point sources of nitrogen and biological nitrogen fixation are the other sources of nitrogen considered in the model. A mass-balance approach is taken to account for the transformations and movement of nitrogen through the watershed. The volume of water and mass of nitrogen is accounted for in each land use within each subcatchment. As water leaves one zone of the model and enters another zone, a mass of nitrogen is transferred between the modeled zones.

Study site

The River Yläneenjoki is one of two major rivers that discharge into Lake Pyhäjärvi (Figure 1). It is located in south-western Finland, which is a hotspot for agricultural nitrogen loading. Lake Pyhäjärvi eventually drains along the Eurajoki River to the Gulf of Bothnia to the west. The Yläneenjoki catchment has an area of 233 km$^2$ with 31% of the land in agricultural production. The agricultural production in the Yläneenjoki catchment is considered intensive for Finland with the primary products being cereals and animals (Lepistö et al. 2006). The soils in the river valley of the Yläneenjoki catchment are mainly clay and silt. Approximately 11% of the precipitation falls as snow and the long-term (1961–1990) average annual precipitation was 630 mm in the Yläneenjoki catchment (Hyvärinen 1999). The average discharge from the River Yläneenjoki is 2.1 m$^3$/s$^{-1}$ (Mattila et al. 2001) with the highest flows typically occurring during the spring snow melt and fall.
Data collection

The daily discharge of the River Yläneenjoki has been monitored since the 1970s at the Vanhakartano measuring site (Figure 2), while nutrient concentrations have been monitored on a weekly to monthly basis. These data were available through the Environmental Information System (HERTTA) maintained by the Finnish environmental administration. The HERTTA data were supplemented by results from an automatic water quality station in the spring and the autumn of 2007 (Lepistö et al. 2008; Koskiaho et al. 2010). NO₃-N concentrations from the river were collected using sensor-based technology on an hourly interval during 27 March–27 April and 4 October–20 November 2007. The measurements from the automatic water quality station provided a continuous record of observed data for two short periods of time, constituting only 4% of the calibration period. The daily average of these measurements was used in this work.

The model requires an input time series of HER, soil moisture deficit, air temperature and actual precipitation. These inputs were taken from the Watershed Forecast System (WSFS) of the Finnish Environment Institute (Vehviläinen & Huttunen 2010). For this study, the data collection went beyond the minimum time series inputs that was required to run the model and included soft data, i.e. any available information that could be used to improve the calibration of simulated nitrogen processes (Table 1). An example of soft data would be the nutrient process rates in agricultural soils determined through experimentation (Table 2). Scientific literature contains useful information about field experimentation, but collected data should also include reports of local agricultural practices and information on fertilization practices and crop yields, which are seldom available for Finnish catchments.

Model calibration: steps A–F

The INCA-N model has both a hydrologic and a nutrient component. Manual calibration of the INCA-N model begins with the hydrologic component because the movement of nitrogen is driven by water flow (Wade et al. 2002). Although the calibration process is iterative, the process generally follows a path similar to the path a drop of water would follow through the catchment, specifically by starting the calibration process in the land portion of the model then working to the stream portion of the model. The process used to complete the hydrologic calibration in this study was based on methods described in Rankinen et al. (2002) and Granlund.
et al. (2004). After satisfactory hydrologic calibration, nitrogen calibration is then conducted. As a rule, if the hydrologic parameters are adjusted, the nutrient calibration process should be restarted.

In this work, calibration of the nitrogen portion of the INCA-N model was completed for the years 2003–2008 with the use of soft data. A flow chart of the nitrogen calibration process using soft data is shown in Figure 3. This chart follows the example by Santhi et al. (2001) for the Soil and Water Assessment Tool (SWAT). An initial calibration was completed for the Yläneenjoki catchment by Lepistö et al. (2008). One problem noted by Lepistö et al. (2008) was that a fall application of manure was missed in their calibration. This was a likely cause of the simulated peak NO$_3$-N concentrations being lower than the observed concentrations during the fall of 2007 (Figure 4). Many animal producers in Finland apply manure to their fields in the autumn to empty their manure storage before winter.

To address this issue, a fall manure application was added at the beginning of this calibration process. The modeled fall manure application rates in the calibration varied between 24 and 50 kg N ha$^{-1}$ depending upon the crop. The simulated annual application rates of fertilizers/manure did not exceed the regulation levels of the Nitrates Directive (EEC 1991) or the Finnish Agri-Environmental Programme, which promotes sustainability in agricultural practices (Rankinen et al. 2009). The addition of a new source of nitrogen required the calibration of the nitrogen portion of the model to start at step A in Figure 3.

The soft data were used in step B (Figure 3), where the simulated nitrogen process rates were compared to literature values. In this step of the calibration procedure, the quality of the calibration was judged primarily by the simulated process rates, but the fit of the in-stream nitrogen concentrations to the observed concentrations were still

### Table 1 | Source, extent and type of data that can be used to more accurately model catchment N processes using the INCA-N model

<table>
<thead>
<tr>
<th>Data type</th>
<th>Source</th>
<th>Preferred extent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fertilizer application rates and time of year</td>
<td>Producer interviews or published values</td>
<td>Each land use</td>
</tr>
<tr>
<td>Ranges of nitrogen process rates (e.g. denitrification, mineralization)</td>
<td>Published values or direct measurement</td>
<td>Each land use</td>
</tr>
<tr>
<td>Crop nitrogen uptake</td>
<td>Published values or direct measurement</td>
<td>Each land use</td>
</tr>
<tr>
<td>Crop growth rates</td>
<td>Published values or direct measurement</td>
<td>Each land use</td>
</tr>
<tr>
<td>Soil water NO$_3$-N concentration</td>
<td>Direct measurement or monitoring database</td>
<td>Each land use</td>
</tr>
<tr>
<td>Groundwater NO$_3$-N concentration</td>
<td>Direct measurement or monitoring database</td>
<td>Each land use or subcatchment</td>
</tr>
<tr>
<td>Soil water NH$_4$-N concentration</td>
<td>Direct measurement or monitoring database</td>
<td>Each land use</td>
</tr>
<tr>
<td>Groundwater NH$_4$-N concentration</td>
<td>Direct measurement or monitoring database</td>
<td>Each land use or subcatchment</td>
</tr>
</tbody>
</table>

### Table 2 | Nutrient process rates used as soft data for model calibration

<table>
<thead>
<tr>
<th>Land use</th>
<th>Process</th>
<th>Rate (kg N ha$^{-1}$ a$^{-1}$)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture production</td>
<td>Nitrogen leaching</td>
<td>2–99</td>
<td>Vuorenmaa et al. (2002); Salo &amp; Turtola (2006); Rankinen et al. (2007)</td>
</tr>
<tr>
<td>Forest</td>
<td>Nitrogen leaching</td>
<td>0.6–2.5</td>
<td>Vuorenmaa et al. (2002)</td>
</tr>
<tr>
<td>Spring cereals</td>
<td>Nitrogen uptake</td>
<td>40–112</td>
<td>Information Centre of the Ministry of Agriculture and Forestry (2007)</td>
</tr>
<tr>
<td>Winter cereals</td>
<td>Nitrogen uptake</td>
<td>30–116</td>
<td></td>
</tr>
<tr>
<td>Grass</td>
<td>Nitrogen uptake</td>
<td>149–296</td>
<td></td>
</tr>
<tr>
<td>Agriculture production</td>
<td>Mineralization</td>
<td>40–55</td>
<td>Rankinen et al. (2007)</td>
</tr>
<tr>
<td>Agriculture production</td>
<td>Denitrification</td>
<td>3–17</td>
<td>Svensson et al. (1991); Barton et al. (1999)</td>
</tr>
<tr>
<td>Forest</td>
<td>Denitrification</td>
<td>2</td>
<td>Barton et al. (1999)</td>
</tr>
</tbody>
</table>
considered as they show potential sources of error in the calibration. The processes include leaching, plant uptake, mineralization, nitrification, denitrification and fixation. The mass of nitrogen consumed or released by the individual processes were modeled for each land use. The model parameters were adjusted for each land use so that the simulated loads were in the range of values available from experimental data. Leaching was the only process that did not have an associated process rate that can be adjusted. The amount of leaching was based on the amount of flow through the soil and groundwater zones along with the mass of nitrogen stored in these zones. Elevated fertilizer inputs or mineralization rates are potential causes of leaching rates being above the expected range.

Figure 3 | Calibration procedure for the nitrogen portion of the INCA-N model using soft data.
Step C (Figure 3) in the calibration process is closely linked to step B where the process rates were adjusted. The values reported in the load tables take into account both the soil and groundwater zones. Initial concentrations of NO$_3$-N and NH$_4$-N in both the groundwater and soil water zones are input values of INCA-N. The use of water samples collected in the catchment can provide a guide to the acceptable range of initial values, but may not provide the true concentration if the samples were collected at a time other than the beginning of the modeling period, or if there is heterogeneity of concentrations within each subcatchment. Denitrification and leaching are the only two nitrogen processes modeled by INCA-N in the groundwater zones, so the initial nutrient concentrations and rate of denitrification in the groundwater zone were adjusted to alter these process loads. Details about how these were adjusted in steps B and C are discussed in the results and discussion section.

After the process rates were constrained to the expected range and the nitrogen concentrations in the land portion of the model were deemed to be reasonable, the calibration proceeded to step D (Figure 3). In this step, the timing and relative magnitude of simulated peaks and drops in concentrations were examined to see if they matched the observed increases and decreases in concentrations. If the timing and magnitude of changes in concentrations did not match well, knowledge of the nitrogen processes and the study catchment were used to look for a potential source of error. The cause of errors in this case ranged from modeling the application of fertilizer at the wrong time to applying too little fertilizer for a certain crop. If a new source or sink was added to the model after a potential source of error was found, the nutrient calibration process was restarted at the beginning in step A. A change in timing or rate of fertilizer application has the potential to alter the annual amount of uptake, denitrification, nitrification and leaching.

Once the land-based portion of the calibration had all of the loads in reasonable ranges and the general dynamics of the simulated concentrations followed the observed nutrient concentrations, the calibration process continued to step E of Figure 3. Here the simulated nutrient concentrations were compared to the observed nutrient concentrations. Based on this evaluation, the in-stream processes of nitrification and denitrification were adjusted for each reach to improve the goodness of fit. The calibration was completed after the rates of the in-stream processes were adjusted so that the goodness of fit results were reasonable.

The model results were evaluated based on visual comparison to the observed data, the $R^2$ value and the Nash–Sutcliffe (NS) efficiency. An NS efficiency greater than zero indicates that the model output is better than using the mean of the observed data (Nash & Sutcliffe 1970).

**Model validation**

A model validation period was used to evaluate the model predictions. The INCA-N input parameters that were set during calibration were tested for a different set of dates that had an adequate set of observed nutrient concentrations and flow rates in the same catchment. Visual inspection, the $R^2$ value and the NS efficiency were used to evaluate the validation results as for the calibration procedure. The INCA-N model was validated for the Yläneenjoki catchment for the period 1997–2002.

**RESULTS AND DISCUSSION**

**Calibration phase 1: preliminary calibration**

The preliminary calibration (Cal 1) is shown in Figure 4 and was developed by adding a fall manure application to the calibration completed by Lepistö et al. (2008).
Comparing the discrete water quality samples to Cal 1 in 2007, there are observed NO$_3$-N concentrations above 3 mg L$^{-1}$ that were not adequately simulated. The discrete samples provided information about the nutrient concentrations for only a brief period of time. The continuous NO$_3$-N data in the fall show that the NO$_3$-N concentration was above 3 mg L$^{-1}$ for longer than 2 weeks. Visual inspection showed that simulated results do not adequately capture the long period of elevated NO$_3$-N concentration, despite the addition of a fall manure application to the model.

This initial model calibration (Cal 1) was checked against published values of annual nitrogen process rates to make sure they were within the range of published values (Step B). These published values were obtained from primary scientific literature, producer surveys or reports of local agricultural production practices. Examples of the published data used in this calibration are listed in Table 2. The results for Cal 1 show that the nitrogen uptake rates for spring and winter cereals (111–121 kg N ha$^{-1}$ a$^{-1}$) were modeled at the upper end of the reported range. It is unlikely that the crop yields were at the upper end of the range continuously for 6 years. The modeled mineralization rates for both spring and winter cereals (71–101 kg N ha$^{-1}$ a$^{-1}$) were also too high.

**Calibration phase 2: including soft data**

Using the information provided by these soft data, a second calibration loop was performed (Cal 2). Figure 4 shows the result of lowering the total nitrogen uptake and mineralization rates for spring and winter cereals to levels that were within the range of published values to produce Cal 2. The predicted NO$_3$-N concentrations during the fall of 2007 decreased slightly in Cal 2 due to the reduction in mineralization rate. The biggest change from Cal 1 to Cal 2 was with respect to the peak NO$_3$-N concentration values predicted for the summer. One observed concentration in early June was 4.7 mg L$^{-1}$. Cal 1 showed a peak NO$_3$-N concentration during this time of 0.5 mg L$^{-1}$, while Cal 2 had a peak NO$_3$-N concentration of 2.6 mg L$^{-1}$, showing an improvement of the calibration for peak summer NO$_3$-N concentrations. Simulated increases in NO$_3$-N concentration during the summer were due to the reduction in the plant nitrogen uptake rates guided by soft data. In this portion of the calibration procedure, the process rates required further examination after each model run. It was clearly evident from the process rates in Cal 2 that the simulated denitrification rates (26–35 kg N ha$^{-1}$ a$^{-1}$) were too high in spring and winter cereals when compared to the values reported in Table 2.

Groundwater denitrification is included in the process rates calculated in INCA-N, so the groundwater NO$_3$-N concentrations were inspected as a part of the next calibration loop. This incorporates both step B and step C in the calibration process. Once NO$_3$-N reaches the deeper groundwater, a lack of carbon often reduces the potential for denitrification to occur. Some soils have an organic layer that provides the carbon needed for denitrification (Ambus & Lowrance 1997; Hill et al. 2004) and this has repeatedly been shown to be true in riparian zone soils (Gurwick et al. 2008; Messer et al. 2012). In the INCA-N model, the water and nitrogen from the groundwater zone is modeled as flowing directly into the stream. This does not allow for the modeling of a separate riparian or carbon-rich area where groundwater denitrification is likely to occur, so this NO$_3$-N removal is incorporated into the groundwater zone in the model calibration.

The groundwater NO$_3$-N concentrations for all of the land uses from Cal 2 are shown in Figure 5. The initial groundwater concentrations are set for each subcatchment instead of each land use. Figure 5 shows an increase of groundwater concentration over the 6-year calibration period for the three land uses where large amounts of fertilizer were applied. The constant increase shows that the groundwater denitrification
rate was set too low. Due to the setup of the model, adjusting the groundwater processes at the subcatchment level is a process of balancing what is likely to occur for each land use.

As an example, consider the two different land uses of spring cereals and forests. If the initial NO$_3$-N concentration for the subcatchment is set too high, this will cause the forested area to have high NO$_3$-N leaching and a high rate of denitrification. If the NO$_3$-N concentration is set too low, the NO$_3$-N leaching from land planted in spring cereals will be too low and the denitrification rate in these soils will be lower than normal. There will also be a large increase in the spring cereal groundwater NO$_3$-N concentrations throughout the simulation period.

**Calibration phase 3: denitrification and groundwater nitrate**

The issue of denitrification rates being too high and the steady increase of groundwater NO$_3$-N concentrations in Cal 2 were addressed in Cal 3. One of the changes made in Cal 3 was adjusting the initial groundwater NO$_3$-N concentration and the groundwater denitrification rate to better balance the process loads expected in each land use. The resulting groundwater NO$_3$-N concentrations are shown in Figure 6. The initial NO$_3$-N concentration was adjusted from 3 to 1.75 mg L$^{-1}$ to lower the simulated denitrification rates to reasonable values in the forested area. The higher initial NO$_3$-N concentration in Cal 2 caused a large amount of nitrogen to be removed through denitrification. With the adjustments in initial NO$_3$-N concentration and groundwater denitrification rates, the groundwater NO$_3$-N concentrations in the forest area approach a value near zero throughout the calibration period. The land uses that are heavily fertilized show a trend of increased groundwater concentrations, but the impact of denitrification can be seen in the seasonal dips in concentration that were not present in Cal 2 (Figure 5).

It is clear that having to set the initial groundwater concentrations for each subcatchment has a large impact on the modeling results, especially in short-term modeling studies, as the groundwater concentrations change considerably during a modeling period of only 6 years (in this case $\pm200\%$). Accurately simulating the amount of NO$_3$-N that flows from the groundwater to the stream is critical for correctly modeling stream water NO$_3$-N concentrations.

In addition to the changes made to the groundwater zone, the denitrification rates of spring and winter cereals (12–15 kg N ha$^{-1}$ a$^{-1}$) were adjusted in the soil water zone in Cal 3 so that the process rates were within the range found in the literature. The change in model output from adjusting the land based denitrification rates is shown in Figure 7. The simulated peak NO$_3$-N concentrations increased from Cal 2 to Cal 3 from June 2007 through the end of the year. NO$_3$-N returns to base level concentrations (<0.5 mg L$^{-1}$) quicker in Cal 3 because there was less...
contribution from the groundwater sources as a result of the changes in this step of the calibration process. This is most evident in January and February 2007 where the NO\textsubscript{3}-N concentration drops from over 2 mg L\textsuperscript{-1} to less than 0.6 mg L\textsuperscript{-1} in 22 days in Cal 3 instead of 35 days as it was in Cal 2.

**Calibration phase 4: adjusting N process rates**

The calibration process proceeded and adjustments were made to nitrogen process rates for all the different land uses to put them in the expected ranges, which produced Cal 4. These adjustments were made by following the same process (steps A–C) used for spring and winter cereals to produce Cal 2 and Cal 3. By visually inspecting the output, it was determined that the simulated NO\textsubscript{3}-N concentration dynamics matched the changes in observed values reasonably well and step D was completed.

**Final calibration**

The calibration process continued to step E and the in-stream process rates were adjusted to produce the final calibration. The in-stream denitrification rate required little adjustment to provide the best fit, so the impact of adjusting in-stream process rates is better illustrated using NH\textsubscript{4}-N. Figure 8 shows the reduction of in-stream NH\textsubscript{4}-N concentrations from Cal 4 to the final calibration by increasing the in-stream nitrification rate.

The final NO\textsubscript{3}-N calibration is shown in Figure 9 for 2007 and the final process parameters are in Table 3. The $R^2$ value for the entire calibration period for Cal 1 (0.35) increased to 0.45 for the final calibration. The NS efficiency increased from 0.33 to 0.42 from Cal 1 to the final

<table>
<thead>
<tr>
<th>Nutrient process</th>
<th>Land use</th>
<th>Parameter value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil water denitrification (m day\textsuperscript{-1})</td>
<td>Forest</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>Spring cereal</td>
<td>0.00025</td>
</tr>
<tr>
<td></td>
<td>Winter cereal</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>Grass</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>Fallow</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>Beets</td>
<td>0.0003</td>
</tr>
<tr>
<td>Mineralization (kg N ha\textsuperscript{-1} day\textsuperscript{-1})</td>
<td>Forest</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Spring cereal</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>Winter cereal</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>Grass</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>Fallow</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Beets</td>
<td>0.5</td>
</tr>
<tr>
<td>Nitrification (m day\textsuperscript{-1})</td>
<td>Forest</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>Spring cereal</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>Winter cereal</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Grass</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Fallow</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>Beets</td>
<td>0.8</td>
</tr>
<tr>
<td>Groundwater denitrification (m day\textsuperscript{-1})</td>
<td>All</td>
<td>0.002</td>
</tr>
<tr>
<td>In-stream denitrification (day\textsuperscript{-1})</td>
<td>All</td>
<td>0.21</td>
</tr>
<tr>
<td>In-stream nitrification (day\textsuperscript{-1})</td>
<td>All</td>
<td>0.19</td>
</tr>
</tbody>
</table>
calibration. The major differences in the model output were the peak NO$_3$-N concentration values and how quickly the simulated NO$_3$-N concentrations decreased after a peak. The final calibration showed higher simulated NO$_3$-N concentrations during November 2007, but the concentrations were still lower than the observed values. The model output during April 2007 did not improve from Cal 1 to the final calibration. The Cal 1 output shows the NO$_3$-N concentrations between 0.1 and 0.2 mg L$^{-1}$ above the observed data. The final calibration shows peak concentrations 0.4 mg L$^{-1}$ above the observed peak concentrations, but during that period some concentrations are lower than the observed data. The final model simulation does show a higher peak NO$_3$-N concentration in June, when the observed concentration was 4.7 mg L$^{-1}$.

The results of the final calibration for 2003–2008 are shown in Figure 10. The $R^2$ and NS efficiency comparing the observed and simulated discharge were 0.69 and 0.67, respectively, for the whole calibration period. As stated earlier, the flow parameters were not altered during the calibration process described in this work. The timing of the observed discharge peaks was simulated well, but many of the observed peaks were higher than simulated flows. The variations between the model and the observed values could be caused by the inputs from WSFS not accurately capturing the spatial variability of precipitation in the catchment, or because the spatial heterogeneity of the catchment soils was not simulated in this semi-distributed model.

The results of the NO$_3$-N calibration for the entire period are shown in Figure 10 ($R^2 = 0.45; \text{NS} = 0.42$). The model simulated the low observed NO$_3$-N concentrations in summer well. In 2005, the modeled NO$_3$-N concentration does not drop to the low summer levels as quickly as the observed concentrations. The modeled maximum NO$_3$-N concentrations were also lower than the highest observed concentrations during many periods, primarily during the winter months. These missed peaks could have been caused by modeled denitrification rates that were too high in the winter.

The shape of the simulated NH$_4$-N curve fit the observed data well, based on visual inspection. The $R^2$ value for NH$_4$-N was 0.28 and the NS efficiency was 0.25. The observed NH$_4$-N concentrations above 0.1 mg L$^{-1}$ are simulated well except in late 2005 and early 2006. This could be caused by the simulated flow being above the observed flow and diluting the NH$_4$-N concentrations simulated during this time period. During the summer periods, the simulated NH$_4$-N concentrations dropped below 0.05 mg L$^{-1}$ for long periods of time, while the observed
concentrations are often above 0.05 mg L\(^{-1}\). This is especially noticeable in 2003 and 2007. It is possible that a point source of NH\(_4\)-N that existed in the catchment was not simulated in the model. The high concentrations from a point source would not be diluted during the summer low-flow periods. The impact of a small point source may be more difficult to see during periods of higher flow.

**Model validation**

The model was validated for the years 1997–2002 and the model output is shown in Figure 11. The flow validation provided good results with \(R^2 = 0.80\) and \(NS = 0.79\). Although the goodness-of-fit statistics show good results, a visual inspection of the results show that most of the observed flow peaks were underestimated in the model. The timing of these peaks is modeled well, so the underestimation may have been caused by the \(a\) and \(b\) flow constants (responsible for relating discharge to mean flow velocity) being incorrect. It is also possible that the daily time series model inputs from WSFS could cause these errors. WSFS is used for flood prediction in Finland, so it is constantly being re-calibrated to most accurately model the most recent data. The inputs for this work were retrieved from WSFS in 2010, so the daily time series inputs for the validation period may not have been as accurate as they were for the calibration period.

The NO\(_3\)-N concentration results during the validation period were not as good as the flow results. The NO\(_3\)-N validation produced an \(R^2 = 0.34\) and an NS efficiency below 0. These results and a visual inspection indicate that the timing of peak concentrations was simulated well, but that overall the NO\(_3\)-N concentrations were too high. The higher NO\(_3\)-N concentrations were most obvious during each spring. The overestimation occurred during the spring snow melt before any fertilizer was applied to the fields. Most of the nitrogen process loads were within the expected range of values, with the exception of the leaching loads. The amount of nitrogen lost to leaching was higher than expected. The rates of denitrification were lower than they were in the calibration period, but were still reasonable.

These results suggest that during the calibration period the simulated denitrification rates were high enough to prevent excess leaching from occurring. To further improve the model, the soil water NO\(_3\)-N concentrations and the minimum temperature at which nitrogen processes are allowed should be investigated further.

The model performed well during the validation period for simulating NH\(_4\)-N concentrations with an \(R^2\) of 0.40 and...
an NS efficiency of 0.25. The timing of peaks in observed NH₄-N concentrations was simulated well. The modeled NH₄-N concentrations are above the observed concentrations from late 1997 to the summer of 1998. There are a few observed NH₄-N concentrations above 0.25 mg L⁻¹ that are not simulated well near the end of the validation period. The simulated summer NH₄-N concentrations are a mix of overestimation and underestimation of observed values. The model does a better job of modeling the summer NH₄-N concentrations during the validation period than it does during the calibration period.

The two short periods of continuous water quality data provided a glimpse into the usefulness of continuous water quality monitoring for calibration of nutrient models. Collection of continuous records provides more insight into watershed hydrology and nutrient transformations than that provided by discrete sampling (Kirchner et al. 2000). The continuous data in this study showed that a significant export of NO₃-N was missed in the initial simulations.

Long-term continuous water quality monitoring may prove useful for reducing parameter uncertainty. In this study, however, continuous data were not available over a long enough period of time to test its impact on constraining the model. Raat et al. (2004) found that continuous data may not prove useful enough to warrant the effort and expense of its collection, based on simulations in a virtual catchment. The effort required to collect continuous data is being reduced through the introduction of new technology, so the collection of this high-frequency data should be encouraged in future modeling studies.

The structure of the INCA-N model makes it possible for two wrongs to result in a numerically correct answer. For instance, if mineralization rates in the model were set too high, higher simulated denitrification rates could remove excess nitrogen resulting in reasonable NO₃-N concentrations during the calibration period. In this case study, published literature values and other soft data were used to restrict nitrogen process rates to a reasonable range of values. Comparing the initial calibration to the final calibration shows an improvement in the goodness-of-fit statistics, but does not show a visual improvement in the results over the whole calibration period. A comparison of Cal 1 and the final calibration results during April 2007 does not show improvement in the simulation of in-stream NO₃-N concentrations. However, the nitrogen process rates in Cal 1 were not within the range of published values and were not as accurate in representing the processes actually occurring in the catchment as the final calibration. Using soft data to constrain process rates does not always lead to better goodness-of-fit results as it did in this case, but better goodness of fit should be sacrificed for a model that produces a more accurate representation of the system (Seibert & McDonnell 2002; Rankinen et al. 2006) and the potential that future simulations outside the calibration period may be more accurate.

Sensitivity analysis provides a method of determining what soft data are most important for model calibration. Rankinen et al. (2003) showed that, for simulations in an agriculturally dominated catchment in Finland, the INCA-N model was most sensitive to parameters that altered the nutrient process rates in the primary agricultural land use in the catchment. In the Yläeenjoki catchment, further research in quantifying the nitrogen process rates in spring cereals would likely be the most useful experimentation for further improving the model calibration. The sensitivity of the parameters change between watersheds with some of the variation being caused by differences in the land use and the relative importance of groundwater and surface water (McIntyre et al. 2005; Rankinen et al. 2006; Futter et al. 2009). To better guide modeling and data collection efforts, a sensitivity analysis should be conducted following initial calibration. The results of the sensitivity analysis could direct resources to areas that need more research or further constraints on the model parameters.

Restrictions on financial and time resources often prevent modelers from conducting experiments to measure the various nitrogen process rates that are simulated in the INCA-N model. Process rates for biogeochemical processes, such as mineralization, denitrification and leaching, are often available in a similar geographic region that can be used as soft data. The results of field experiments to measure biogeochemical process rates will generally have such high variability due to the heterogeneity of soils that using limited resources to measure these rates is not recommended if the sole purpose is for use in calibration of the INCA-N model.

With regards to biogeochemical processes, effort should be expended in finding the previous studies with the most similar climate, hydrologic regime and soil type that use a
quality method of measuring the process rate. When resources for collection of soft data are limited, it is recommended that the modeler focus on gaining information on the local agricultural practices and crop yields. Variances in agricultural practices, such as using crop residues as animal feed instead of leaving them on the field surface, can have a large impact on nutrient loads in a catchment and can vary widely within a region (Lagzdins et al. 2002). Information on crop yields, the use of animal manure and fertilization rates is unlikely to be available in the scientific literature, but may be available from government publications. This local information that cannot be obtained from the scientific literature is where modelers should focus their resources for collection of soft data.

The results of the model validation show that the use of published process rates to assist in calibrating the model does not guarantee that the calibration is a completely accurate depiction of the processes occurring in the catchment. Despite the in-stream NO$_3$-N concentrations being modeled reasonably well in the calibration period, the simulated concentrations were above the observed concentrations in the validation period. The timing of major changes in the concentrations was simulated well, but the value of the simulated concentration was always too high. This result points to at least one nitrogen process being modeled incorrectly. It is possible that more information could be gained through validation of this calibration over a period of time that had different conditions in climate, land use or agricultural practices (Kirchner 2006). To further increase the accuracy of the semi-distributed model in heterogeneous catchments, long-term calibrations are recommended (Wade et al. 2008). Long-term simulations will allow for the impact of changes in climate, agricultural practices and land use to be observed in the calibration phase of the model. These changes are not as drastic in short-term modeling periods and cannot be adjusted for in the calibration. The challenge to completing long-term simulations is the availability of long-term observed data to compare to the results of the model.

CONCLUSIONS

The results of this case study show that the accuracy of the INCA-N representation of a catchment and its internal processes can be improved through the use of soft data to constrain the nitrogen process loads to reasonable values. The modeler should also pay attention to model output other than the in-stream nitrogen concentrations to improve the accuracy of the model, as was illustrated through the examination of groundwater NO$_3$-N concentrations. A thorough examination of all model outputs and the use of soft data to constrain nitrogen process rates does not guarantee that the resulting calibration is a completely accurate depiction of the modeled catchment. Further work should be done to increase the confidence in model calibrations; modeling scenarios of climate, land use and management changes should proceed with the knowledge of potential sources of uncertainty within the INCA-N model.
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