CORRESPONDENCE

Re: All-Cause Mortality in Randomized Trials of Cancer Screening

To support their argument that results of cancer screening trials based on disease-specific mortality are unreliable, Black et al. (1) compared the treatment effect measured by disease-specific mortality with the effect measured by all-cause mortality in 12 such trials. They found “major inconsistencies” between the two measures. We disagree with their interpretation and illustrate our reasons with results from the Minnesota study of fecal occult blood testing (2). After 13 years, that study found a 33% lower colorectal cancer mortality in the annually screened group than in the control group. (Note that the number of colorectal cancer deaths per 10,000 person-years in the annual group given in Table 1 of Black et al. (1) is in error. The figure should be 82/18.4160 = 4.5, not 5.4.) Because colorectal cancer deaths constituted only 3% of deaths from all causes, the expected reduction in all-cause mortality is only 1%, i.e., 3% of 33%. The reduction in all-cause mortality actually observed in the study was 0.0 per 10,000 person-years, with a 95% confidence interval (CI) of −7.6 to 7.6. The expected 1% reduction in the all-cause mortality rate, corresponding to a decrease of 1.8 per 10,000 person-years, is consistent with this interval. Black et al. considered the treatment effect of 1.2 for disease-specific mortality inconsistent with the 0.0 for all-cause mortality but, in fact, the result 1.2 falls well within the 95% CI of −7.6 to 7.6 for the difference in all-cause mortality. Similar consistencies can be shown for most of the studies cited by Black et al. that were designed for disease-specific outcomes and, as indicated by the large CIs, are underpowered for all-cause analysis.

We agree that, in some cancer screening trials, all-cause mortality may provide assurance against the biases that Black et al. identified. However, a problem with the design of studies using an all-cause mortality end point is the enormous sample size required. For example, with all-cause mortality as the outcome, the aforementioned Minnesota trial (2) with 15,000 subjects per group would have required 20 times as many subjects, or 300,000 per group. Lung cancer trials would have to be about 10 times as large. According to the Nordic Cochrane Centre, a breast cancer screening trial would need 1.2 million women in each group (3), 25–60 times the size of some previous disease-specific studies. Given that the concerns raised may involve only certain cancers in specific populations, rejecting findings across the board based on the possibility of bias is premature.

TIMOTHY R. CHURCH
FRED EDERER
JACK S. MANDEL

REFERENCES


NOTES

Affiliations of authors: T. Church, School of Public Health, University of Minnesota, Minneapolis; F. Ederer, School of Public Health, University of Minnesota, and The EMMES Corporation, Rockville, MD; J. Mandel, Exponent, Inc., Menlo Park, CA.

Correspondence to: Timothy R. Church, Ph.D., Division of Environmental and Occupational Health, School of Public Health, MMC 807, 420 Delaware St. S.E., Minneapolis, MN 55455 (e-mail: trc@cccs.umn.edu).

We agree with Juffs and Tannock that “Screening trials are even more difficult than we thought they were” (1). We would add that the problem of slippery-linkage bias is not unique to screening trials and that adjuvant therapy trials may also be more difficult than we thought they were.

Consider, for example, the question of the optimum duration of adjuvant androgen deprivation in the treatment of prostate cancer. The Radiation Therapy Oncology Group (RTOG) 99–10 trial is comparing a treatment of 16 weeks with a treatment of 36 weeks for total androgen suppression in men with prostate cancer who are receiving radical radiotherapy. The main end point is disease-specific survival, and the trial is powered to detect a 33% reduction in the hazard rate for death from prostate cancer, with target accrual of 1540 patients. However, there is a real possibility that, in comparison with short-term therapy, long-term androgen deprivation may be associated with an excess mortality from causes other than prostate cancer. This possibility is analogous to the slippery-linkage bias described by Juffs and Tannock and would suggest that overall survival, and not disease-specific survival, should be the main end point of this trial.

Perhaps the best data to support this possibility come from subgroup analysis of the RTOG 92–02 trial (2). This trial recruited over 1500 men with locally advanced prostate cancer who received total androgen suppression for 2 months before and 2 months during radiotherapy to the prostate and pelvis. They were randomly assigned to receive an additional 24 months of the luteinizing hormone-releasing hormone agonist goserelin or to receive no further adjuvant therapy. The initial results show a trend toward an improved 5-year disease-specific survival with adjuvant treatment (92% versus 87%, P = .07), with no difference in the 5-year overall survival (78% versus 79%) (2). The subgroup of patients who had a Gleason score of 8–10 (22% of all participants) showed a statistically significant benefit for adjuvant goserelin in terms of disease-specific survival (90% versus 78%, P = .007) and of overall survival (80% versus 69%, P = .02). The outcome of the remaining 78% of patients with a Gleason score of 7 or less was not presented. However, this outcome may be estimated, because the percent survival for all patients is 0.78 (percent survival for patients with a Gleason score of 7 or less) plus 0.22 (percent survival for patients with a Gleason score of 8–10).

If we take into account the possibility of rounding errors, then the 5-year disease-specific survival shows an absolute difference of 1.7%–4.3% in favor of ad-
juvant goserelin (91.9%–93.2% versus 88.9%–90.2%), but the overall survival
rates show an absolute detriment of 3.1%–
5.6% (76.8%–78.1% versus 81.2%–
82.4%). Thus, a 2-year treatment with
adjuvant goserelin was associated with an
absolute increased risk of 4.8%–9.9% for
nonprostate cancer death. The statisti-
cal significance of this increased risk
cannot be calculated from the available
data, but its magnitude is too large to be
explained merely by the increased num-
ber of patients at risk.

The cause of any excess mortality asso-
ciated with goserelin therapy is not
known, but there is some evidence to
suggest an effect on cardiovascular mor-
tality. Low testosterone levels have been
associated with a range of risk factors
for cardiovascular disease (3), and lu-
teinizing hormone-releasing hormone
agonist therapy leads to both increased
insulin resistance and arterial stiffness
(4).

A 2-year treatment with adjuvant
goserelin improves overall survival for
men with locally advanced prostate can-
cer and a Gleason score of 8–10 who
undergo radical radiotherapy (2). Trials
are warranted in lower risk populations
comparing different durations and dif-
ferent methods (e.g., antiandrogen ver-
sus androgen deprivation) of adjuvant
hormonal therapy. Given the possibility
of an adverse effect of androgen de-
privation on nonprostate cancer mortality,
it is important that the main end point of
such trials be overall, and not disease-
specific, survival. If the RTOG 99–10
trial were designed with 90% power and
a statistical significance level of .05 to
detect a 10% reduction in the hazard rate
for overall mortality, a total of 7400 pa-
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Misclassification biases can affect
cause-specific mortality, as pointed out
by Black et al. (1). One should not infer
from their Table 1, however, that such
biases are operating in these screening
trials. There is simply too much noise
to draw any inference about bias in “direc-
tion” or “magnitude,” as indicated by
the confidence intervals in Table 1. The
editorial (2) also makes much of the
“major inconsistencies” between results
for cause-specific and all-cause mortal-
ty. We, therefore, report the results of a
simulation in which no biases are oper-
ating to demonstrate that these incon-
sistencies can be easily explained by
chance effects, not by bias.

The simulations were based on the
data in Table 1 from Black et al. (1) and
the references therein. From the refer-
cences, we obtained the numbers of deaths
Dv, Dc, Dv1, and Dc1 observed in each
trial. These correspond to screened (Dv),
control cause-specific (Dc), screened
(Dv1), and control all-cause (Dc1) deaths,
respectively. From the corresponding
rates in the same table (1), Rv, Rc, Rv1, and
Rc1, we calculated the person-years (PY)
(×106) from the equation
\[ PY_v = D_v / R_v, \]
and
\[ PY_c = D_c / R_c. \]
To eliminate all bias in our simulations, we
then set \( R_v = R_c \), \( R_v1 = R_c1 \). We defined the expected Pois-
son counts for cause-specific and other
deaths as
\[ E_v = R_v \times PY_v, \]
\[ E_c = R_c \times PY_c, \]
\[ E_c1 = (R_c - R_v) \times PY_c, \]
and
\[ E_v1 = (R_v - R_c) \times PY_v. \]
Proceeding in this way for each of the 11 trials with confidence

intervals in Table 1 from Black et al. (1),
we generated four independent Poisson
death counts with the expectations
above, computed the estimated cause-
specific and all-cause rates by dividing
\( PY_v \) or \( PY_c \) as appropriate, and
determined how many “inconsistencies”
were there in direction or magnitude by
using the criteria described by Black et
al. (1).

In 10000 such simulations, the aver-
age number of inconsistencies of direc-
tion was 3.61 with a standard deviation
of 1.55. The average number of incon-
sistencies of magnitude was 1.64 with a
standard deviation of 1.09. Thus, the
numbers of inconsistencies of direction
(five of 11) and magnitude (two of 11)
reported by Black et al. are entirely con-
sistent with chance. In fact, 26.84% of
the simulated trials had five or more in-
consistencies in direction, and 52.00%
had two or more inconsistencies in mag-
nitude. One does not need to invoke
“sticky diagnosis” bias or “slippery link-
age” bias or any other bias to explain the
results in Table 1.

Estimates of a difference in all-cause
mortality rates are much less precise
than in cause-specific mortality rates.
To get the same precision, the all-cause
mortality study would need to be larger
(or longer) by a factor equal to the ratio
of the sum of the screened and control
cancer mortality rates to the sum of the
corresponding cause-specific mor-

date rates. For the Swedish Two-
County Study, the all-cause mortality
study would need to be 37.6 times larger
(or longer). Clearly, studies of all-cause
mortality that are sufficiently large to
have the required precision would not be
feasible in many situations.
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Black et al. (1), in their article entitled “All-Cause Mortality in Randomized Trials of Cancer Screening,” argue that the only measure of benefit from a screening intervention is a reduction in “all-cause mortality.” All cause mortality may be the best way to avoid bias in the determination of the causes of death, as they explain. It may be appropriate in therapy trials in which the disease being studied is a major cause of death, but the goal is impossible to achieve, for all practical purposes, for screening trials.

There are two essential differences between trials of therapies and trials of screening that make all-cause mortality appropriate in the former but impractical in the latter. Both are consequences of the fact that, in trials of therapies for a terminal disease, patients are eligible only if diseased, whereas in screening trials, both diseased and nondiseased individuals are included. As a result, the number of expected deaths per studied patient is much larger in trials of therapies. Furthermore, a much larger fraction of the deaths from all causes are caused by the specific disease in trials of therapies. Thus, required sample sizes for both disease-specific and all-cause mortality may be similar in therapy trials but very different in screening studies.

Their graphic nicely demonstrates the difference between dying from a single disease, such as breast cancer, and dying from all other causes of death. Rather than supporting the concept that screening efficacy should be judged by its effect on all causes of death, their summary provides clear evidence that basing efficacy on “all cause mortality” in a screening trial is neither feasible nor necessary. Breast cancer accounts for only a small percentage of deaths each year. Consequently, if screening reduces the number of deaths from breast cancer by approximately 25%, there will be little change in the overall per capita death rate from all causes as shown in their Fig. 1. For instance, if there are four incident cancers per 1000 women, and if screening reduces the death rate from breast cancer by 25%, and if breast cancer accounts for 10% of all deaths, then a trial would need a minimum of 1.5 million women in each arm for that reduction to show a significant reduction in all-cause mortality. Because breast cancer accounts for far fewer than 10% of all deaths each year, a trial would have to involve many more than 3 million women.

What the authors have shown is nothing more than that the larger statistical fluctuation in all-cause mortality can mask a real benefit that would be apparent if the benefit is evaluated for breast cancer mortality alone. It is not appropriate to dismiss the fact that screening reduces the rate of death from breast cancer simply because deaths from all causes do not appear to be influenced. Most women would prefer to not die from breast cancer. The screening trials show that the likelihood of dying from breast cancer can be reduced by earlier detection. There is no good evidence that the blinded assignment of the causes of death in the trials was biased. Even if there were cardiovascular deaths from irradiation that were not counted in the trials, these deaths would have occurred in fewer than 5% of women irradiated with the old “hockey-stick” fields (2,3) and would be virtually the same for screen-detected as well as control women with breast cancer. Decreasing breast cancer deaths will clearly translate into fewer total deaths in a given year, but proving this decrease in deaths is impossible because the trials would have to be so large that they could not be performed.

Daniel B. Kopans
Elkan Halpern
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In their interesting and provocative review of 12 large randomized cancer screening trials, Black et al. (1) draw attention to the fact that the direction of the effect of screening on cancer-specific mortality is not consistent with the direction of the effect of screening on all-cause mortality in many of the trials. The authors point out that in “five of the 12 trials, differences in the two mortality rates went in opposite directions,” and they use this seemingly disturbing observation to suggest that bias in assessing cause of death is responsible for this lack of concordance.

We do not dispute that there are ambiguities inherent in the ascertainment of cause of death, nor do we disagree that exposure to screening may potentially bias the ascertainment process. Yet the evidence presented by the authors (lack of concordance) is entirely predictable on the basis of random variation in the absence of any bias. Because these screening trials were all conducted on healthy populations, occurrences of death from causes other than the cancer under investigation vastly outnumber the cancer-specific deaths. Therefore, relatively small random fluctuations in the overall death rates easily swamp the differences in cancer-specific mortality.

We have re-analyzed the data by using the death frequencies derived from the same source publications cited by Black et al., with the exception of the Health Insurance Plan (HIP) trial, for which the numbers were extracted from the Cochrane Library (Table 1). Consider, for example, the Funen study (2) of colorectal cancer screening. In this study, there were 454 deaths attributed to colorectal cancer, and the screened group experienced 44 fewer deaths than the control group. There were 12077 deaths attributed to other causes, and these deaths should be randomly distributed between the two groups in the absence of bias. In the paradigm described by Black et al., discordance will occur if the number of deaths from causes other than colorectal cancer in the screened group exceeds by more than 44 the number observed in the control group. At the outset, this event is not unlikely. In fact, given the disparity of 44 deaths attributed to colorectal cancer, the approximate probability that discordance...
would occur in this trial by chance alone is 34%, as determined by the tail area of the normal score corresponding to \( z = \frac{d}{\sqrt{t}} \) (where \( d \) is the difference in the number of cancer-specific deaths and \( t \) is the total number of deaths attributed to other causes). The corresponding probabilities of discordance for the other studies range from 21% to 48%. Viewed together, the average probability of discordance in these studies was 33%, so in a sample of 12 studies, such as those in Black et al., we would expect to observe about four discordant studies by chance alone.

These results confirm the dilemma that has always faced investigators when designing cancer-screening trials. Although many methodologists would argue that all-cause mortality is ultimately the end point of interest, cancer-specific mortality has been used because of its much greater statistical power. An important measure of the utility of a surrogate end point of this nature is the probability of concordance with the real end point (3). The study by Black et al. shows the unfortunate fact that this probability is not especially high for cancer screening trials.

In their provocative article on the choice of outcomes in randomized trials of cancer screening, Black et al. (1) suggest that for a given trial (or series of trials), disease-specific mortality “should only be interpreted in conjunction with all-cause mortality.” As a means of identifying possible problems in randomization or the completeness of ascertainment of outcome events, we agree with the authors that it is appropriate to look for differences in all-cause mortality that clearly exceed the plausible impact of screening.

However, we disagree with their conclusion that “a reduction in disease-specific mortality should not be cited as strong evidence of efficacy when the all-cause mortality is the same or higher in the screened group.” Our concern stems from the fact that in most randomized screening trials, all-cause mortality will not differ to a statistically significant extent whether the screening modality does or does not lead to life-saving treatment in some persons. Moreover, the probability of “inconsistency” between the comparison based on all-cause mortality rates and that based on cause-specific mortality rates may be quite high because of chance alone. As an example, consider the Minnesota trial of screening for fecal occult blood, cited by Black et al. In that trial, the all-cause mortality rate was the same in both arms—183.6 deaths per 10000 person-years—while the cancer mortality rates were 6.6 in the control group versus 5.4 in the screened group. Imagine that a hypothetical new trial is conducted to compare mortality from both all causes and colorectal cancer between two groups of equal size, each of which involves the same number of person-years of follow-up as in the control arm of the Minnesota trial. Moreover, suppose that the true effect of screening on colorectal cancer mortality is to reduce colon cancer mortality in the screened group by 50%, whereas screening has no effect on mortality from other causes. The expected all-cause mortality rates would be 183.6 in the control arm and 183.6 – (6.6 × 0.5) = 180.3 in the screened arm. According to the formula given by Rosner (2), such a trial would have only 11% power to detect such a difference in all-cause mortality by use of a two-sided test at the .05 level. Because of sampling variability, there would also be a 31% chance that all-cause mortality would actually be greater in the screened group.

Black et al. assert that “increasing the rigor of the death-review process might help to reduce the effects” of the biases in cause-of-death attribution that they have identified. We agree, and we suspect that, although errors may remain in assessment of cause of death after such a review, the magnitude of the bias pro-

### Table 1. Concordance probabilities for cancer screening trials

<table>
<thead>
<tr>
<th>Trial</th>
<th>No. of cancer-specific deaths of screened</th>
<th>No. of cancer-specific deaths of control</th>
<th>Probability of discordance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast</td>
<td>218</td>
<td>262</td>
<td>0.23</td>
</tr>
<tr>
<td>HIP</td>
<td>160</td>
<td>167</td>
<td>0.21</td>
</tr>
<tr>
<td>Swedish Two-County</td>
<td>63</td>
<td>66</td>
<td>0.48</td>
</tr>
<tr>
<td>Malmo</td>
<td>18</td>
<td>40</td>
<td>0.29</td>
</tr>
<tr>
<td>Gothenburg</td>
<td>68</td>
<td>76</td>
<td>0.40</td>
</tr>
<tr>
<td>Canadian 1</td>
<td>29</td>
<td>18</td>
<td>0.26</td>
</tr>
<tr>
<td>Canadian 2</td>
<td>88</td>
<td>90</td>
<td>0.48</td>
</tr>
<tr>
<td>Colorectal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minnesota</td>
<td>199</td>
<td>121</td>
<td>0.37</td>
</tr>
<tr>
<td>Nottingham</td>
<td>360</td>
<td>420</td>
<td>0.35</td>
</tr>
<tr>
<td>Funen</td>
<td>205</td>
<td>249</td>
<td>0.34</td>
</tr>
<tr>
<td>Lung</td>
<td>80</td>
<td>61</td>
<td>0.24</td>
</tr>
<tr>
<td>Mayo Lung Project</td>
<td>337</td>
<td>303</td>
<td>0.30</td>
</tr>
</tbody>
</table>

*Data for this study were obtained from the Cochrane Library (mortality at 13 years follow-up). HIP = Health Insurance Plan.
†Formula was modified from text to account for unbalanced randomization: 77,080 subjects in screened group versus 55,985 in control group (Swedish Two-County); 138,402 person-years (PY) in screened versus 168,025 PY in control (Gothenburg); 157,946 PY in screened versus 147,854 PY in control (Edinburgh); 368,094 PY in screened versus 181,966 PY in control (Minnesota).
‡Although Black et al. classified this study as discordant, in fact there were both fewer cancer-specific deaths and fewer all-cause deaths in the screened group.
§All-cause deaths through 1993 versus June 1996 for cancer-specific deaths.
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In their provocative article on the choice of outcomes in randomized trials of cancer screening, Black et al. (1) suggest that for a given trial (or series of trials), disease-specific mortality “should only be interpreted in conjunction with all-cause mortality.” As a means of identifying possible problems in randomization or the completeness of ascertainment of outcome events, we agree with the authors that it is appropriate to look for differences in all-cause mortality that clearly exceed the plausible impact of screening.

However, we disagree with their conclusion that “a reduction in disease-specific mortality should not be cited as strong evidence of efficacy when the all-cause mortality is the same or higher in the screened group.” Our concern stems from the fact that in most randomized screening trials, all-cause mortality will not differ to a statistically significant extent whether the screening modality does or does not lead to life-saving treatment in some persons. Moreover, the probability of “inconsistency” between the comparison based on all-cause mortality rates and that based on cause-specific mortality rates may be quite high because of chance alone. As an example, consider the Minnesota trial of screening for fecal occult blood, cited by Black et al. In that trial, the all-cause mortality rate was the same in both arms—183.6 deaths per 10,000 person-years—while the cancer mortality rates were 6.6 in the control group versus 5.4 in the screened group. Imagine that a hypothetical new trial is conducted to compare mortality from both all causes and colorectal cancer between two groups of equal size, each of which involves the same number of person-years of follow-up as in the control arm of the Minnesota trial. Moreover, suppose that the true effect of screening on colorectal cancer mortality is to reduce colon cancer mortality in the screened group by 50%, whereas screening has no effect on mortality from other causes. The expected all-cause mortality rates would be 183.6 in the control arm and 183.6 – (6.6 × 0.5) = 180.3 in the screened arm. According to the formula given by Rosner (2), such a trial would have only 11% power to detect such a difference in all-cause mortality by use of a two-sided test at the .05 level. Because of sampling variability, there would also be a 31% chance that all-cause mortality would actually be greater in the screened group.

Black et al. assert that “increasing the rigor of the death-review process might help to reduce the effects” of the biases in cause-of-death attribution that they have identified. We agree, and we suspect that, although errors may remain in assessment of cause of death after such a review, the magnitude of the bias pro-
duced by those errors will, in most instances, be relatively small. Accepting the possibility of a small bias in cause-specific mortality is, to us, preferable to relying on the presence of a difference in all-cause mortality before concluding that a screening intervention has prevented some deaths. Because it is not generally feasible to do studies that are large enough to reliably document the impact of screening on all-cause mortality, we fear that a number of truly effective cancer screening tests will incorrectly be deemed ineffective if we give undue emphasis to this parameter.

Noel S. Weiss
Thomas D. Koepsell
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RESPONSE

Begg and Bach, Church et al., Gail and Katki, Kopans and Halpern, and Weiss and Koepsell point out that the inconsistencies between the disease-specific and all-cause mortality rates in Table 1 of our article could be due to chance alone. We agree (as we acknowledged in our discussion) and appreciate the estimates for the probabilities of discordance provided by Begg and Bach, Gail and Katki, and Weiss and Koepsell. Nevertheless, we provided Table 1 to show that these inconsistencies exist—regardless of cause—and to show that the deaths from the target cancers are only small proportions of all deaths (3%-16%). We suspect that many individuals contemplating screening and their referring clinicians would be surprised that these proportions are so low and that there is not even a trend toward a decrease in all-cause mortality in the screening arms (higher in six trials, lower in five, and the same in one). These facts are certainly not conveyed in the promotional materials for cancer screening that stress saving lives. Incidentally, Church et al. state that the death rate from colon cancer was 4.5 per 10 000 person-years in the screening arm of the Minnesota trial. However, there were actually two screening arms (and one control arm) in that trial. While the colon cancer death rate was 4.5 per 10 000 person-years in the arm screened annually, it was 6.4 per 10 000 person-years in the arm screened biennially. We did not think that inclusion of only one of the screening arms—the one with the much better outcomes—would fairly represent screening in that trial. Therefore, we combined the number of colon cancer deaths (82 and 117), all deaths (3361 and 3396), and person-years of follow-up (184, 160, and 183 934) in the two screening arms to calculate the mortality rates for screening that are shown in Table 1.

Returning to the issue of the inconsistencies between the disease-specific and all-cause mortality rates in Table 1, that they can be explained by chance alone does not mean that chance is the only, or even the most important, explanation. Clinicians and the public health community must also consider alternative explanations. We devoted much of our article to discussing the plausibility of bias in the classification of death as well as design flaws that could cause inconsistencies between the mortality rates. Although we cited some empirical evidence concerning misclassification of death, we failed to cite one particularly relevant article by Brown et al. (1). These investigators examined deaths in patients diagnosed with cancer and found that the overall noncancer death rate was 1.37 times that expected from U.S. age- and sex-specific mortality data ($P<.001$). Brown et al. also found that most of the excess noncancer deaths occurred shortly after diagnosis, and they concluded that a large proportion of these deaths were probably due to cancer treatment. Parker and Dearnaley provide further evidence that cancer treatments can be associated with excess noncancer mortality and that the potential for net harm is greatest for those with early, low-grade disease—the very individuals most likely to be identified by screening.

Weiss and Koepsell think that a statistically significant reduction in all-cause mortality is too stringent a requirement for the determination of screening efficacy. We agree, and we think that a trend in the right direction along with a statistically significant reduction in disease-specific mortality may be sufficient. However, we do not think that a randomized trial showing an increase in all-cause mortality should ever be cited as “strong evidence” of efficacy, regardless of the reduction in disease-specific mortality. We recognize that the probability of an increase in all-cause mortality from chance alone can be high when the disease-specific mortality is proportionally very low. In the example described by Weiss and Koepsell, in which colon cancer causes only 3.6% of all deaths, the probability of an increase in all-cause mortality is 31% if screening reduces colon cancer mortality by 50% and causes no other deaths. However, when the disease-specific mortality is proportionally very low, it is also true that only a very slight increase in noncancer mortality is required to offset a reduction in cancer mortality. In this colon cancer example, if screening and the subsequent diagnostic evaluation and treatment increase the noncancer mortality by as little as 2%, then screening would cause more deaths than it prevents, even if it does reduce colon cancer mortality by 50%. Thus, even when there is a statistically significant reduction in disease-specific mortality, we do not think the case for screening should be closed when the all-cause mortality is higher in the screened group.

With regard to the appropriate burden of proof, a conservative statistical significance level of 5% is conventionally used in medicine to avoid the acceptance of a new treatment that is not effective. It would be ironic if this 5% significance level were reversed to avoid the rejection of a new screening test that may cause more deaths than it prevents. Furthermore, it is generally agreed that the level of evidence for effectiveness should be especially high for screening because it “converts some ostensibly healthy individuals into patients” (2). (We don’t think most individuals considering screening would be reassured by the argument that the observed increase in all-cause mortality could be dismissed as chance ($P>.05$).)

In conclusion, we stand by our recommendation that all-cause mortality should always be reported and considered
in conjunction with disease-specific mortality. Disregarding the vast majority of deaths that occur in a randomized trial of screening for the sake of statistical power simply hides an important uncertainty. Establishing the net effect of screening healthy people—only a few of whom can be helped, some of whom will be harmed, and most of whom will experience little effect—will often exceed the limits of medical science. Thus, there is all the more reason for full disclosure of both what is known and what is unknown about screening for informed decision making.
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