Virtual reality-based simulator for training in regional anaesthesia
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Background. The safe performance of regional anaesthesia (RA) requires theoretical knowledge and good manual skills. Virtual reality (VR)-based simulators may offer trainees a safe environment to learn and practice different techniques. However, currently available VR simulators do not consider individual anatomy, which limits their use for realistic training. We have developed a VR-based simulator that can be used for individual anatomy and for different anatomical regions.

Methods. Individual data were obtained from magnetic resonance imaging (MRI) and magnetic resonance angiography (MRA) without contrast agent to represent morphology and the vascular system, respectively. For data handling, registration, and segmentation, an application based on the Medical Imaging Interaction Toolkit was developed. Suitable segmentation algorithms such as the fuzzy c-means clustering approach were integrated, and a hierarchical tree data structure was created to model the flexible anatomical structures of peripheral nerve cords. The simulator was implemented in the VR toolkit VISTA using modules for collision detection, virtual humanoids, interaction, and visualization. A novel algorithm for electric impulse transmission is the core of the simulation.

Results. In a feasibility study, MRI morphology and MRA were acquired from five subjects for the inguinal region. From these sources, three-dimensional anatomical data sets were created and nerves modelled. The resolution obtained from both MRI and MRA was sufficient for realistic simulations. Our high-fidelity simulator application allows trainees to perform virtual peripheral nerve blocks based on these data sets and models.

Conclusions. Subject-specific training of RA is supported in a virtual environment. We have adapted segmentation algorithms and developed a VR-based simulator for the inguinal region for use in training for different peripheral nerve blocks. In contrast to available VR-based simulators, our simulation offers anatomical variety.
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Regional anaesthesia (RA) has been used increasingly during the past four decades due to the perceived advantages of reduced postoperative pain, earlier mobility, shorter hospital stay, and lower costs. However, RA requires good theoretical, practical, and non-cognitive skills to allow trainees to achieve confidence in performing RA and to keep complications to a minimum. Current training methods for RA include cadavers, video teaching, ultrasound guidance, and simple virtual patient modeling. The advantage of using simulators in medicine is the creation of a realistic environment with standardized and reproducible scenarios without endangering patients.
development of different systems including high-fidelity simulators. However, the limited numbers of virtual reality (VR)-based simulators for RA narrow their use for training purposes. Technically, VR simulators do not consider individual patients’ anatomy and cannot be adapted to different regions such as the inguinal region, spine, neck, or arm. Therefore, we have started to develop a VR-based simulator on the basis of different patients’ anatomies to allow trainees to practise their technical skills on a variety of virtual patients. We present the data extraction, design, and implementation of a localized patient model for RA of the inguinal region. Novel simulation algorithms are described and discussed in comparison with related work.

Methods

Catalogue of requirements

According to the Haptics Optional Surgical Training System (HOSTS), which is developed for the US Army, a training system has to fulfil several criteria. These include:

- to identify the right injection site and proper injection angle;
- to keep the hand position at the proper angle and stable during the injection, which requires knowledge of the appropriate hand position for each block position and proper needle placement during injection;
- to ensure that a nerve is not pierced; and
- to feature the ability to assess nerve stimulation.

A realistic model for RA should provide a virtual environment that can be adapted easily to the individual patient’s anatomy and also to different procedures on different body regions. The incorporation of haptic feedback requires the discrimination of different types of tissue and thus necessitates the modelling of certain structures. Therefore, a hierarchical ontology has been created by systematic classification in accordance with anatomical properties (Fig. 1). Bony tissue, muscles, connective (adipose) tissue, and vessels must be imaged, whereas skin, fat, and nerves can be simulated from these data.

Data acquisition

For the purpose of non-invasive data acquisition, the use of computed tomography imaging and the routinely deployed injection of contrast agents were excluded. Instead, data from magnetic resonance imaging (MRI) with a field strength of 1.5 T were used (Philips Achieva 1.5T A series, The Netherlands). To extract the vascular system, a time of flight (TOF) magnetic resonance angiography (MRA) sequence was applied (512×512 pixels, 100 slices, resolution 0.88 mm×0.88 mm×3.0 mm, repetition time: 23.0 ms, echo time: 6.9 ms, flip angle: 23°). Bone, musculature, and soft tissues were captured using a T1-weighted fast-field-echo (FFE) sequence (480×480 pixel, 100 slices, resolution 0.94 mm×0.94 mm×3.0 mm, repetition time: 302.6 ms, echo time: 4.6 ms, flip angle: 80°). In both MRA and MRI, a four-channel SENSE body coil was applied to increase the signal-to-noise ratio (SNR) and to shorten the scan times.

Image processing

Using the Medical Imaging Interaction Toolkit (MITK), the Insight Segmentation and Registration Toolkit (ITK), and the Visualization Toolkit (VTK), an application was developed to assist data handling, registration, and segmentation. Affine registration of MRI and MRA was performed automatically applying the ITK modules for mutual information and evolutionary computing for metric and optimization, respectively. Mutual information measures the information that two random variables (here the two images during their iterative alignment) share. An evolutionary algorithm is a generic population-based
optimization procedure that uses mechanisms inspired by biological evolution: reproduction, mutation, recombination, and selection.

On the basis of a manually positioned seed point, the fuzzy c-means clustering algorithm,\(^\text{12}\) which allows one piece of data to belong to two or more clusters, was applied for automatic segmentation of the muscular structure. A geometric deformable model approach was used for bones.\(^\text{13}\) For the vascular system, a region growing algorithm was applied. Mathematical morphology operators are applied to smooth the soft tissue labels and, in particular, the surface of the body. As a result, each voxel was labelled as either of the tissue classes (skin, fat, vessel, muscle, and bone) or background.

### Nerve modelling and simulation

Nerves cannot be sufficiently visualized with MRI or MRA. Therefore, a hierarchical data structure was created to simulate nerve cords (Fig. 2). Functional nodes and spline curves represent nerve sections. Each spline curve is defined by control points, in the neighbourhood of the segmented vessels, which can be placed in the virtual environment using anatomical landmarks such as branches of vessel trees.

In addition to the vessel morphology, the modelled nerve nodes are attached to movable anatomical structures, for example, bones and muscles. Each node holds a list of splines, while each spline in turn features two control points. These control points are shared between neighbouring splines to create continuous curves and branches. Nerves which innervate muscles (other types of nerves are irrelevant for our purpose) end at the adjacent muscle with a myoceptor. This anatomical entity translates the electric impulse into muscle stimuli. In our data structure, these nerve ends are represented by specialized control points. By abstraction, both geometric and functional characteristics can be reused for other anatomical cords such as blood vessels or lymph vessels.

### Simulator application

The application was implemented in the virtual toolkit ViSTA and applies several modules for collision detection, virtual humanoids, interaction, and visualization.\(^\text{14}\) We developed a system architecture to separate data structures from algorithms, which in turn contributed to the extensibility and interchangeability of data sets for patient-specific data.\(^\text{15}\) For the electric impulse transmission, a novel approach based on electric distance was developed. It was used to determine which nerve cords are reached and to calculate the intensity of the electric impulse. Visualization algorithms were developed to allow explorative analysis and interactive rendering of geometric representations of the virtual patient and the instruments. A geometry algorithm called vertex blending was used to create a deformable skin surface for changing the posture of the patient, for palpation, and for muscle response.\(^\text{16}\) Two approaches were established to visualize virtual nerve cords. Polygonal lines were used to incorporate thin nerve cords. To adequately represent thicker cords, so-called tubelets were applied, which are accelerated and shaded by modern graphics cards.\(^\text{17}\) The visualization of muscle twitches (caused by electric nerve stimulation and propagated through fat tissue to the skin surface) is based on morphing algorithms. Two geometries including the anatomical region of interest were applied, one with the relaxed muscle and another with the contracted one. According to the triggering of nerves and the calculated contraction state of the muscles, we morphed the meshes in between these two extremes to produce reasonable intermediary results.

Interaction algorithms have been created to support a range of different input devices [e.g. VR-devices like tracking systems and a six-degree-of-freedom mouse, and also keyboard and a two-dimensional (2D) mouse]. These were used to navigate through the virtual environment and to change the view relative to the virtual patient. A picking metaphor (similar to drag and drop on 2D desktops) allowed to interactively manipulate the posture of the virtual patient and thus provided better access for the insertion of the needle. Support for customized haptic input devices was implemented and used for palpation\(^\text{18}\) to localize the needle injection site realistically and for needle operations. All input data can optionally be recorded during training for evaluation afterwards.

### Results

#### Data acquisition

The inguinal region of five individuals was recorded using the MRI/MRA imaging protocol (Table 1). The group of subjects, males and females, included a range in weight [mean (sd) 73 (20) kg], size [mean (sd) 173 (10) cm], and age [mean (sd) 26 (9) yr].
Segmentation

The MRI allows the segmentation procedures to differentiate between fat, muscle, and bone (Fig. 3). Vessels are also visible. The high-contrast body-to-background contour is used for registration. The segmentation processes require only simple user interactions and then continue automatically. As it can be seen (Fig. 3), the user is guided step by step through the registration, segmentation, and labelling process. Only a few manual interactions are necessary since the application supports storage and reload of configuration files. The total processing time is ~25 min on a standard desktop PC.

Nerve modelling and simulation

The result of nerve modelling for Subject 3 shows that the spline approximation yields smooth transitions. On the basis of the ViSTA toolkit, the data sets can be visualized on a standard PC monitor (Fig. 4a) and also in large immersive virtual environments (Fig. 4b). Irrespective of the visualization environment, they can be manipulated interactively.

Simulator application

The algorithm for the electric distance approach for impulse transmission determines the shortest path of electrons through inhomogeneous tissues (Fig. 5). At first, a special search data structure based on path-finding algorithms is created. This data structure is also referred to as a roadmap. To construct such a data structure, sample points are randomly distributed within the area around the needle. Accepted samples (i.e. inside the virtual body) either cover a volume around themselves (called guards) or are used to connect guard nodes with each other (called connectors). The desired percentage of coverage, the radius of the sphere of a guard (the extent of the volume it represents), and the maximum distance between guards and connectors are parameters that define the quality of the simulation, and also influence the processing time. From these samples, a bi-directional graph can be generated whose edge weights are closely related to the electric resistance of the tissue between the nodes.

Table 1 Biometric data of five subjects who have been scanned with MRI and MRA protocols to create models of the inguinal region

<table>
<thead>
<tr>
<th>Gender</th>
<th>Weight (kg)</th>
<th>Size (cm)</th>
<th>Age (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>55</td>
<td>155</td>
<td>26</td>
</tr>
<tr>
<td>Female</td>
<td>61</td>
<td>162</td>
<td>18</td>
</tr>
<tr>
<td>Male</td>
<td>61</td>
<td>172</td>
<td>26</td>
</tr>
<tr>
<td>Male</td>
<td>79</td>
<td>179</td>
<td>41</td>
</tr>
<tr>
<td>Male</td>
<td>110</td>
<td>187</td>
<td>20</td>
</tr>
</tbody>
</table>

Fig 3 MITK-based application for segmentation with coronal, transversal, and sagittal views from MRI scans.
The construction of this roadmap cannot be performed in real time and thus had to be pre-calculated. In a second step, the built data structure was used to determine the shortest path in terms of electric resistance from the tip of the needle to the nerve whose control points are part of the samples. This step is performed iteratively in each simulation cycle during the search process with the needle.

The PHANTOM Omni Haptic Device (SensAble Technologies, USA) was used to control the instruments and to provide force feedback (Fig. 6). As a first approach, the simulator computes a very rudimentary haptic feedback once the virtual needle has entered the body. This is based on the virtual proxy approach and the use of constant material properties for fat tissue and muscle tissue. The stimulation properties of the virtual needle (e.g. impulse strength and impulse duration) can be changed via a 2D graphical user interface in order to support a systematic search process for the nerve.

**Discussion**
The development of new simulators and the recognition of their utility for training and continuing medical education have led to widespread use in medicine. However, the use of manikins to train RA is limited by inter-patient variability, inaccurate representation of biological tissue, and physical wear from repeated use. Sophisticated interactive VR are a potentially valuable way to overcome these constraints, encompassing the advantages of a flexible environment with the allowance of dynamic view changes and accurate training of sterical relationships. Although not all VR simulators are suitable for all training purposes, the majority of studies assessing VR-based training tools have shown a beneficial effect.

The development of appropriate anatomical VR models necessitates detailed visualization of relevant structures. One of the first approaches was the Visible Human data...
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set\textsuperscript{27} that has been manually labelled in the VOXEL-MAN project.\textsuperscript{28} Networks have also contributed greatly to the creation of new data sets and visualization for anatomical teaching and surgical simulation.\textsuperscript{29,30} It is important to distinguish between anatomical visualization, surgical planning, and surgical simulation. All rely on anatomical data sets, but the dynamics of simulation requires deformable geometry and data optimization for real-time interaction. This means that visualization algorithms must share CPU processing time with physics-based simulation to deform and move geometry, for example, in one time-step, the simulation must be updated and the scene redrawn. If these time steps take too long, the frame rate gets too low, resulting in jerky animations. Although current available VR-based RA simulators do allow practice of manual skills in different body regions, they are limited by their lack of variance and realism.\textsuperscript{31,32} Data sets, such as labelled volumes and 3D triangular mesh geometries representing organs provided by the Visible Human Project\textsuperscript{33} and Zygote Media Group, Inc.,\textsuperscript{34} form the basis of these simulators. These commercially available data sets contain one set of high-quality 3D geometry models for each gender. The provision of only one anatomical data set does not allow anatomical variation, which is an important feature to allow decision-making under varying conditions. Another example is the interactive anatomical models of Primal Pictures, Ltd,\textsuperscript{35} which are very detailed and feature biomechanical animations for the musculoskeletal system. However, these data sets are only available as rendered 2D images and movie clips. Therefore, these data cannot be used for simulation. In contrast, our flexible and dynamic concept of simulation allows the exchange of patient-specific data sets, implementation of sophisticated haptics, and the extension to new regions for other procedures.

Since direct exposure of nerve trees with T1-weighted MRI does not provide sufficient SNR to support automatic segmentation, angiographic and morphologic MR scans were performed consecutively to realize the simulations. The choice of sequence for MRA was not difficult, since the widely used TOF sequence\textsuperscript{36,37} also produced good results in our approach. However, it was more challenging to find an adequate sequence for MRI morphology. T2-weighted turbo spin-echo (T2 TSE), T1-weighted magnetization-prepared rapid acquired gradient echo (T1 MP-RAGE), T1-weighted chemical shifting, and T1 FFE were probed, and T1 FFE was chosen. For data acquisition, we used Siemens TrioTrim with 1.5 T and Philips Achieva with 1.5 and 3 T. The best image quality for both conditions, we used Siemens TrioTrim with 1.5 T and Philips Achieva with 1.5 and 3 T. The best image quality for both T1 FFE was chosen. For data acquisition, we used Siemens TrioTrim with 1.5 T and Philips Achieva with 1.5 and 3 T. The best image quality for both conditions, we used Siemens TrioTrim with 1.5 T and Philips Achieva with 1.5 and 3 T. The best image quality for both T1 FFE was chosen. For data acquisition, we used Siemens TrioTrim with 1.5 T and Philips Achieva with 1.5 and 3 T. The best image quality for both T1 FFE was chosen. For data acquisition, we used Siemens TrioTrim with 1.5 T and Philips Achieva with 1.5 and 3 T. The best image quality for both T1 FFE was chosen. For data acquisition, we used Siemens TrioTrim with 1.5 T and Philips Achieva with 1.5 and 3 T. The best image quality for both T1 FFE was chosen. For data acquisition, we used Siemens TrioTrim with 1.5 T and Philips Achieva with 1.5 and 3 T. The best image quality for both T1 FFE was chosen.

It is preferable that the segmentation process is initialized automatically with minimal user interaction. In our approach, only two seed points had to be specified; one for each vascular tree in the region, although the clustering algorithm is automatically initialized with a predefined number of three classes to separate the T1-weighted data into background, soft tissue, and the remaining tissue. Further automatization of the process can be achieved using active shape models for the vessel trees. Such statistical models of the shape of objects can be iteratively deformed to fit the object in a new image.\textsuperscript{30} An advantage of the chosen MITK platform is that algorithms for image processing and segmentation can easily be added and integrated.

Virtual nerve cords are represented by rigid geometry in the French simulator SAILOR\textsuperscript{31} and simulator being developed by Hu and colleagues.\textsuperscript{32} In our approach, nerves are constructed with piece-wise spline curves. This allows unrestricted modelling and furthermore enables fast deformation. Most importantly, control points can be transformed locally within standard deviations and thus new anatomical configurations can be created in order to provide challenges in training.

For the simulator application, the electric impulse transmission is one of the most essential parts and requires a proper and accurate simulation. Our approach for electric impulse transmission based on electric distance allows for higher accuracy than a geometric-based heuristic method.\textsuperscript{32} The usual trade off compromising real time for higher accuracy is circumvented by pre-calculation of the roadmap and optimization techniques for the search in the data structure during run-time of the algorithm. The visualization of nerve cords with virtual tubelets originates from an approach developed to display particle trajectories in computational fluid dynamics.\textsuperscript{17} A fast rendering speed and a convincing 3D effect are the advantages over standard polygonal tubes for visualization.

The simulator supports a wide range of output devices for representation and input devices which allows use in different environments. Depending on needs and economic considerations, the simulator can be run on a low cost PC and also in larger environments which allow intuitive 3D exploration with realistic interaction. Since it has been shown that VR training without haptic feedback is not realistic, our simulator integrates a PHANTOM Omni\textsuperscript{38} Haptic Device for 3D movements,\textsuperscript{41} in comparison with other simulators which use a 2D mouse for interaction and do not have input devices for intuitive steering of the needle or haptic force feedback.\textsuperscript{31} Future work will include the development of other regions of interest and an evaluation comparing traditional methods of learning against VR-based training. It is intended also to incorporate a sophisticated haptic simulation for realistic tool-tissue interaction to enhance user acceptance. Therefore, tissue properties will be acquired and used in a novel physics-based soft-tissue simulation.
In summary, we developed a flexible training environment with VR by using multimodal representations of both visual and rudimentary haptics with intuitive interactions and a plausible simulation. This VR-based simulator is the first of its kind, which was created using a number of different patients to form a flexible and dynamic learning environment to train, and improve, their skills in different peripheral nerve blocks.

**Funding**

This work was supported by a grant from the German Research Foundation (DFG, KU 1132/4-1, LE 1108/8-1, RO 2000/7-1).

**References**

33. Ackerman Mj. The visible human project. Proc IEEE 86: 504–11