A fast and accurate method for predicting pK$_a$ of residues in proteins
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Predicting the pH-activities of residues in proteins is an important problem in enzyme engineering and protein design. A novel predictor called ‘Pred-pK$_a$’ was developed based on the physicochemical properties of amino acids and protein 3D structure. The Pred-pK$_a$ approach considers the influence of all other residues of the protein to predict the pK$_a$ value of an ionizable residue. An empirical equation was formulated, in which the pK$_a$ value was a distance-dependent function of physicochemical parameters of 20 amino acid types, describing their electrostatic and van der Waals interactions, as well as the effects of hydrogen bonds and solvation. Two sets of coefficients, $\{a_d\}$ and $\{b_d\}$, were used in the predictor: $\{a_d\}$ is the weight factors of 20 amino acid types and $\{b_d\}$ is the weight factors of physicochemical properties of amino acids. An iterative double least square procedure was proposed to solve the two sets of weight factors alternately and iteratively in a training set. The two coefficient sets $\{a_d\}$ and $\{b_d\}$ thus obtained were used to predict the pK$_a$ values of residues in a protein. The average predictive error is $\pm 0.6$ pH in less than a minute in common personal computer.
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Introduction

The pK$_a$ values (ionization constants) of the residues in active sites of an enzyme are of importance to the functionality of the catalytic mechanism of the enzyme, which govern the pH dependence of protein stability and enzymatic activity. Usually, an enzyme catalytic reaction is initiated by the transfer of a proton from a protein residue (the proton donor) to the substrate. One of the following steps in the enzymatic reaction mechanism is normally a nucleophilic attack on a substrate atom or the stabilization of a positively charged intermediate. The pK$_a$ values of the proton donor and the catalytic nucleophilic residue are therefore limiting the pH range at which the enzyme can function. A large number of mutagenesis experiments have been carried out in the last three decades to re-engineer the pH-activity and pH-stability profile of enzymes and proteins. Therefore, the prediction of residue pK$_a$ values in enzymes is of major importance for the biological function and industrial application of enzymes and proteins.

Currently, the pK$_a$ prediction methods fall into two main categories: theoretical calculation and empirical prediction. In the theoretical approach, the most popular pK$_a$ prediction methods (Bashford and Karplus, 1990; Yang et al., 1993; Antoniewicz et al., 1994, 1996; Mehler and Guarnieri, 1999; Ullmann and Knapp, 1999) are based on electrostatic continuum models that numerically solve the linearized Poisson–Boltzmann equation (LPBE).

$$\nabla \varepsilon(r) \nabla \phi(r) - \kappa^2(r) \varepsilon(r) \phi(r) = -4 \pi \rho(r)$$

where $\varepsilon$ is the dielectric constant, $r$ the position vector, $\phi(r)$ the electrostatic potential, $\rho(r)$ the charge distribution and $\kappa$ a parameter that represents the effect of mobile ions in solution. In these methods, the protein is described by a molecular mechanics force field, embedded in a uniform dielectric continuum with dielectric constants of 80 for the solvent and 4–20 for the protein interior. The Poisson–Boltzmann equation is solved numerically. Currently three programs are available for theoretical calculation of pK$_a$. They are MCCE (Alexov and Gunner, 1997, 1999), MEAD (Bashford, 1997) and UHBD (Madura et al., 1995).

In the empirical prediction method, the pK$_a$ value of an ionizable group in a protein is predicted by applying an environmental perturbation $\Delta$ pK$_a$ to the model value of a residue in protein,

$$\text{pK}_a = \text{pK}_{\text{model}} + \Delta \text{pK}_a$$

The environmental perturbation $\Delta$ pK$_a$ is supported by the sum of several physical and chemical contributions, including hydrogen bond (HB), desolvation (Des) and charge–charge (q–q) interaction,

$$\Delta \text{pK}_a = \Delta \text{pK}_{\text{HB}} + \Delta \text{pK}_{\text{Des}} + \Delta \text{pK}_{\text{q–q}}$$

$$= C_{\text{HB}}f_{\text{HB}}(r)N_{\text{HB}} + C_{\text{Des}}f_{\text{Des}}(r)N_{\text{Des}} + C_{\text{q–q}}f_{\text{q–q}}(r)N_{\text{q–q}}$$

(3)

where $N_{\text{HB}}$, $N_{\text{Des}}$ and $N_{\text{q–q}}$ are the physicochemical parameters of amino acids; $f_{\text{HB}}(r)$, $f_{\text{Des}}(r)$ and $f_{\text{q–q}}(r)$ the distance-dependent functions and $C_{\text{HB}}$, $C_{\text{Des}}$ and $C_{\text{q–q}}$ the weight factors of physicochemical parameters. Once the weight factors are determined in a training set, Equation (3) can be used to predict the pK$_a$ of residues in other proteins. The available free software for empirical prediction is PROPKA (Li et al., 2005), which was developed by Jensen’s group.
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The theoretical approach for pK_a calculations seems more advanced than the empirical approach. However, the current techniques used in solving the Poisson–Boltzmann equation contain some approximations, which cannot provide satisfied prediction for pK_a values. A careful comparison was performed by Davies et al. (2006) between empirical method PROPKA (Li et al., 2005) and three theoretical methods MCCE (Alexov and Gunner, 1997, 1999), MEAD (Bashford, 1997) and UHBD (Madura et al., 1995). Their conclusion was that the empirical PROPKA made better pK_a predictions (Davies et al., 2006) than other three theoretical methods did. However, these models (Alexov and Gunner, 1997, 1999; Bashford, 1997; Harris and Turner, 2002; Li et al., 2005) usually have a root-mean-square deviation (RMSD) around 1 pH unit from experimental values, which is still too big for practical applications.

In this article, we present an improved empirical pK_a prediction method, Pred-pK_a, based on physicochemical properties of amino acids and 3D structure of proteins. We show that this empirical method is able to provide more accurate pK_a predictions than other available theoretical and empirical methods do. The empirical pK_a prediction method Pred-pK_a can predict most protein pK_a values and work in common PC computers in a matter of seconds.

Method

Theoretical model of Pred-pK_a

The Pred-pK_a method uses the same basic equation (Equation (2)) as used in the PROPKA (Li et al., 2005) program. However, Pred-pK_a does not use the model values of residues, but the average values, which are arithmetical mean of experimental pK_a values of residues in a training set,

$$pK_a^k = pK_{a,\text{ave}} + \Delta pK_k \quad (k = 1, 2, \ldots, K)$$

(4)

The environmental perturbation $\Delta pK_k$ to the pK_a^k of residue k in a protein is supposed by the contributions of 20 types of amino acids,

$$\Delta pK_k = \sum_{a=1}^{20} a_a G_a = \sum_{a=1}^{20} a_a \sum_{i=1}^{N_a} g_{a,i}(\mathbf{r}_{k,i}) \quad (k = 1, 2, \ldots, K)$$

(5)

where $G_a$ is the contribution of $\alpha$-type amino acid, $g_{a,i}(\mathbf{r}_{k,i})$ the contribution of $i$th residue of $\alpha$-type amino acid, $\mathbf{r}_{k,i}$ the distance and orientation between the residue k and the $i$th residue, $N_a$ the residue number of $\alpha$-type amino acid in a protein, $a_a$ the weight factor of $\alpha$-type amino acid. Here, we use the index $k$ for the residues whose pK_a to be predicted; index $\alpha$ for the types of amino acids; index $i$ is the serial number of residues in a protein. The contribution term $g_{a,i}(\mathbf{r}_{k,i})$ of the $i$th residue of $\alpha$-type amino acid is evaluated by its physicochemical parameters $u_{a,i,l}$ and a distance-dependent function $f_i(\mathbf{r}_{k,i})$,

$$g_{a,i}(\mathbf{r}_{k,i}) = \sum_{l=1}^{L} b_l f_l(\mathbf{r}_{k,i}) u_{a,i,l}$$

(6)

where $l$ is the index for physicochemical properties, $u_{a,i,l}$ the $l$th physicochemical parameter of residue $i$ of $\alpha$-type amino acids, $b_l$ the weight factor of the $l$th physicochemical parameter, $L$ the number of physicochemical parameters used in the pK_a^k calculation. The physicochemical parameters $u_{a,i,l}$ describe the electrostatic interaction, van der Waals interaction, solvation and desolvation interaction and hydrogen-bond interaction. Inserting Equation (6) into Equation (5) and reordering the equation, we get the following foundational equation of Pred-pK_a,

$$\sum_{a=1}^{20} a_a \sum_{i=1}^{N_a} f_i(\mathbf{r}_{k,i}) u_{a,i,l} = \Delta pK_k \quad (k = 1, 2, \ldots, K)$$

(7)

In Equation (7), the terms in square bracket can be calculated based on the physicochemical parameters of amino acids and 3D structure of protein. The detailed calculation method will be introduced in next section. These terms in square bracket are simply denoted by $p_{k,a,i}$,

$$p_{k,a,i} = \sum_{i=1}^{N_a} f_i(\mathbf{r}_{k,i}) u_{a,i,l}$$

(8)

The notation $p_{k,a,i}$ can be understood as the contribution of $\alpha$th physicochemical property of the $i$th residues of $\alpha$-type amino acid to $\Delta pK_k$ of residue $k$. After placing Equation (8) into the Equation (7), the foundational equation of Pred-pK_a is reformed as follows,

$$\sum_{a=1}^{20} a_a \sum_{i=1}^{N_a} b_l p_{k,a,i} = \Delta pK_k \quad (k = 1, 2, \ldots, K)$$

(9)

The residue $k$, whose pK_a to be predicted, includes Asp, Glu, His, Cys, Tyr, Lys, Arg and other ionizable residues in proteins.

Calculations of terms $p_{k,a,i}$

The contribution of physicochemical property $p_{k,a,i}$ of amino acid type $\alpha$ and physical parameter $l$ to ionizable residue $k$ is computed using a set of physicochemical parameters of amino acids and 3D structure of protein according to Equation (8). These types of physicochemical properties of amino acids have been very useful in empirical quantitative structure–properties relationship studies in proteins. In these studies, we can use the properties of amino acids either directly or as inputs for the model. Indirect use involves calculating properties of the full protein and using them later as inputs. For instance, González-Díaz et al. have introduced a new method to calculate hydrophobic, van der Waals, HINT and electrostatic properties of proteins for structure-property studies based on amino acid properties (González-Díaz and Uriarte, 2005; Gonzalez-Díaz et al., 2005, 2007a,b; Concu et al., 2009). These authors have also reviewed many different approaches to derive predictors from amino acid and/or full protein parameters (González-Díaz et al., 2007, 2008a,b).

The distance and orientation functions $f_i(\mathbf{r}_{k,i})$ in Equation (8) are designed based on the nature of physicochemical parameters. The general form of distance functions $f_i(\mathbf{r}_{k,i})$ is
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as follows,
\[ f_i(r_{k,i}) = R_i(r_{k,i}) Y_i(\theta_{k,i}) \quad (10) \]
The radial function \( R_i(r_{k,i}) \) is a distance decaying function,
\[ R_i(r_{k,i}) = \frac{1}{\|r_k - r_i\|^n} \quad (11) \]
where \( r_k \) and \( r_i \) are the mass centers of residue \( k \) and \( i \), respectively. The exponents \( n_i \) of physicochemical properties are different based on the physical nature of the properties. For charge–charge interaction, the exponent \( n_i \) is 1 according to the Coulomb law, for dipole–dipole interaction it is 2, for attractive van der Waals interaction it is 6 and for hydrogen-bond interaction it is 4. For most physicochemical properties, the directional function \( Y_i(\theta_{k,i}) \) is constant 1. However, for hydrogen-bond interaction, it is a cosine function,
\[ Y_i(\theta_{k,i}) = -\cos \theta_{k,i} \quad (12) \]
where \( \theta_{k,i} \) is the bond angle of the hydrogen bond between residues \( k \) and \( i \).

**Iterative double least square**

In the training calculations, the simultaneous linear equation (9) has two sets of unknown variables: \( \{a_{\alpha}\} \) are weight factors of the 20 amino acids and \( \{b_1\} \) the weight factors of the physicochemical properties. An iterative double least square (IDLS) technique was developed to determine the values of the two sets of weight factors \( \{a_{\alpha}\} \) and \( \{b_1\} \) alternately and iteratively. In Equation (9), the terms \( p_{k,a,j} \) form a 3D matrix \( \mathbf{P}_{KML} \). Here, \( K \) is the number of samples of pK\(_a\) in a training set, \( M = 20 \) is the number of amino acid types and \( L \) is the number of physicochemical properties. By using a set of initial values of weight factors \( \{a_{\alpha}^{(0)}\} = 1, \alpha = 1, 2, \ldots, M \), the 3D data matrix \( \mathbf{P}_{KML} \) is reduced to a 2D data matrix \( \mathbf{D}_{K\times L}^{(0)} \) with the elements given by

\[ d_{k,l}^{(1)} = \sum_{\alpha=1}^{M} a_{\alpha}^{(0)} p_{k,a,l} \quad (13) \]

Thus, the 3D simultaneous linear equation set [Equation (9)] is reduced to a set of 2D equations; i.e.,
\[ \sum_{l=1}^{L} b_{l}^{(1)} d_{k,l}^{(1)} = \Delta pK_k \quad (k = 1, 2, \ldots, K) \quad (14) \]

The above equation set can be solved by using the least square (LS) approach, yielding the first solutions of the weight factors \( \{b_{l}^{(1)}\} \). Then the values of \( \{b_{l}^{(1)}\} \) are used to reduce the 3D data matrix \( \mathbf{P}_{KML} \) to a 2D data matrix \( \mathbf{T}_{K\times L}^{(1)} \) with the elements given by
\[ t_{k,a}^{(1)} = \sum_{l=1}^{L} b_{l}^{(1)} p_{k,a,l} \quad (15) \]

Similarly, the 3D simultaneous linear equation set [Equation (9)] is reduced to a 2D equation set by Equation (15), as given by
\[ \sum_{\alpha=1}^{M} a_{\alpha}^{(1)} t_{k,a}^{(1)} = \Delta pK_k \quad (k = 1, 2, \ldots, K) \quad (16) \]

The above linear equation set can be solved by using the LS approach, leading to the solution of weight factors \( \{a_{\alpha}^{(0)}\} \) and \( \{b_{l}^{(1)}\} \). The convergence criterion for the iterative procedure is given by the following equation
\[ \left| Q^{(n+1)} - Q^{(n)} \right| = \left| \sum_{k=1}^{K} \frac{1}{K} \sum_{l=1}^{L} (\Delta pK_{k}^{\text{exp}} - \Delta pK_{k}^{(n+1)})^2 - \sum_{l=1}^{L} (\Delta pK_{k}^{\text{exp}} - \Delta pK_{k}^{(n)})^2 \right| \leq \varepsilon (10^{-6}) \quad (17) \]

where \( Q^{(n)} \) represents the square root of the summation of squared differences between the experimental pK\(_a\) values and the predicted values in the \( n \)th step, and \( Q^{(n+1)} \) that in the \((n + 1)\)th step. Now, the values of \( \{a_{\alpha}^{(n)}\} \) and \( \{b_{l}^{(n)}\} \) can be used to predict the \( \Delta pK_j \) of the \( j \)th query residue through the following equation:
\[ \Delta pK_j = \sum_{\alpha=1}^{M} a_{\alpha}^{(n)} \sum_{l=1}^{L} b_{l}^{(n)} p_{j,a,l} \quad (18) \]

In the IDLS procedure, we need a set of initial values of weight factors \( \{a_{\alpha}^{(0)}\} \) as the starting point of the iteration procedure. A reasonable guess for the initial values is \( \{a_{\alpha}^{(0)} = 1, \alpha = 1, 2, \ldots, 20\} \) for all 20 amino acid types. This implies that all amino acids are equally important at the beginning of the iteration. The mathematical procedure of IDLS is schematically illustrated in flowchart Fig. 1.

**Results**

The first step of the Pred-pK\(_a\) procedure is to build a training set containing reliable experimental pK\(_a\) data of residues in an extensive scale. The training set is built using PDB files of 62 proteins, which are collected from 50 references (Meadows et al., 1969; Ruterjans and Witzel, 1969; Czerlinski and Dar, 1971; Cohen et al., 1973; Snyder et al., 1975; Brown et al., 1976; Kuramitsu and Hamaguchi, 1979, 1980; Walters, and Allerhand, 1980; Inagaki et al., 1981; March et al., 1982; Matthew et al., 1985; McNutt et al., 1990; Atkins et al., 1993; Loewenthal et al., 1993; Oda et al., 1993; Bartik et al., 1994; Soresen and Led, 1994; Szypereski et al., 1994; Assadi-Porter and Fillingame, 1995; Oliveberg et al., 1995; Schaller and Robertson, 1995; Antosiewicz et al., 1996; Chiang et al., 1996; Kesvatera et al., 1996, 1999; Qin et al., 1996; Joshi et al., 1997; Khare et al., 1997; Forsyth et al., 1998; Gooley et al., 1998;
After deleting some contrary and unreliable data, total 520 experimental pK\textsubscript{a} values of six types of amino acids (Asp, Glu, Cys, Tyr, Lys and His) are used in the training set, which are listed in Table I.

The next step is to select physical and chemical parameters of amino acids which best affect the pK\textsubscript{a} values of residues in 3D structures of proteins. In the Pred-pK\textsubscript{a} method, 17 physicochemical parameters of 20 amino acids are used. These 17 parameters are classified into six categories: HMLP parameters (Du et al., 2005a,b, 2006), van der Waals parameters, electrostatic parameters, hydrogen bond parameters and the parameters of secondary structural potency. The HMLP parameters of amino acids were developed in our previous studies (Du et al., 2005a,b, 2006), reflecting the lipophilic character, hydrophilic character, lipophilic surface area and hydrophilic surface area, respectively. One of the merits of the HMLP parameters is that it gives a lipophilic index and a hydrophilic index for each of the 20 amino acid side chains, describing its lipophilic moiety and hydrophilic moiety, respectively. The former reflects the hydrophobic interaction between amino acids, as well as solvation and desolvation effects; whereas the latter includes hydrogen bonding and other electrostatic interactions (Du et al., 2006).

Table I. The types and numbers of amino acids in training and test databases and the statistical results of Pred-pK\textsubscript{a} calculations

<table>
<thead>
<tr>
<th>Amino Acid</th>
<th>Asp</th>
<th>Glu</th>
<th>Cys</th>
<th>Tyr</th>
<th>Lys</th>
<th>His</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>152</td>
<td>136</td>
<td>23</td>
<td>65</td>
<td>81</td>
<td>63</td>
</tr>
<tr>
<td>pK\textsubscript{a, training}</td>
<td>3.0359</td>
<td>4.0151</td>
<td>6.0477</td>
<td>9.9254</td>
<td>10.696</td>
<td>6.5404</td>
</tr>
<tr>
<td>Training (R^a)</td>
<td>0.9316</td>
<td>0.9353</td>
<td>0.9324</td>
<td>0.9596</td>
<td>0.8926</td>
<td>0.9754</td>
</tr>
<tr>
<td>RMSD(^b)</td>
<td>0.3109</td>
<td>0.3974</td>
<td>0.4021</td>
<td>0.4778</td>
<td>0.1752</td>
<td>0.3042</td>
</tr>
<tr>
<td>Test (R^c)</td>
<td>0.8859</td>
<td>0.8394</td>
<td>0.8653</td>
<td>0.8745</td>
<td>0.8635</td>
<td>0.8923</td>
</tr>
<tr>
<td>RMSD(^b)</td>
<td>0.4357</td>
<td>0.4018</td>
<td>0.4435</td>
<td>0.3876</td>
<td>0.3439</td>
<td>0.4356</td>
</tr>
</tbody>
</table>

\(^aR^a\), correlation coefficient.
\(^b\)RMSD, root-mean-squared deviation.
\(^c\)Jackknife cross-validation test.

Table II. The symbols and implications of 17 physicochemical parameters of 20 amino acids

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type</th>
<th>Physical Implication</th>
<th>Exponent (n_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_{L})</td>
<td>HMLPa</td>
<td>Lipophilic surface</td>
<td>3</td>
</tr>
<tr>
<td>(S_{H})</td>
<td>HMLPa</td>
<td>Hydrophilic surface</td>
<td>3</td>
</tr>
<tr>
<td>(L)</td>
<td>HMLPa</td>
<td>Lipophilic index</td>
<td>3</td>
</tr>
<tr>
<td>(H)</td>
<td>HMLPa</td>
<td>Hydrophilic index</td>
<td>3</td>
</tr>
<tr>
<td>(q)</td>
<td>Electrostaticb</td>
<td>Dipole moment</td>
<td>2</td>
</tr>
<tr>
<td>(q)</td>
<td>Electrostaticb</td>
<td>Net charge</td>
<td>1</td>
</tr>
<tr>
<td>(V)</td>
<td>Van der Waalsb</td>
<td>Van der Waals volume</td>
<td>12</td>
</tr>
<tr>
<td>(r)</td>
<td>Van der Waalsb</td>
<td>Diameter</td>
<td>6</td>
</tr>
<tr>
<td>(\Delta G)</td>
<td>Desolvationb</td>
<td>Solvation free energy</td>
<td>3</td>
</tr>
<tr>
<td>(\Delta H)</td>
<td>Desolvationb</td>
<td>Solvation enthalpy</td>
<td>3</td>
</tr>
<tr>
<td>(-T\Delta S)</td>
<td>Desolvationb</td>
<td>Solvation entropy</td>
<td>3</td>
</tr>
<tr>
<td>(H_a)</td>
<td>Hydrogen bondb</td>
<td>Hydrogen bond acceptor</td>
<td>4</td>
</tr>
<tr>
<td>(H_b)</td>
<td>Hydrogen bondb</td>
<td>Hydrogen bond donor</td>
<td>4</td>
</tr>
<tr>
<td>(P_a)</td>
<td>Secondary structureb</td>
<td>(a)-potence</td>
<td>3</td>
</tr>
<tr>
<td>(P_b)</td>
<td>Secondary structureb</td>
<td>(b)-potence</td>
<td>3</td>
</tr>
<tr>
<td>(P_t)</td>
<td>Secondary structureb</td>
<td>turn-potence</td>
<td>3</td>
</tr>
<tr>
<td>(P_c)</td>
<td>Secondary structureb</td>
<td>coil-potence</td>
<td>3</td>
</tr>
</tbody>
</table>

\(^a\)Heuristic lipophilicity molecular potential (HMLP) (Du et al., 2006).
\(^b\)The data are taken from Buva et al. (2004) and Toseland et al. (2006).
et al., 2005a,b, 2006). Other parameters include van der Waals volume and diameter, solvation entropy and enthalpy, dipole moment, net charge of amino acids and secondary structural potency of amino acids. The values of HMLP parameters are taken from our previous work (Du et al., 2006), and other parameters are taken from Gromiha et al. (1999, 2000). The notations and physical implications of 17 physicochemical parameters are listed in Table II.

The third step is to build the 3D data matrix $P_{KML}$ for each type of amino acid according to Equations (8) and (10)–(12) using the PDB data of proteins and physicochemical parameters of amino acids. In the fourth step, the IDLS procedure is performed to determine the two sets of weight factors $\{a_g^{(n)}\}$ and $b_l^{(n)}$. Then, in the fifth step, the pK$_a$ values of query residues are predicted using Equation (18) and the values of two weight factor sets $\{a_g^{(n)}\}$ and $b_l^{(n)}$.

The jackknife cross-validation test is adopted here to demonstrate the power of the current approach. In statistical prediction, the following three cross-validation methods are often used to examine a predictor for its effectiveness in practical application: independent data set test, subsampling test and jackknife test (Chou and Zhang, 1995). In the independent data set test, although none of the proteins to be tested occur in the training data set used to train the predictor, the selection of proteins for the testing data set could be quite arbitrary unless it is sufficiently large. This kind of arbitrariness may directly affect the conclusion. For instance, a predictor yielding higher success rate than the others for a
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**Fig. 3.** The correlation coefficients between experimental and predicted pK_a values as a function of IDLS (iterative double least square) iteration procedure. The correlation coefficient \( R_a \) is for \( \{a_i\} \) iteration and \( R_b \) is for \( \{b_i\} \) iteration. The correlation coefficients increase with the iterations steadily and the iteration procedure converges smoothly.

**Fig. 4.** The predictive residues of Pred-pK_a as the function of IDLS (iterative double least square) iteration procedure. The predictive residue \( Q_a \) is for \( \{a_i\} \) iteration and \( Q_b \) is for \( \{b_i\} \) iteration. The predictive residue decreases with the iterations steadily and the iteration procedure converges smoothly.

testing data set might fail to remain so when applied to another testing data set (Chou and Shen, 2008). For the subsampling test, the practical procedure often used in literatures is the 5-, 7- or 10-fold cross-validation. The problem with the subsampling examination as such is that the number of possible selections in dividing a benchmark data set is an astronomical figure even for a very simple data set [see Equation (50) of Chou and Shen (2007)]. Therefore, any practical result by the subsampling test only represents one of many possible results and hence cannot avoid the arbitrariness either. In the jackknife cross-validation, each of the statistical samples in the benchmark data set is in turn singled out as a tested protein and the predictor is trained by the remaining proteins. During the jackknifing process, both the training data set and testing data set are actually open, and a protein will in turn move from one to the other. The jackknife cross-validation can exclude the memory effects during entire testing process and also the result thus obtained is always unique for a given benchmark data set. Therefore, of the above three examination methods, the jackknife test is deemed the most objective (Chou and Shen, 2008) and has been increasingly used by investigators to examine the accuracy of various predictors (see, e.g. Zhou et al., 2007, 2008; Chou and Shen, 2008; Lin, 2008; Li and Li, 2008; Zhang and Fang, 2008).

The results obtained by the jackknife tests are listed in Table I. In Table I, RMSE of predicted pK_a values of 520 residues in jackknife cross-validation test are less than \( \pm 0.5 \) pH, better than other predictive methods (Davies et al., 2006). Figure 2 illustrates the correlation relationship between the predicted pK_a in jackknife test of Pred-pK_a calculations and the experimental pK_a values of the six types of amino acids (Asp, Glu, Cys, Tyr, Lys and His). Figure 3 shows the correlation coefficients between experimental and predicted pK_a values as a function of IDLS (iterative double least square) iterations. The correlation coefficient \( R_a \) is for \( \{a_i\} \) iteration and \( R_b \) is for \( \{b_i\} \) iteration. The correlation coefficients increase with the iterations steadily and the iteration procedure converges smoothly. Figure 4 shows the predictive residues of Pred-pK_a as the function of IDLS iterations. The predictive residue \( Q_a \) is for \( \{a_i\} \) iteration and \( Q_b \) is for \( \{b_i\} \) iteration. The predictive residue decreases with the iterations steadily and the iteration procedure converges smoothly.

In order to further check the predictive power of Pred-pK_a, a comparison is carried out between Pred-pK_a and other five methods (AMBER, PARSE, MCCE, UHBD and PROPKA). For an objective comparison, a test database, containing 27 Asp residues and 12 Glu residues selected from 12 proteins, is selected, which was used by Davies et al. (2006). The detailed results are summarized in Table III. In Table III, the predictive pK_a values of other five methods are taken from Davies et al. (2006). The Pred-pK_a yields the best predictive results among the six methods.

**Discussion**

The Pred-pK_a model is developed on the basis of PROPKA (Li et al., 2005). However, it is more delicate and accurate than its original prototype. It is not a simple empirical pK_a predictive method because it is built on solid theoretical background and more physicochemical properties of amino acids are used. In the IDLS technique, the two sets of weight factors \( \{a_i\} \) and \( \{b_i\} \) have clear physical and chemical implications. The predictive power of Pred-pK_a is affected by the selection of physical and chemical properties of amino acids. Generally speaking, more physicochemical properties are used, better predictive results are achieved. In this study, 17 physicochemical properties of amino acids are used in the Pred-pK_a calculations. However, it is possible to include more properties of amino acids in the Pred-pK_a method. In the Pred-pK_a model, the 3D structures of proteins is taken into account in the distance and orientation functions \( f(r_{ij}) \) [Equations (10)--(12)], which are designed based on the natures of physicochemical parameters and physical principles. Currently, the Pred-pK_a program ignores the possible pK_a shifts caused by bound ligands, ions and water molecules in the protein structure. This problem can be solved in the schema of Pred-pK_a program. Work including these effects is ongoing.
Conclusion

The pKₐ prediction of residues in proteins is a hot topic in Protein Engineering and Designing. Many new approaches are developed in recent years. A comprehensive and objective comparison among these methods is very difficult because different databases and parameters are used by different authors. In this study, we only compared the Pred-pKₐ with other five methods (AMBER, PARSE, MCCE, UHBD and PROPKA) (Davies et al., 2006). The calculation examples used in this study show that the Pred-pKₐ method possesses more powerful predictive ability than other similar pKₐ predictive methods. The RMSDs of predicted pKₐ values using Pred-pKₐ method are in the limit +0.6 pH, much better than other available pKₐ predictive methods. However, some other methods may provide the predictive results at the same level (He et al., 2007; Kieseritzky and Knapp, 2008).

The foundational equation of Pred-pKₐ is built on the basis of physical principle and the 3D structures of proteins. It has a strong theoretical background and better predictive power. The Pred-pKₐ program gives users the freedom to select more and better physicochemical properties of amino acids. The speed, accuracy and ease-of-use of the Pred-pKₐ approach, perhaps the most important conclusion of this study. Comparing with the theoretical pKₐ predictive methods based on LPBE, the calculations of pKₐ predictions using Pred-pKₐ method only take a few minutes on common PC computer.
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