Many clouds important to the Earth's energy balance contain small amounts of liquid water, yet despite many improvements, large differences in retrievals of their liquid water amount and particle size still must be resolved.

Clouds play a critical role in modulating the radiative transfer in the atmosphere, and the way in which clouds interact with the atmosphere and impact the Earth's radiative energy balance is one of the primary uncertainties in global circulation model (GCM) simulations of CO₂ doubling (Houghton et al. 2001; Stephens et al. 2002). The specification of the macrophysical, microphysical, and optical properties of clouds is among the largest uncertainties in estimating the impact of clouds on the radiative fields in GCMs. Low-level liquid water clouds are arguably the simplest type of cloud to observe and are generally regarded as being a solved problem. However, the results reported here indicate that huge discrepancies exist among different observation techniques for even a simple case.

This paper is one in a series that highlights the achievements that have occurred in remotely observing cloud properties, and addresses the current issues that remain. For reasons that will be discussed, we limit the focus of this paper to clouds that contain small amounts of liquid water. While these clouds
are common and are among the simplest to treat, they are misleadingly difficult to observe accurately. Our objective is to discuss a recent cloud property retrieval intercomparison exercise and illustrate why these results are potentially important for climate research. The results from the intercomparison suggest that we are further than we may have expected from accurately observing these cloud properties, and that a concerted effort is needed to rectify these discrepancies.

**THE IMPORTANCE OF “THIN” WATER CLOUDS.** The description of clouds needed for climate studies requires both their microphysical properties, such as their liquid water content and drop size distribution, and properties that are used to describe their interaction with radiation, such as their optical depth and effective radius. (See the “Cloud microphysics and remote sensing” sidebar for a brief summary of commonly used microphysical and radiative properties and their interrelationships.) We focus our attention here on thin liquid water clouds that have a liquid water path (LWP) less than 100 g m\(^{-2}\) (we will refer to these clouds as “thin” liquid water clouds). These clouds are common and are relatively simple to address compared to upper-tropospheric clouds. They are also composed of spherical water drops whose scattering properties are described well by Mie theory (Mie 1908), unlike ice clouds that may contain multiple crystal shapes and require much more complicated scattering treatments.

Although these clouds might not be as eye catching as those that are central to extreme weather events, their extensive coverage means that they cannot be ignored. Analyses from the International Satellite Cloud Climatology Project (ISCCP) reveal that the global mean cloud fractional coverage is 68.6% (Rossow and Schiffer 1999), but deep convective clouds cover only 2.6% of the globe. However, the ISCCP study found that law- and midlevel clouds, which often contain liquid water, have mean water paths of only 51 and 60 g m\(^{-2}\), respectively, and cover 27.5% and 19% of the globe. This general result from ISCCP is supported by surface observations from the Climate Research Facilities (CRFs) operated by the U.S. Department of Energy’s Atmospheric Radiation Measurement (ARM) program (Ackerman and Stokes 2003), which are strategically located in different climate regimes. The distribution of LWP at a continental midlatitude site reveals that over 50% of the liquid water clouds have LWPs below 100 g m\(^{-2}\) (Marchand et al. 2003). Also, approximately 80% of the liquid-bearing clouds in the Arctic have LWPs below this threshold (Shupe and Intrieri 2004), as do nearly 90% of the nonprecipitating liquid clouds over the tropical island of Nauru during convectively suppressed conditions (McFarlane and Evans 2004), although this may not be representative of cumulus updraft regions. The many types of clouds that may fall into this broad classification include stratus decks, cumulus fields, and mixed-phase clouds.

With such high frequencies of occurrence across the globe, these thin liquid water clouds are undeniably important to many different aspects of atmospheric science and are intertwined with the broader climate. Their global frequency certainly impacts the global radiative energy balance and includes the surface longwave emission in the Arctic (Shupe and Intrieri 2004) and the shortwave albedo impact of the extensive marine stratus decks (Hartmann et al. 1992), of which many are within our definition of thin (cf. Zuidema and Hartmann 1995). In fact, the albedo of these subtropical marine boundary layer clouds are a particularly important concern because climate models simulate them poorly (Zhang et al. 2005; Bender et al. 2006); yet, their simulation and response to changing environmental conditions is the main source of uncertainty in tropical cloud feedbacks simulated by climate models (Bony and Dufresne 2005).

Clouds with a low liquid water path are also intricately linked with atmospheric aerosol. The Intergovernmental Panel on Climate Change (Houghton et al. 2001) indicated that the climate forcing with the greatest range of uncertainty was that for the first aerosol indirect effect. The first indirect effect leads to an increase in the reflection of solar radiation by the cloud, whereby an increase in aerosols causes an increase in droplet concentration and a decrease in droplet size for fixed liquid water content (Twomey 1974). Improving our understanding of this effect in climate model simulations requires accurate observations of both the cloud LWP and \(r_e\) in association with the aerosol fields. This understanding is particularly important for the study of possible aerosol effects on cloud lifetime, where thin clouds bookend the beginning and end of the cloud life cycle.

**THE CHALLENGE.** Because these clouds are thin, potentially mixed phase, and often broken (i.e., have large 3D variability), it is challenging to accurately retrieve their microphysical properties. An intriguing feature of these thin clouds is that the radiative fluxes are very sensitive to small changes in the LWP when
Drop size distribution and LWC are the two most basic properties commonly used to describe the microphysical state of a liquid water cloud. The drop size distribution is the number density of water drops $n$ as a function of drop radius $r$. An integration over the mass of the drop size distribution yields the liquid water content, that is,

$$\text{LWC} = \frac{4\pi}{3} \rho \int r^2 n(r) dr,$$

where $\rho$ is the density of liquid water. Another bulk term used is LWP, which is the vertical integral of the LWC through the depth of the cloud. The drop size distribution and liquid water content can be measured in situ by airborne instrumentation. While this type of information is vital to cloud studies, aircraft flights are expensive, are not of information is vital to cloud studies, and inherently suffer from questions about representativeness.

Remote sensing from the surface or satellite instrumentation can provide the needed long-term record by a variety of techniques that determine cloud properties from the radiative energy that is emitted, transmitted, or reflected by the cloud. Many remote sensing techniques cannot necessarily obtain the cloud microphysical properties directly; rather they are able to determine their radiative equivalents that are then used to infer or retrieve the cloud microphysical properties of interest. The most fundamental property that defines how a cloud interacts with shortwave and longwave radiation is its optical depth $\tau$, which is an indication of the cloud opacity for a given wavelength of radiation. It is the physical depth of the cloud measured in units of total mean-free pathSuperscriptSB1 (Bohren and Clothiaux 2006). For a rule of thumb, an optical depth of 10 is where one can no longer see the sun’s disk through a cloud (Bohren et al. 1995). At solar and near-infrared wavelengths, where the cloud drop radii are generally much greater than the wavelength of the incident radiation, cloud optical depth $\tau$ is related to LWP by (Stephens 1994)

$$\tau = \frac{3\text{LWP}}{2\rho e}, \quad \text{(SB1)}$$

where $r_e$ is the effective radius. The effective radius, which is the area-weighted mean radius of the cloud drops, is defined as

$$r_e = \frac{\int r^2 n(r) dr}{\int r n(r) dr}, \quad \text{(SB2)}$$

where $r$ is the drop radius and $n(r)$ is the drop size distribution that gives the number of particles per unit volume within the radius $r$ and $r + dr$. Note that the effective radius is proportional to the ratio of the volume of the cloud droplets to their projected area. Because the cloud optical depth and effective radius are obtained from remotely sensed radiative fields, they have the added advantage of being able to directly describe how clouds interact with the Earth’s radiative energy balance, a key interest in climate studies.

The primary instrument for observing the cloud LWP from the surface is the microwave radiometer (MWR). Retrievals from the MWR are widely used because, in general, they can retrieve LWP for the wide range of values found in the atmosphere without saturating, the LWP are retrieved without requiring additional information on the cloud drop size (as do many other approaches), and they can operate 24 hours a day at a temporal resolution needed for cloud studies (e.g., every 5 s). However, recent research has found that uncertainties exist in the LWP retrievals that limit the attainable accuracy to between 20 and 30 g m~2 (Liljegren and Lesht 1996; Westwater et al. 2001; Marchand et al. 2003; Crewell and Löhner).
Longwave and shortwave radiative fluxes are very sensitive to small changes in the cloud LWP when the LWP is small, that is, < 100 g m\(^{-2}\), and thus the radiative properties of these clouds must be well understood to capture them correctly in climate models. This point is illustrated in Fig. SBI, which shows radiative transfer model calculations for broadband longwave and shortwave fluxes at the SFC and TOA as a function of cloud LWP. Solar fluxes are diurnal averages for an equinox day over a continental site at 37\(^\circ\)N. In this example, the cloud is modeled as a uniform overcast cloud (i.e., a plane-parallel, or 1D, cloud). This figure is only intended to illustrate the sensitivity of the radiative flux to cloud properties, and on a location-by-location basis, the sensitivity will vary slightly depending on additional factors, including the sun angle, surface albedo, cloud height, and profile of temperature and water vapor content.

Here, the sensitivity to the atmospheric profile of temperature and water vapor content are illustrated using the standard midlatitude summer and midlatitude winter profiles (McClatchey et al. 1972). The warmer midlatitude summer profile results in a greater emission of longwave fluxes at the surface and TOA, and its larger water vapor content absorbs more solar radiation and reduces the transmission of shortwave fluxes. Two effective radii are used, which are generally representative sizes for continental (6 \(\mu\)m) and maritime (12 \(\mu\)m) clouds. Fluxes are more sensitive to LWP changes for the smaller effective radii because they correspond to larger changes in optical depth. This follows from Eq. (SBI), which indicates that optical depth is inversely proportional to effective radius, and is indicated by the dual optical depth \(x\) axes that correspond to the same LWP axis. The longwave and shortwave sensitivities (bottom row) indicate a similar range of sensitivities for the lowest LWP, but the longwave fluxes become insensitive to changes in LWP when the LWP is larger than 40 g m\(^{-2}\) while the shortwave fluxes continue to show some sensitivity even through 100 g m\(^{-2}\). The sensitivities at specific wavelengths may differ, especially from those given here for the broadband fluxes, which is a feature exploited in remote sensing of cloud properties.

This example assumed that the sky is 100% overcast and homogeneous (i.e., no horizontal variability in the cloud field), and that the cloud does not change during the day. However, if the cloud field was broken and the cloud amount and cloud fraction were treated in these calculations, additional nonlinearities would be exhibited (e.g., Schmetz 1984).

**Fig. SBI.** Model calculations show the sensitivity of broadband longwave and shortwave fluxes at the surface (SFC) and TOA to cloud LWP and effective radius (\(r_e\)). Optical depths corresponding to the LWP scale are given at the bottom for cloud drop effective radii of 6 (solid line) and 12 \(\mu\)m (dashed line). The cloud is located between 900 and 1300 m in standard midlatitude summer (red) and midlatitude winter (blue) atmospheres. Solar fluxes are diurnal averages for an equinox day at a continental site at 37\(^\circ\)N. The top two rows show the absolute fluxes, and the bottom row shows the flux sensitivity, in terms of the local flux difference (W m\(^{-2}\)) per LWP difference (g m\(^{-2}\)). These calculations assume the sky is 100% overcast, and that the cloud does not change during the day.
while scattering rapidly transitions from being single to having large liquid water path (LWP), it represents an unacceptably large uncertainty in the MWR retrieval. The MWR is limited by 1) uncertainties in the radiometric observations, 2) uncertainties in the gas spectroscopy (including both water vapor and oxygen) and liquid water dielectric constants used by the microwave absorption models, and, 3) as for any retrieval technique, the uncertainty associated with inverting the forward model (i.e., the retrieval method itself).

Retrieving small LWPs (<100 g m\(^{-2}\)) also presents a challenge for other remote sensing techniques that use spectral information at visible and infrared wavelengths. Like MWR techniques, spectral infrared retrieval techniques also interpret energy emitted by the atmosphere and, in principle, can run 24 hours a day (i.e., they do not need sunlight). Such infrared methods typically use spectral information from the 8–12-\(\mu\)m window and can obtain simultaneous estimates of LWP and effective radius for clouds with optical depths less than about six. However, the cloud must be single layered, the profiles of atmospheric temperature and water vapor need to be known, and the method loses sensitivity for LWPs greater than approximately 50 g m\(^{-2}\). In the near-infrared and visible regime, methods that rely purely on the transmission of solar radiation are complicated by a pronounced nonlinear relationship between optical thickness and the reflected and transmitted fluxes, where scattering rapidly transitions from being single scattering to primarily diffusive. This transition contains the combined influence of the cloud LWP and effective radius that must be separated. Because the dominant type of scattering changes rapidly, small measurement uncertainties can result in large uncertainties in each property. Active remote sensing by cloud radar (i.e., with wavelengths of 3 or 8 mm) or lidar can also provide crucial information on the vertical distribution of the cloud liquid water content (LWC, the mass of liquid water in a volume of air). However, lidars are typically limited to cloud optical depths less than about 3, above which the return signal is fully attenuated. Radars become progressively less sensitive as the cloud drop sizes and LWC decrease, and drizzle in the cloud can lead to substantial errors in the retrieved LWC, especially for shorter-wavelength radars.

Over the last two decades, there has been a marked increase in the number and quality of algorithms that retrieve cloud properties by taking advantage of the radiative properties of clouds in various spectral bands. Each technique may operate well under certain conditions, but thin clouds present a particular challenge. No single technique seems to be able to achieve the desired accuracy and work at the high sampling rate 24 hours a day needed for cloud and climate studies. While our discussion focuses on surface remote sensing, satellite remote sensing must negotiate similar challenging issues (see top-of-atmosphere sensitivities in the “Cloud radiative sensitivity” sidebar) and, for these thin clouds, additional attention is needed for the precise depiction of the surface albedo (for infrared methods) or surface skin temperature (for infrared methods). Of course, any of the methods mentioned require independent validation by techniques that can serve as a reference and, with the challenges cited, such a reference currently does not exist.

### ADDRESSING THE CHALLENGE: CLOWD.

One goal of the ARM program is to use long-term observations from its CRFs to improve the parameterization of clouds and their radiative transfer in GCMs (Ackerman and Stokes 2003). Given the frequent occurrence and importance of these thin, liquid water-bearing clouds, ARM recently created a cross-cutting focus group called Clouds with Low Optical (Water) Depth (CLOWD; pronounced “klode”). One objective of this group is to compare and evaluate the different remote sensing techniques to retrieve the microphysical properties of clouds with low LWP.

We organized an intercomparison of microphysical property retrievals from a variety of methods. The immense amount of cloud data acquired at the ARM CRFs by multiple sensors provides a unique dataset that enables cross comparisons of different remote sensing techniques. A set of five case study periods were selected from a cloud intensive observation period (IOP) at the ARM Southern Great Plains (SGP) site (Mace et al. 2006), which encompassed the range

<table>
<thead>
<tr>
<th>Table 1. CLOWD intercomparison cases, listed in approximate order of difficulty (i.e., in the first case it is assumed to be easier to retrieve and evaluate cloud properties than in subsequent cases).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
</tr>
<tr>
<td>15 Mar 2000</td>
</tr>
<tr>
<td>11 Mar 2000</td>
</tr>
<tr>
<td>12 Mar 2000</td>
</tr>
<tr>
<td>13 Mar 2000</td>
</tr>
</tbody>
</table>
of different conditions that fall under the auspices of CLOWD (Table 1). Because of the IOP, additional attention was provided by the various instrument mentors to ensure that high-quality data were collected. Results from 18 different retrieval algorithms were submitted for these cases. The participants and their retrieval algorithms are summarized in Table 2. The purposes of this exercise were to 1) gain insight into

| Table 2. Algorithms and participants in the first CLOWD intercomparison. |
|---|---|
| **Type** | **Key name** | **Contributor** | **Comments and reference** |
| ARM Stat | N/a | MWR LWP, standard ARM product, uses monthly retrieval coefficients determined from Liebe and Layton (1987) (dry air and water vapor) and Grant et al. (1997) (liquid water) absorption model (Liljegren and Lesht 1996) |
| Microwave Clough Phys | Clough, Cady-Pereira, and Turner | MWR LWP, physical iterative method using optimal estimation, absorption model is monorTM (Marchand et al. 2003; Turner et al. 2004) |
| Lilj Stat2 | Liljegren and Turner | MWR LWP, “variable coefficient” method where retrieval coefficients are predicted from surface meteorological observations; absorption model is Rosenkranz (1998) (Liljegren et al. 2001; Turner et al. 2004) |
| Microwave Microbase | Miller and Johnson | MMCR LWC and r, profiles, using the Liao and Sassen (1994) parameterization of Z–LWC and scaling the LWC profile to match the MWR’s LWP (Liljegren Stat2) (Miller et al. 2003) |
| aMMC R | Austin | MMCR-only retrievals of LWC and r, profiles for nondrizzling clouds, assuming a column-constant value for the droplet number density [an improved algorithm derived from Austin and Stephens (2001)] |
| aMMCRv0d | Austin | Retrieval of LWC and r, profiles for nondrizzling clouds, assuming a column-constant value for the droplet number density, from MFRSR reflectivities and MFRSR-derived visible optical depths [an improved algorithm derived from Austin and Stephens (2001)] |
| mMMCR | Matrosov | MMCR-only retrievals of LWC and r, profiles, where drizzle regions are identified by simple thresholds (Matrosov et al. 2004) |
| MFRSR | Min | MFRSR-derived τ, and when MWR LWP (ARM Stat) is included, r, is also retrieved and more accurate retrievals of τ are realized (Min and Harrison 1996) |
| NFOV | Marshak and Chiu | Retrievals of τ from the narrow field-of-view zenith radiometer (870 nm) [a one-channel approach similar to Marshak et al. (2004); Chiu et al. (2006)] |
| Not shown* | Long | Broadband shortwave retrieval of τ using an empirical relationship derived from Min and Harrison (1996), effective radius is assumed to be 10 μm (Barnard and Long 2004) |
| MIXCRA v2 | Turner | AERI-derived τ and r, and hence LWP, using radiance observations from 8 to 13 μm (Turner 2005) |
| MIXCRA v3 | Turner | AERI-derived τ and r, and hence LWP, using radiance observations from 8–13 to 3–5 μm (Turner and Holz 2005) |
| VISST | Minnis and Khaiyer | GOES-8 visible infrared solar split-window technique applied to 10-km-diameter footprint centered on the SGP site, providing τ, r, and LWP (Minnis et al. 1995) |
| Not shown* | Minnis | Terra Moderate Resolution Imaging Spectroradiometer (MODIS)-retrieved cloud properties (Minnis et al. 1995) |
| Lidar-radar | McFarlane | Lidar–radar retrievals of τ and r, profiles, for cloud elements seen simultaneously by the lidar (MPL) and radar (Donovan and van Lammeren 2001) |
| Not shown* | Wang | Raman lidar retrievals of τ |
| Not shown* | Flynn | MPL retrievals of τ |

*These datasets were not shown in this manuscript in order to maintain some clarity in Figs. 4, 5, and 6.
the performance of the different algorithms, 2) identify a means to judge the accuracy of each method, and 3) isolate pressing needs required to improve these retrievals. The ultimate goal of CLOWD is to develop a robust retrieval algorithm that can be automated by the ARM program that draws on the strengths of the best methods to routinely provide accurate LWP and \( r_e \) at low LWPs for a range of possible sky conditions.

RESULTS: OVERCAST STRATIFORM CASE.

To simplify the discussion, the remainder of the paper will focus on one of the case study periods. A single-layer, overcast, stratocumulus cloud existed over the SGP CRF on 14 March 2000 (Figs. 1 and 2). This case is an ideal starting point for the intercomparison, because overcast conditions reduce much of the 3D influence on the retrieval algorithms and mitigate the possible sampling differences between the methods. Furthermore, a few of the techniques rely on diffuse radiative fields and therefore are only valid on overcast cases. This cloud is also a warm cloud, with temperatures above 5°C; there is no ice present in the cloud to complicate the analysis. Therefore, this is perhaps the easier case to understand in the initial CLOWD ensemble. Although this overcast cloud lacks a broken 3D structure immediately above the SGP site, it should be noted that significant internal spatial inhomogeneity (e.g., see Fig. 2) and horizontal inhomogeneity (Fig. 3) exists. One measure of the horizontal inhomogeneity of this cloud field is the distribution of the LWP around the SGP site; the LWP retrieved from the nine 4-km Geostationary Operational Environmental Satellite (GOES) pixels closest to the CRF ranges from 6 to 48 g m\(^{-2}\) at 2045 UTC. However, while this structure deviates from that for a theoretical horizontally
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**Fig. 1.** Time-height cross sections of radar reflectivity from the MMCR and elastic backscatter from the Raman lidar (RL) for the warm stratocumulus cloud case on 14 Mar 2000. A very weak low-level cloud return seen in the lidar data at 700 m between 2115 and 2120 UTC.

![Sky Image](image3)

**Fig. 2.** A sky image collected by the whole-sky imager at 2050 UTC 14 Mar 2000. The sky is completely overcast; however, there is small-scale structure in the cloud field. Note that the solar disk is not discernable in this image.

\(^3\) At this point, we would like to remind the reader that we are showing the results from a single case study, and therefore we should refrain from making judgements as to “which algorithm is better.” To quantitatively evaluate the different methods, a large number of cases should be analyzed. However, we believe that this single example, because it was selected randomly and the results were submitted by the different participants in a “blind” intercomparison activity, is representative of the differences that currently exists among the techniques that are being used to retrieve LWP, \( r_e \), and optical depth (\( r \)) today.
homogenous cloud, it is not unrepresentative for thin clouds.

**One MWR dataset: Multiple results.** As indicated above, the main tool currently used by ARM to determine the LWP is the MWR. However, the retrieved LWP is sensitive to which absorption model is used in the retrieval (e.g., Westwater et al. 2001; Marchand et al. 2003), as well as to the retrieval method itself. This situation is clearly depicted in Fig. 4, where LWP was retrieved from the same observed MWR brightness temperatures using four different absorption models and three different techniques. The spread between the different LWP values is as large as 40 g m$^{-2}$, which represents a substantial uncertainty relative to the 0–100 g m$^{-2}$ range of LWP values retrieved. This example suggests that the differences between the various algorithms are mainly biases, rather than sensitivity differences (although different sensitivities have been noted between different absorption models (e.g., Westwater et al. 2001).

**One cloud radar dataset: Multiple results.** Millimeter-wave cloud radar (MMCR; Moran et al. 1998) is another critical tool used to retrieve cloud properties at the ARM CRFs. The cloud radar reflectivity ($Z$) observed by the MMCR is proportional to the sixth moment of the size distribution, that is, $Z \propto r^6 n(r)dr$. There are multiple ways to invert the radar observations and, for our relatively simple case, the four cloud radar-based methods yield significantly different results for LWP, effective radius, and optical depth (Fig. 5). Two of these methods only use the radar reflectivity in the retrieval process along with some assumptions; however, such assumptions can significantly affect the results (see differences between the aMMCR and mMMCR algorithms). Other radar methods utilize additional observations to help constrain the retrieval, which yield results that are different from the radar-only cases. One technique uses visible optical depth data from the MFRSR (aMMCRvod) and the other uses the LWP from the MWR (MICROBASE) algorithms. [Naturally, if a different MWR LWP retrieval were used (Fig. 4), the MICROBASE results would be affected.] Because optical depth $r_e$ and LWP are intimately related (see “Cloud microphysics and remote sensing” sidebar), differences in the retrieved LWP used by the algorithms cause differences in optical depth, and vice versa (provided that both algorithms retrieve similar $r_e$ values).

**Other techniques.** The retrievals from many of the other algorithms are given in Fig. 6, which show substantial differences among the retrieved cloud properties. Differences among the retrieved LWP approach 60 g m$^{-2}$ (Fig. 6a). The LWP used by the MFRSR are from the ARM Stat MWR product, which have the largest values of the MWR retrievals (Fig. 4). Significantly lower LWP are retrieved by the two techniques that utilize infrared observations (MICRA v2 and v3) and reflected visible radiation.

---

*Fig. 3.* The 0.65-$\mu$m reflectance image from GOES-8 at 2045 UTC 14 Mar 2000. The red square denotes the location of the SGP site.

*Fig. 4.* LWP retrieved from the MWR at the SGP site for the stratiform cloud on 14 Mar 2000 using four different retrieval algorithms (microwave absorption models and inversion techniques). The instantaneous spread in the retrieved LWPs, all which are derived from the same brightness temperature observations, exceeds 40 g m$^{-2}$. The mean values retrieved by the ARM Stat, Lilj Stat2, Clough Phys, and Lin Phys methods for this time period are 62.6, 49.5, 27.8, and 33.9 g m$^{-2}$, respectively.

---

*Footnotes:*

4 Effective radius ($r_e$) is a point parameter, and profiles of $r_e$ are retrieved by each of the cloud radar methods. However, we are comparing the mean $r_e$ averaged over the depth of the cloud.

5 This case avoids potential complications by large particles because the cloud is warm, and thus free of ice particles, and the low reflectivity observed by the MMCR suggests that this cloud was not drizzling and was free of insect contamination.
VISST algorithms. They are in fair agreement (not shown) with the Clough Phys MWR product (Fig. 4), as well as with the radar-only retrievals (mMMCR and aMMCR in Fig. 5a).

Figure 6b shows the retrieved values of effective radius, which results in two groupings. A lower range of effective radii, ranging from 3 to 6 $\mu$m, are found by the lidar–radar method (which only provides observations up to the limit of lidar signal attenuation and thus is limited to the bottom of this cloud), MIXCRA v3 (which retrieves cloud properties using radiances observations in both the 8–13- and 3–5- $\mu$m band), and MICROBASE (whose values are slightly higher, see Fig. 5a). However, significantly larger effective radii are retrieved by the MFRSR, VISST, and MIXCRA v2 (which use only observations in the 8–13- $\mu$m band).

The retrieved optical depth data are shown in Fig. 6c. Two algorithms have results that are in fair agreement with each other, but are significantly smaller than the others (VISST and MIXCRA v2). There is fair agreement between several other algorithms at larger values [MFRSR, NFOV, and MICROBASE (not shown)]. The MIXCRA v3 results are between these two sets of results.

All retrieval methods inherently have uncertainty associated with them, and some of the methods above provide rigorous uncertainty estimates (e.g., MIXCRA, aMMCR, and the Clough Phys methods). Given these uncertainties (not shown), the spread in the LWP is still statistically significant. However, even if the uncertainties were large enough that the results were statistically equivalent, this would imply that we, as a cloud property retrieval community, still have a problem resulting from the sensitivity of the radiative flux calculations to uncertainties in LWP when the LWP is small (“Cloud radiative sensitivity” sidebar).

**Fig. 5.** (a) Retrieved LWP, (b) effective radius, and (c) cloud optical depth from the various algorithms that utilize cloud radar data on 14 Mar 2000. The retrieved cloud properties from each algorithm were used to compute (d) downwelling broadband diffuse flux and (e) radar reflectivity, which were then compared with the observed flux and mean observed radar reflectivity (over the depth of the cloud). The “closure” exercises (gray region) provide sensitivity to LWP (with shortwave diffuse flux) and particle size (with radar reflectivity) primarily. A shaded precision spectral pyranometer (PSP) provides the broadband shortwave diffuse flux observations. The spikes in the aMMCRvod product are caused by the presence of the very thin cloud at 700 m (Fig. 1); these spikes were filtered out of the other radar datasets.
Fig. 6. Similar to Fig. 5 for the retrievals that do not use MMCR data. (a) The MWR LWP data shown are the Lilj Stat2 results. Because the Lilj Stat2 and NFOV methods only provide one of the three variables, and the lidar is fully attenuated by the cloud preventing LWP from being derived by the lidar-radar method, they were not included in the closure exercises.

variable, which is compared against other ARM observations. The closure experiments used here compare the observed and calculated broadband downwelling shortwave diffuse flux, and mean radar reflectivity at 35 GHz (in Figs. 5d,e and 6d,e). Both of these variables are sensitive to particle size and LWP; however, the radar reflectivity is more sensitive to the particle size than the LWP, while the opposite is true for the diffuse flux. Therefore, these two closure experiments complement each other and provide two bounds at which to evaluate the adequacy of the different retrievals.\(^6\)

Many conclusions can be drawn from these closure examples. First, the two algorithms that retrieved relatively low optical depths and large particle sizes (VISST and MIXCRA v2) do not close well in either diffuse flux or radar reflectivity (although for different reasons). The MFRSR method closes well in diffuse broadband flux (which is expected because it retrieves the cloud properties from the diffuse flux at 415 nm), but does not close well in radar reflectivity. This result suggests that the retrieved particle size is too large. However, if the MFRSR algorithm used LWPs that were smaller (e.g., the Cloud Phys MWR retrieval), then the MFRSR-retrieved results would have closed in both diffuse flux and radar reflectivity (not shown). This highlights the importance of having accurate LWP data to input into the MFRSR algorithm.

The MIXCRA v3 results have a similar level of good agreement in diffuse flux as the MFRSR, and shows better closure (albeit not perfect) in radar reflectivity. The MIXCRA v3 algorithm uses data in the 3–5-\(\mu\)m band, while the v2 algorithm does not; this extends the maximum optical depth that can be retrieved by v3 to approximately 15–20, while v2 is limited to approximately 6. Both algorithms have similar sensitivity to the LWP (Fig. 6a), but, when the true optical depth is above 6, the inability of the v2 algorithm to retrieve optical depths above this threshold results in a positive bias in the retrieved particle size and negative bias in optical depth.

The primary differences between the two radar-only methods (aMMCR and mMMCR) are associated with their assumptions of the cloud drop number density. Both methods yield similar levels of closure in radar reflectivity but do not close well in diffuse flux.

\(^6\) Note that the diffuse flux closure test is applicable because the scene is overcast; in a broken-sky scene the uncertainty associated with the cloud fraction would lead to large uncertainties in the computed fluxes.
flux, with both methods yielding larger fluxes than the observations (implying too little LWP). When the diffuse flux at 415 nm is included as a constraint, aMMCrVod closes relatively well in shortwave flux (Fig. 5d), but does not close as well in mean radar reflectivity compared to its radar-only counterpart (aMMCR).

Retrievals from another radar-based algorithm, MICROBASE, slightly underestimates the observed diffuse flux while, relative to the other methods, overestimates the particle size. MICROBASE uses the radar reflectivity only in a relative sense to vertically partition the LWP from the MWR, based on the normalized distributions of reflectivity with height. The effective radius is derived from a parameterization based upon the LWC profile. This approach was chosen to optimize the retrieval stability and accuracy over the wide range of cloud conditions found at the SGP. The uncertainties in the MWR LWP and the parameterization are why MICROBASE does not close in radar reflectivity.

To properly judge which retrieval method yields better results, it is also necessary to obtain closure at the top of the atmosphere (TOA), because the difference between the radiation at the top and the bottom determines how much solar radiation is absorbed in the atmosphere. The broadband TOA shortwave fluxes determined from measurements by the Clouds and the Earth’s Radiant Energy System (CERES; Wielicki et al. 1996) would be the counterpart to the surface diffuse flux data at the ARM site. While we do not show TOA results here, there are significant differences in TOA shortwave flux among the various retrieved products. Reconciling the discrepancies between the various retrieval techniques will require careful comparisons with a variety of closure “yardsticks” at the surface, within the atmosphere, and from space.

**CONCLUSIONS AND OPPORTUNITIES FOR FUTURE RESEARCH.** The large differences found among these state-of-the-art cloud retrievals for this simple case should serve as a rallying cry to the retrieval community to examine the accuracy of their retrieval algorithms for low LWP clouds. While thinner clouds might present complications not shared by their thicker brethren, the pervasive-ness of these clouds demands that these differences be resolved for a wide variety of cloud–climate disciplines.

Where do we go from here? Because this is a single case study, more statistical intercomparisons are needed to understand the extent to which these results may be generalized. After we better understand the results for this simple case, we will examine the other case studies that have more challenging scenes, such as broken or mixed-phase clouds. These conditions will challenge not only the retrieval algorithms, but also the construction of the closure study used to evaluate the results. For example, closure in shortwave diffuse flux may not be a viable approach for evaluating the retrievals for a cumulus scene, because the uncertainty in cloud fraction will dominate the uncertainty in the shortwave cloud fluxes.

From the simple stratiform case presented here, we suggest a few prudent avenues of study. More attention is needed to resolve the significant differences that exist among the microwave absorption models, which stem from differences in the spectroscopy and cloud water dielectric constants used, as well as the inversion approach used to retrieve LWP from the microwave radiometer. Also, new methods and instrumentation are needed, which are already being developed. MWRs are being developed with different channels that enhance their sensitivity to small liquid water amounts. For example, including a 90-GHz channel with the standard two-channel system reduces the MWR retrieval uncertainty from 25–30 to approximately 15 g m$^{-2}$ (e.g., Crewell and Löhnter 2003). However, this frequency presents its own challenges regarding instrument calibration and uncertainties in the gas absorption model. Also, new techniques have been developed that determine cloud properties from lidar returns away (off beam) from where the laser beam enters the cloud (Cahalan et al. 2005; Polonsky et al. 2005). While the standard backscattering lidars are limited to clouds with optical depths less than 3, this off-beam approach does not share this limitation. As the knowledge of using active sensors matures, new research avenues arise that use them in combination. For example, Feingold et al. (2003) provide an example of how a combination of cloud radar, lidar, and other ground-based remote sensors may be used to measure the long-term effect of aerosol impact on clouds. Finally, we need to develop better methods to derive the horizontal distribution of the cloud properties with equivalent accuracy, because the distribution of cloud mass is of primary importance in climate models.

We will need to pay close attention to what we consider “truth” for these retrievals. Usually, in situ measurements from airplanes provide an agreed upon truth. However, in the case of thin clouds, significant horizontal and vertical variability exists that complicates obtaining a representative sample. New aircraft...
instrumentation is being developed that would help mitigate this sampling issue by directly observing the cloud optical properties. Examples of such instruments include an airborne transmissometer (Korolev et al. 1999), a cloud extinctometer (Zmarzly and Lawson 2000), a cloud-integrating nephelometer (Gerber et al. 2000), and an in situ lidar (Evans et al. 2003, 2006). Another possibility is the expanded use of unmanned aerial vehicles (UAVs) that resemble large-powered gliders. Because UAVs fly significantly slower than airplanes, cloud probes carried by UAVs would be better suited to adequately sample the cloud variability.

In the end, we need to identify a technique or set of techniques that can routinely observe the microphysical properties and their variability in space and time for all low LWP clouds. It is distinctly possible that the answer might not lie in a single algorithm or instrument, but perhaps in a conjoined algorithm that must be developed. In so doing, we may need to ask the following: is it best to obtain a consensus solution based on a statistical combination of multiple retrieval techniques (e.g., Feingold et al. 2006), or is it best to formulate a single retrieval method that explicitly includes input from many instruments at different wavelengths? It is not clear right now which approach would be best; however, what should be clear is that a lot of interesting and vital research remains to be done.
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